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Abstract

Let X = λ1x1
∂
∂x1

+ λ2x2
∂
∂x2

+ O(|x|2) be an analytic vector field
near x = 0. We suppose that the linear part of this vector field has real
eigenvalues λ1, λ2 and that the ratio η = −λ1

λ2
is a positive irrational

number. In a previous paper of the first author and P. De Maesschalck,
it was shown that any analytic saddle can be conjugated analytically to
a form ‘as close as desired’ to the formal normal form. In this paper
we will iterate and renormalize these conjugacies. The iteration of this
procedure will be strongly connected to the diophantine properties of η
and we will establish the convergence of this process. A consequence
of this convergence will be the by now classical linearization theorem of
Bruno.
MSC classification: 34C20 , 39A99.
Keywords: Dynamical systems, normal forms, renormalization, majorant
method.

1 Introduction and framework of the results

Let X = λ1x1
∂
∂x1

+ λ2x2
∂
∂x2

+ O(|x|2) be an analytic vector field near x = 0.
Throughout this article we will suppose that the linear part of this vector field
has real eigenvalues λ1, λ2 and that the ratio η = −λ1

λ2
> 0. We recall from [1, 2]

that any analytic saddle can be conjugated analytically to a form ‘as close as
desired’ to the formal normal form (see below for precision). For example if η is
irrational, then this formal normal form is linear. In this paper we will iterate
and renormalize these conjugacies. According to the diophantine properties of
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η, we will investigate the convergence of this process. A consequence of this will
be the by now classical linearization theorem of Bruno, which we now state in
any dimension:

Theorem 1. [3] Let X = A+ f be an analytic vector field near the origin such
that X(0) = 0, A = DX(0) and f = O(|x|2). Suppose that the linear part A
has real eigenvalues λ1, λ2, . . . , λn that satisfy the following condition

−
∞∑
k=1

2−k log(ω(2k)) <∞, (1)

where ω(m) = inf2≤|i|≤m,1≤j≤n | 〈λ, i〉 − λj |. Then there exists an analytic co-
ordinate transformation U = id + u that conjugates the given vector field X to
its linear part A.

The holomorphic linearization results for saddles (i.e. at least one eigenvalue
is positive and at least one is negative) where first proven by Siegel [13] and later
improved by many authors, see e.g. [12, 3, 9]. The result stated in Theorem 1
is to our knowledge the best known so far and it is still unknown whether
the Bruno condition is optimal in dimension higher than or equal to three.
The result of Theorem 1 was shown to be optimal in dimension two by Pérez-
Marco and Yoccoz in [10] by studying the holonomy map and using results of
the classification of one-dimensional mappings by Yoccoz from [14]. Since this
approach is rather indirect and depends explicitly on the continued fraction
expansion of the number η, it is interesting to connect the analytic ‘near’ normal
forms in [1, 2] to Theorem 1 where the continued fraction expansion of the
number η plays a central role.

In the original article [3] by Bruno, it is explained that, concerning two
dimensional systems, condition (1) can be translated as a condition on continued
fractions of the ratio η = −λ1/λ2. If the continued fraction expansion of the
number η is given as qn

pn
, n ∈ N, then the equivalent condition is expressed as:

∑
n≥2

ln(pn+1)

pn
<∞. (2)

The proof we give is interesting from another point of view. It is essentially
an iteration of the reduction procedure that was intially proven in [2]. Let
us explain their result first, as we will need a more refined version of it. It
should be stressed that this result is very stable: it holds under perturbations
of a parameter, even if the parameter enters explicitly in the linear part. We
will state this result not in its full generality, but restrict to what is relevant
with respect to our problem. We will omit the parameter dependence and the
corresponding results concerning formal Gevrey vector fields since we will not
need it. The idea of the reduction is that it is possible to remove from a given
vector field those monomials that have indices corresponding to a certain ‘good’
set

GC = {(k, j) ∈ Nn × {1, 2, . . . , n}| | 〈λ, k〉 − λj | > C|k|, and |k| ≥ 2}. (3)

The idea is that monomials xkej corresponding to an index (k, j) ∈ GC are
‘sufficiently far away from resonance’. What remains after a suitable analytic

2



coordinate transformation is a reduced vector field with terms that have indices
corresponding to a (cone-shaped) bad set

BC = {(k, j) ∈ Nn × {1, 2, . . . , n}| | 〈λ, k〉 − λj | ≤ C|k|, and |k| ≥ 2}. (4)

More precisely:

Theorem 2. [1] Let and let X = A +
∑

(k,j) fk,jx
k ∂
∂xj

be an analytic vec-

tor field. Here A = DX(0), the linear part of X, is in diagonal form and
has eigenvalues λ1, λ2, . . . , λn. There exists an analytic coordinate transform
U = x +

∑
(k,j) uk,jx

k ∂
∂xj

containing only terms in the good set, i.e. uk,j 6=
0 =⇒ (k, j) ∈ GC , that transforms X into a analytic vector field Y = A +∑

(k,j) gk,jx
k ∂
∂xj

and Y contains only bad terms i.e. gk,j 6= 0 =⇒ (k, j) ∈ BC .

Both the good and the bad set depend on a parameter C. As C tends to
zero, the opening angle of the ‘cone’ BC tends to zero and the reduced systems
has far fewer terms, although the radius of convergence of the normal form
transformation may tend to zero. In the nonresonant case, the formal limit exists
and the corresponding normal form is the linear system Y = A, it is however
not clear that the corresponding normal form formal transformation actually
converges. The intention of this text is to build a transformation U = id + u as
an infinite composition

U = (id + u2) ◦ (id + u3) ◦ . . . (5)

The transformation id + ui transforms a vector field containing only bad terms
corresponding to the parameter C = Ci to a vector field containing only bad
terms corresponding to the parameter C = Ci+1. The main idea is now to choose
an appropriate rate at which Ci goes to zero. This rate depends explicitly on
the continued fraction expansion of η. Moreover, at each step we will have to
take the flatness of the given reduced form into account. To give the estimate of
this flatness is one of the key points in the proof. This again depends explicitly
on the continued fraction expansion of η. At each step we will renormalize the
given equation. The renormalization operator consists essentially of a rescaling
of the equation and the weight of the rescaling is directly related to the flatness
of the reduced form. We give a more geometric approach of our ideas afterwards
in Section 4. The approach is, as we will explain, completely equivalent.

The method of proof we provide can possibly be extended towards systems
of larger dimension. In order to do so, one needs a higher dimensional alter-
native for the continued fractions. Such alternatives have been developed in
relation with Hamiltonian dynamics, see e.g. [4]. Moreover, it is interesting
to compare the proofs in [5, 6, 4] to our proofs: they use a similar idea of an
iteration-renormalization technique in Fourier space. It is also worth to note
that the authors of [4] recently succeeded in extending their scheme to a higher
dimensional case by using a more dimensional equivalent of continued fractions.

The structure of this text is as follows: in Section 2 we provide a quantitative
version of Theorem 2 in dimension 2. This is necessary because we need a good
estimate on the radius of convergence of the reduced form as well as on the
corresponding transformation to be able to control the infinite composition (5).
In Section 3 we prove our main result. We proceed then by explaining its more
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geometric interpretation in Section 4. We shall need some results on continued
fractions, some of which are standard, and others are perhaps less known. In
order to be self-contained, we add them in an Appendix.

2 One step in the conjugacy procedure

In this entire section we prove the subsequent theorem, that will serve as a tool
to make a single step in the renormalization process that we build afterwards.
It is essentially a quantified version of Theorem 2, that was originally proven
by the use of the implicit function theorem: it will provide us estimates on how
large the usually unspecified neighbourhoods are that appear in the implicit
function theorem.

Let us first state the result that we prove in this section, the norms that are
used in this statement are defined afterwards.

Theorem 3. Let C > 0, 0 < δ < 1, 0 < δ1 < 2/5, δ2 = δ1/2, M = 1
Cδ . We

put f = (f1, f2), u = (u1, u2) and g = (g1, g2) and A(x, y) = (λ1x, λ2y).
Suppose furthermore that f is local analytic in the neighbourhood of the ori-

gin, f = O(|x|2) and ||f ||δ+δ1,A ≤ min{ 1
16M2δ1

, δ18M }. Then the given vector
field

X = (λ1x+ f1(x, y))
∂

∂x
+ (λ2y + f2(x, y))

∂

∂y
(6)

can be conjugated to an analytic reduced form

Y = (λ1x1 + g1(x1, y1))
∂

∂x1
+ (λ2y1 + g2(x1, y1))

∂

∂y1
(7)

by means of an analytic near-identity transformation

(x, y) = U(x1, y1) = (x1 + u1(x1, y1), y1 + u2(x1, y1)). (8)

Moreover the reduced form and the transformation satisfy the following proper-
ties, where BC and GC are defined in (4) and (3):

1. gi(x, y) =
∑

(k,i)∈BC gk,ix
k,

2. ui(x, y) =
∑

(k,i)∈GC uk,ix
k,

3. ||g||δ,A ≤ δ2/2,

4. ||u||δ,B ≤ δ2/2.

The proof will be a consequence of Proposition 11 that is proven at the end
of this section. Throughout this section we will use the notations as in the
statement of the above theorem. The definitions of the norms are as follows:

Definition 4. Given δ > 0, we define the following normed spaces of analytic
functions:

Aδ := {f =
∑
|k|≥2

akx
k| ||f ||δ,A :=

∑
k≥2

|ak|δ|k| <∞},

Bδ := {f =
∑
|k|≥2

akx
k| ||f ||δ,B := max{||f ||δ,A, ||Df ||δ,A} <∞},
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we will drop the index A or B in the notation of the norms whenever no confu-
sion is possible.

We want to transform equation (6) into (7) by means of the analytic co-
ordinate transform (8). It is clear that at the formal level this transformation
can be chosen such that u1(x1, y1) =

∑
(k,1)∈GC uk,1x

k1
1 x

k2
2 and u2(x1, y1) =∑

(k,2)∈GC uk,2x
k1
1 x

k2
2 . We explain that these series are actually convergent and

we give a precise estimate on the radius of convergence of the transformation
and their corresponding normal form (7). Let x = (x, y) and x1 = (x1, y1). The
initial equation (6) can be written in the form ẋ = Ax + f(x), the coordinate
transform x = x1 + u(x1) turns this into equation ẋ1 = (I + Du)−1.(A + f) ◦
(I + u)(x1) = Ax1 + g(x1). Hence

A+ g = (I +Du)−1.(A+ f) ◦ (I + u)

⇔ (I +Du).(A+ g) = (A+ f) ◦ (I + u)

⇔ F(u, g, f) = 0,

where F is the functional

F :U × V ×W −→ Aδ : (u, g, f) 7→ Du.(A+ g)−A.u+ g − f ◦ (id + u),

X : = {u ∈ Bδ| u =
∑
k∈GC

ukjx
kej}; (9)

U : = {u ∈ X| ||u||δ,B < δ1};

V : = {g ∈ Aδ| g =
∑
k∈BC

gkjx
kej};

W : = Aδ+δ1 ;

The idea in [1] is to find for a fixed f a solution u(f), g(f) of this functional
equation for some δ > 0 by means of an implicit function theorem. In order
to do so the authors of [1] proved a somewhat different version of the following
lemma.

Lemma 5. The functional F is C1 in a neighbourhood of the origin and the
norm of L = D(u,g)F(0, 0, 0)−1 is bounded by 1

Cδ , if δ < 1.

Proof. It follows from [1] that (u, f, g) 7→ f ◦ (id+u) is C1. Du.A−A.u is linear
and continuous in u. Du.g is bilinear and continuous. The presence of the term
Du.(A+ g) is the main reason why a C1-norm is chosen for the transformation
u. The boundedness of L follows from:

||Du.g|| =

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣


∂u1

∂x1
. . . ∂u1

∂xn
... . . .

...
∂un
∂x1

. . . ∂un∂xn

 .g

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣

=

n∑
α=1

n∑
j=1

||∂uα
∂xj

gjeα||δ

≤ n2 max
α,j
||∂uα
∂xj
||δ.||gj ||δ

≤ n2||Du||δ.||g||δ.
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We calculate the Gateaux derivatives of F at (0, 0, 0) and find

DuF(0, 0, 0).u = lim
t→0

tDu.A− tA.u
t

= Du.A−A.u,

DfF(0, 0, 0).f = lim
t→0

tf ◦ id

t
= f,

DgF(0, 0, 0).g = lim
t→0

−tg
t

= −g. (10)

Hence D(u,g)F(0, 0, 0).(û, ĝ) = Dû.A−A.û−ĝ. We invert this operator. Remark

that L = D(u,g)F(0, 0, 0) : X×V → Aδ. Take now m =
∑n
j=1

∑
k∈Nn mkx

kej ∈
Aδ. Then m = w+v, where w =

∑
(k,j)∈GC

mkx
kej and v =

∑
(k,j)∈BC mkx

kej .

Clearly L−1.v = −v, and u = L−1.w =
∑

(k,j)∈GC

mk,j
〈λ,k〉−λj x

kej . We have:

||u||δ = ||
∑

(k,j)∈GC

ki.mk,j

〈λ, k〉 − λj
xkej ||δ

≤ 1

C
||

∑
(k,j)∈GC

mk,jx
kej ||δ

≤ 1

C
||m||δ.

|| ∂u
∂xi
||δ = ||

∑
(k,j)∈GC

ki.mk,j

〈λ, k〉 − λj
xk−eiej ||δ

≤ 1

C
||

∑
(k,j)∈GC

mk,jx
k−eiej ||δ

≤ 1

C

∑
(k,j)∈GC

|mk,j |δ|k|−1

≤ 1

Cδ

∑
(k,j)∈GC

|mk,j |δ|k|

≤ 1

Cδ
||m||δ.

Remark 6. We have been a bit sloppy in the proof of the C1 property; but it
should be noted that we do not use it below.

We will use the previous lemma to construct a solution of F(u, g, f) = 0 for
a fixed f by means of a fixed point construction.

Suppose therefore that we are given the functional

F(u, g, f) = Du.(A+ g)−A.u+ g − f ◦ (id + u),

defined as in (9) and we want to solve for u(f), g(f) for ||f || small enough.
We remark that the functional is well defined and C1 in a neighbourhood of
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the origin if max(||Du||δ, ||u||δ) < δ1, ||g||δ is well defined and ||f ||δ+δ1 is well-
defined. Recall that L = dF(0, 0, 0). We prove that the mapping

Tf (u, g) = −L−1 (Du.g − f ◦ (id + u))

has a fixed point (u, g) = Tf (u, g) whenever f is small enough. This implies
that F(u, g, f) = 0. We shall use contractive properties of Tf (u, g). Let now
0 < δ2 < δ1, ||u||δ < δ2

2 , ||u
′||δ < δ2

2 ; we will fix the value of δ2 later on to δ1/2.
We use the mean value theorem and Cauchy estimate and find that

|f(x+ u(x))− f(x+ u′(x))| ≤ sup
||η||≤δ+δ2

|Df(η)|.|u(x)− u′(x)|

≤ ||f ||δ+δ1
δ1 − δ2

||u− u′||δ. (11)

Now let ||(u, g)||δ = max{||g||δ, ||u||δ, ||Du||δ}, then

||Tf (u, g)− Tf (u′, g′)||δ ≤ ||L−1||.(||Du.g −Du′.g′||δ+||f ◦ (id + u)− f ◦ (id + u′)||δ)
≤ ||L−1||.(||Du||δ||g − g′||δ + ||Du−Du′||δ||g′||δ

+ ||f ◦ (id + u)− f ◦ (id + u′)||δ)

≤ ||L−1||.
(
||Du||δ||g − g′||δ + ||Du−Du′||δ||g′||δ

+
||f ||δ+δ1 ||u− u′||δ

δ1 − δ2

)
.

We now introduce a majorating scheme. In order to do so, we define the fol-
lowing: M = ||L−1||; (u0, g0) = Tf (0, 0); (un+1, gn+1) := Tf (un, gn); ỹn :=
||Tf (un, gn)||δ and x̃n := ||(un+1, gn+1)−(un, gn)||δ = ||Tf (un+1, gn+1)−Tf (un, gn)||δ.
Then clearly we have that

ỹn+1 = ||Tf (un+1, gn+1)||δ = ||(un+2, gn+2)||δ
≤ ||(un+2, gn+2)− (un+1, gn+1)||δ + ||(un+1, gn+1)||δ ≤ x̃n+1 + ỹn

x̃n+1 = ||Tf (un+1, gn+1)− Tf (un, gn)|| (12)

≤M.

(
(||(un+1, gn+1)||δ + ||(un, gn)||δ)||(un+1 − un, gn+1 − gn)||δ

+
||f ||δ+δ1 ||un+1 − un||δ

δ1 − δ2

)
≤M(ỹnx̃n + ỹn−1x̃n) +

M ||f ||δ+δ1
δ1 − δ2

x̃n.

Hence it is natural to consider the recursion y0 = x0 = ||Tf (0, 0)||δ = ||f ||δ
xn+1 = βxn + αxnyn,
yn+1 = xn+1 + yn

(13)

where α := 2M and β :=
M ||f ||δ+δ1
δ1 − δ2

. Remark that whenever we find a conver-

gent, positive solution (xn, yn) of the difference equation (13), it will be a majo-
rant of (x̃n, ỹn), due to the inequalities given by (12). Hence the corresponding
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(un, gn) is a Cauchy sequence in the Banach space Aδ × Bδ and converges to
some (u, g) that is a solution of the fixed point problem (u, g) = Tf (u, g). For
sure we have to take into account that for all n ∈ N we maintain yn ≤ δ2

2 during
the iteration process to make sure that the Cauchy estimate given by (11) and
used in the estimate of equation (12) is valid. We first study the convergence of
equation (13) by means of the following theorem. Afterwards we deal with the
initial conditions and translate them in terms of the original problem.

Theorem 7. Consider the recursively defined sequences{
xn+1 = βxn + αxnyn,
yn+1 = yn + βxn + αxnyn,

(14)

where α > 0, 0 < β < 1. Suppose that x0 = y0 > 0 and suppose that for certain
β < β′ < 1 we have that

x0 ≤
(β′ − β)(1− β′)

α
. (15)

Then the sequences (xn)n∈N and (yn)n∈N are both convergent.

Proof. We show by induction that:

xn ≤ (β′)nx0 and yn ≤
n∑
k=0

(β′)kx0.

This is clearly true for n = 0. Suppose that this statement is true for all
0 ≤ m ≤ n; then it is also true for n+ 1. Indeed:

yn ≤
n∑
k=0

(β′)kx0 ≤
x0

1− β′
, (16)

Hence

xn+1 = xn(β + αyn) ≤ (β′)nx0(β +
αx0

1− β′
)

≤ (β′)n+1x0,

and

yn+1 = yn + xn ≤
n∑
k=0

(β′)kx0 + (β′)n+1x0

≤
n+1∑
k=0

(β′)kx0,

This concludes the theorem.

Corollary 8. Consider the recursively defined sequences{
xn+1 = βxn + αxnyn,
yn+1 = yn + βxn + αxnyn,
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where α > 0, 0 < β < 1. Suppose also that x0 = y0 > 0 and

x0 ≤
(1− β)2

4α
;

Then the sequences (xn)n∈N and (yn)n∈N are both convergent. Moreover

yn ≤
2x0

1− β
. (17)

Proof. The condition (15) is equivalent to

x0 ≤
(1− β)2

4α
;

because

(β′ − β)(1− β′)
α

reaches its supremum at β′ =
1 + β

2
. Inequality (17) clearly follows from sub-

stituting β′ =
1 + β

2
in inequality (16) in the proof of the previous lemma.

Proposition 9. (Tf (un, gn))n∈N converges if all of the following three properties
hold:

(i) β < 1

(ii) yn ≤ δ2
2 , for each n ∈ N (this is necessary to keep ||un||δ ≤ δ2

2 and

||gn||δ ≤ δ2
2 ).

(iii) x0 = y0 = ||Tf (0, 0)||δ = M ||f ||δ ≤
(1− β)2

4α

Proof. The above three conditions ensure that the estimates that lead to the
majorating equation (13) are valid and that corollary 8 can be applied.

Lemma 10. The three properties in Proposition 9 are valid when

(i) ||f ||δ+δ1 < δ1−δ2
2M ,

(ii) ||f ||δ+δ1 ≤
δ2(δ1−δ2)

4Mδ1
,

(iii) ||f ||δ+δ1 ≤
1
2+M(δ1−δ2)−

√
M2(δ1−δ2)2+M(δ1−δ2)
M .

This simplifies if δ1 = 2δ2 to

(i) ||f ||δ+δ1 ≤ δ1
8M ,

(ii) ||f ||δ+δ1 < δ1
8M ,

(iii) ||f ||δ+δ1 ≤
1+Mδ1−

√
M2δ21+2Mδ1
2M .

9



Proof. The first property in Proposition 9 is clearly equivalent to ||f ||δ+δ1 <
δ1−δ2
2M . For the second property we use (we choose β′ = 1+β

2 , in the proof above)

yn ≤ x0
∞∑
k=0

(β′)k ≤ x0
1

1− β′
≤ x0

2

1− β
.

Hence the second property is valid when

M ||f ||δ = x0 ≤
δ2(1− β)

4

⇔||f ||δ ≤
δ2(1− β)

4M

⇐||f ||δ+δ1 ≤
δ2(1− β)

4M

⇔||f ||δ+δ1 ≤
δ2

4M
(1− 2M ||f ||δ+δ1

δ1 − δ2
)

⇔ 4M

δ2
||f ||δ+δ1 +

2M ||f ||δ+δ1
δ1 − δ2

≤ 1

⇔||f ||δ+δ1 ≤
δ2(δ1 − δ2)

4Mδ1
.

Since ||f ||δ ≤ ||f ||δ+δ1 , the third property is clearly valid if

||f ||δ+δ1 ≤
(1− β)2

4Mα

⇔4Mα||f ||δ+δ1 ≤ (1− 2M ||f ||δ+δ1
δ1 − δ2

)2

⇔8M2||f ||δ+δ1 ≤ 1− 4M ||f ||δ+δ1
δ1 − δ2

+
4M2||f ||2δ+δ1

(δ1 − δ2)2
. (18)

We compute the roots of the equation

4Mαx = 1− 4Mx

δ1 − δ2
+

4M2x2

(δ1 − δ2)2

⇔1− 4Mαx− 4Mx

δ1 − δ2
+

4M2x2

(δ1 − δ2)2
= 0.

We find two positive roots. The smallest is given by

1
2 +M(δ1 − δ2)−

√
M2(δ1 − δ2)2 +M(δ1 − δ2)

M
.

Hence condition (18) is valid if

||f ||δ+δ1 ≤
1
2 +M(δ1 − δ2)−

√
M2(δ1 − δ2)2 +M(δ1 − δ2)

M

The conditions that appear in case 2δ2 = δ1 are obvious.

Summarizing the above, we have the following
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Proposition 11. (Tf (un, gn))n∈N converges if δ1 = 2δ2, δ1 is smaller than 2
5

and the following properties hold:

||f ||δ+δ1 ≤ min{ 1

16M2δ1
,
δ1

8M
}. (19)

Here, M = 1
Cδ .

Proof. The Taylor series of h(x) = 1+x−
√
x2 + 2x at infinity starts as 1

8x + . . ..

Hence it is natural to consider the function g(x) = 1 + x−
√
x2 + 2x− 1

8x . The

derivative of this function is g′(x) =
8x2
√
x (x+ 2)− 8x3 − 8x2 +

√
x (x+ 2)

8
√
x (x+ 2)x2

.

Take now an arbitrary x ≥ 1. Then we have the estimates

8x2
√
x (x+ 2)− 8x3 − 8x2 +

√
x (x+ 2) ≤ 8x2(x+ 2)− 8x3 − 8x2 + x+ 2

≤ −6x3 − 6x2 + x+ 2

≤ −12x2 + x+ 2

≤ −11x+ 2

≤ −9,

from which it follows that g′(x) < 0; and hence g is decreasing on [1,∞[. Because
1
10 < g(1) = 15

8 −
√

3 < 1
5 and since

lim
x→∞

g(x) = 1− lim
x→∞

(x−
√
x2 + 2x) = 1− lim

x→∞

−2x

x+
√
x2 + 2x

= 0,

it follows that g(x) ≥ 0 for all x ≥ 1 i.e. h(x) ≥ 1
8x . Since h′(x) = 1 −

x+1√
x2+2x

= 1 −
√
x2+2x+1√
x2+2x

< 0, h is decreasing on the interval [0, 1] and hence
1
10 ≤ g(1) ≤ h(1) ≤ h(y), for each y ∈ [0, 1]. We can summarize that for
each x ≥ 0 we have that min( 1

10 ,
1
8x ) ≤ h(x). Hence also min{ 1

16M2δ1
, 1
20M } ≤

1+Mδ1−
√
M2δ21+2Mδ1
2M . We conclude that all three inequalities in Proposition 10

are valid if ||f ||δ+δ1 ≤ min{ 1
16M2δ1

, δ18M } and δ1 is smaller than 2
5 .

3 Narrowing the cone

We are now ready to prove the following theorem:

Theorem 12. Let
(
qn
pn

)
n∈N

be the continued fraction approximants of −λ1

λ2
.

Suppose furthermore that∑
n≥0

| ln(Cn+1)|
pn+1 + qn+1

<∞, where Cn+1 =
|λ1pn+1 + λ2qn+1|
pn+1 + qn+1 + 1

. (20)

Then equation (6) can be linearized to λ1x
∂
∂x +λ2y

∂
∂y by means of a convergent

transformation.

Proof. Since the proof is rather technical we explain the idea of proof first. The
idea is to give an iterative approach of the transformation

x+ u(x) = (x+ u2(x)) ◦ (x+ u3(x)) ◦ . . .

11



to the normal form by narrowing the cone a little further with each transfor-
mation. We will narrow the cones in close relation to the continued fraction
expansion

(
qn
pn

)
n∈N

of the ratio −λ1

λ2
. Indeed we will consider the subsequent

bad sets (consisting of the indices (k, j) of corresponding terms akx
kej that are

not yet removed)

BCn = {(k, j) ∈ N2 × {1, 2}| |k1λ1 + λ2k2 − λj | ≤ Cn|k1 + k2|, and |k| ≥ 2}.
(21)

At each step of the procedure we have that (x+ u2(x)) ◦ (x+ u3(x)) ◦ . . . ◦ (x+
un−1(x)) transforms the original vector field determined by ẋ = Ax + f(x) to
ẋ = Ax+ gn−1(x). We then put fn := gn−1 and consider at this iteration step
n the functional equation:

FCn+1(un, gn, fn) = 0.

Here we have a function fn that contains only terms in BCn and we look for a
solution (un, gn) such that gn contains only terms in BCn+1 . This solution is
obtained by applying Theorem 3. Roughly speaking, this proposition establishes
two things.

(i) It provides a bound to the solution

||gn||δn−δ(n)
1
≤ δ

(n)
2

2
=
δ
(n)
1

4
, ||un||δn−δ(n)

1
≤ δ

(n)
2

2
=
δ
(n)
1

4
. (22)

There is some freedom to choose the δ
(n)
1 , but one has to take into account

a few constraints. First of all we will obtain that δ(n+1) = δ(n)− δ(n)1 , and
since δlim := limn→∞ δ(n) will play the role of the radius of convergence
of the transformation un, we want that δlim > 0. Hence it makes sense to

choose δ
(n)
1 = α

2n , where α < 2δ.

(ii) It provides a solution of FCn+1
(un, gn, fn) = 0 provided that ||fn||δ(n)

satisfies the corresponding bound (19).

It is however not always true that ||fn||δ(n) satisfies the bound (19). Hence,
we can not apply Theorem 3 directly because ||fn||iδ(n) is possibly too large.
Instead we will need to rescale the equation as follows.

Define Rκ : Cn −→ Cn : x 7→ κx. We will extensively use the rescaling
operator Rκ(f) = R−1κ ◦ f ◦ Rκ. We do this because if we want to find a
solution (u, g) of the equation F(u, g, f) = 0 where ||f ||δ+δ1 is too large to
apply Theorem 3, we can solve F(ũ, g̃,Rκ(f)) = 0 instead. It is then readily
verified that u = Rκ−1(ũ) and g = Rκ−1(g̃) is a solution of F(u, g, f) = 0.
Moreover ||Rκ(f)||δ+δ1 ≤ κw−1||f ||δ+δ1 , if f is an analytic function for which
Df(0) = 0, . . . , Dw−1f(0) = 0; we call this number w the minimal order of f .
This approach has the advantage that Theorem 3 can be applied if we choose κ
small enough. Observe that if the minimal order w of f is big, the factor κ can be
chosen rather large. To find a lower bound for w at each iteration step is actually
the key to the solution. Such a bound is shown in a subsequent technical Lemma
13. We will also need the following technical remark concerning the numbers

12



Cn: using Lemma 22 of the appendix it follows that∣∣∣∣−λ1λ2 − qn+1

pn+1

∣∣∣∣ < ∣∣∣∣−λ1λ2 − qn
pn

∣∣∣∣
=⇒

∣∣∣∣λ1pn+1 + λ2qn+1

λ2pn+1

∣∣∣∣ < ∣∣∣∣λ1pn + λ2qn
λ2pn

∣∣∣∣
=⇒

∣∣∣∣λ1pn+1 + λ2qn+1

pn+1

∣∣∣∣ < ∣∣∣∣λ1qn + λ2pn
qn

∣∣∣∣
=⇒ Cn+1 =

∣∣∣∣λ1pn+1 + λ2qn+1

qn+1 + pn+1 + 1

∣∣∣∣ < ∣∣∣∣λ1pn + λ2qn
qn + pn + 1

∣∣∣∣ = Cn

Geometrically this means that BCn+1
⊂ BCn for all n ∈ N.

Let us start the proof of Theorem 12. We will start the procedure from a
certain N0 that will be specified in a subsequent technical Lemma 13. We define
for n ≥ N0

δ
(n)
1 =

α

2n−1
, δ

(n)
2 =

α

2n
, α <

δ

2
.

We choose κN0
small enough in such a way that the norm of f̃N0

:= RκN0
(fN0

) is

small enough to apply Theorem 3 to the equation FCN0+1
(ũN0

, f̃N0+1, f̃N0
) = 0

with δ = δ(N0) and δ1 = δ
(N0)
1 . We define for later use

δ(N0) = δ − δ(N0)
1 , δ(n) = δ(n−1) − δ(n)1 ,

for all n > N0. It is readily verified that δlim = limn→∞ δ(n) > 0. Let fN0
:=

f ∈ Aδ. We obtain a solution satisfying the bounds

||ũN0
||δ(N0) ≤

δ
(N0)
2

2
=

α

2N0+1
,

||f̃N0+1||δ(N0) ≤
δ
(N0)
2

2
=

α

2N0+1
.

Define uN0
= R−1κN0

(ũN0
) and fN0+1 = R−1κN0

(f̃N0+1).

Suppose now that we have defined (un, κn, ũn, f̃n+1, γn) that satisfy

ũn = Rγn(un)

f̃n = Rγn(fn)
γn =

∏n
i=N0

κi = γn−1κn

δ(n) = δ −
∑n
i=N0

δ
(i)
1

||ũn||δ(n) ≤ δ(n)1 = α
2n−1

||f̃n+1||δ(n) ≤ δ(n)1 = α
2n−1

FCn+1
(ũn, f̃n+1, f̃n) = 0,

(23)

We define (un+1, κn+1, ũn+1, f̃n+2, γn+1), and show that they satisfy the same
equations where n is replaced by n+ 1. It is sufficient to determine κn+1, ũn+1,

f̃n+2, to check the two inequalities and the functional equation. One can define

γn+1 = γnκn+1, R−1γn+1
(ũn+1) = un+1 and R−1γn+1

(f̃n+2) = fn+2 afterwards.
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We rescale f̃n+1 toRκn+1
(f̃n+1) in order to be able to apply Theorem 3, with

δ = δ(n) = δ(n+1) + δ
(n+1)
1 , δ1 = δ

(n+1)
1 = α

2n , C = Cn+2, f = Rκn+1(f̃n+1). Let

wn+1 be the minimal order of f̃n+1. We want κn+1 to be chosen such that

||Rκn+1
(f̃n+1)||δ(n+1) ≤ ||Rκn+1

(f̃n+1)||δ(n) ≤ κwn+1−1
n+1

α

2n+2

≤ min

{
C2
n+2

(
δ(n)

)2
16δ

(n+1)
1

,
Cn+2δ

(n)δ
(n)
1

8

}
.

A sufficient choice is

κn+1 : =

(
min

{
2nC2

n+2δ
2
lim

4α
,

2nCn+2δlim
2α

}) 1
wn+1−1

.

We apply Theorem 3 with this choice and find solutions u = ũn+1, g = f̃n+2 of

FCn+2(ũn+1, f̃n+2,Rκn+1(fn+1)) = 0, that are bounded by

||ũn+1||δ(n) ≤
δ
(n+1)
2

2
=
δ
(n+1)
1

4
=

α

2n+1
≤ α

2n

||f̃n+2||δ(n) ≤
δ
(n+1)
2

2
=
δ
(n+1)
1

4
=

α

2n+1
≤ α

2n
.

It will be sufficient to have that limn→∞ γn = γ exists and γ > 0 in order to
finish the proof. We will check afterwards that this condition is equivalent to
condition (20). We explain why the formal power series

x+ u(x) := lim
n→∞

vn(x) := lim
n→∞

(x+ uN0
(x)) ◦ (x+ uN0+1(x)) ◦ . . . ◦ (x+ uN0+n(x))

converges in a neighbourhood of the origin. Remark that x + u(x) is well-
defined as a formal power series because the minimal order of un tends to infinity
whenever n tends to infinity. We show that ||Rγ(vn)||δlim ≤ D for each n and
a constant D independent of n. Remark first that

Rγ(vn)(x) = (x+Rγ(uN0
)(x)) ◦ (x+Rγ(uN0+1)(x)) ◦ . . . ◦ (x+Rγ(uN0+n)(x)).

We use the estimate

||(x+Rγ(un)(x))||δlim ≤ ||(x+Rγn(uN0+n)(x))||δ(N0+n)

≤ δ(N0+n) + ||Rγn(uN0+n)(x)||δ(N0+n)

≤ δ(N0+n) + ||ũN0+n||δ(N0+n)

= δ(N0+n) +
α

2N0+n−1
≤ δ(N0+n−1),

and observe that

||(x+Rγ(uN0
)(x)) ◦ (x+Rγ(uN0+1)(x)) ◦ . . . ◦ (x+Rγ(uN0+n)(x))||δ(N0+n)

≤ ||(x+Rγ(uN0
)(x))||δ(N0) ≤ δN0

+
α

2N0−1
=: D.

It follows that ||Rγ(vn)||δlim ≤ ||Rγ(vn)||δ(N0+n) ≤ D for each n ≥ 0. Hence
also ||Rγ(v)||δlim ≤ D showing that v is analytic on B̄(0; δlim).

We still need to show that limn→∞ γn = γ exists and γ > 0 if condition
(20) holds. We will need a sharp bound on wn first, proven in the subsequent
lemma. The existence of the limit is then proven afterwards.
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Lemma 13. Let l ≥ 1 and consider the formal power series fl =
∑

(k,j)∈BCl
akx

kej.

Define wl to be the smallest natural number for which Dwlfl 6= 0; then there
exists an N0 ∈ N such that wl ≥ pl+1+ql+1+1

5 for each l ≥ N0.

Proof. Throughout the proof we will suppose that λ1 > 0 and λ2 < 0; the case
where λ1 < 0 and λ2 > 0 is analogous. We give a proof for l odd, i.e. l = 2n+ 1
for some n ∈ N. The even case is similar. We define the following lines:{

L1 : λ1(k1 − 1) + λ2k2 = C2n+1 (k1 + k2)
L2 : λ1(k1 − 1) + λ2k2 = −C2n+1 (k1 + k2) ,

or, equivalently, {
L1 : k2 = C2n+1−λ1

λ2−C2n+1
k1 + λ1

λ2−C2n+1

L2 : k2 = C2n+1+λ1

−λ2−C2n+1
k1 − λ1

λ2−C2n+1
.

L1 has slope C2n+1−λ1

λ2−C2n+1
< −λ1

λ2
and intersection with the line k2 = 0 at the

point P1 =
(

−λ1

C2n+1−λ1
, 0
)

. Remark that −λ1

C2n+1−λ1
= λ1

−C2n+1+λ1
> 1. L2

has slope C2n+1+λ1

−λ2−C2n+1
> −λ1

λ2
and intersection with the line k2 = 0 at the point

P2 =
(

λ1

C2n+1−λ1
, 0
)

. Remark that λ1

C2n+1−λ1
< 1. The lines L1 and L2 determine

the bounds of the set

BC2n+1,1 = {k ∈ N2| |(k1 − 1)λ1 + λ2k2| < C2n+1|k1 + k2|, and |k| ≥ 2},

C2n+1 =
|λ1p2n+1 + λ2q2n+1|
p2n+1 + q2n+1 + 1

.

We define the lines {
M2 : k2 = q2n+1

p2n+1
(k1 − 1)

M1 : k2 = q2n
p2n

(k1 − 1).

M1 is the line passing through (1, 0) and P3 = (p2n + 1, q2n) and M2 is the
line passing through (1, 0) and P4 = (p2n+1 + 1, q2n+1), see also Figure 1. If
n ≥ N0, then the interior of the triangle with corner points (1, 0), P2, P4 does
not contain any point of Z2: indeed, following remark 19 there is no positive
integral point (this is a point P = (x, y), where both x, y are positive integers)
in the interior of this triangle if the determinant

det

∣∣∣∣ p2n+1
λ1

C2n+1+λ1
− 1

q2n+1 0

∣∣∣∣ =
q2n+1C2n+1

C2n+1 + λ1
< 1.

Because q2n+1C2n+1 = q2n+1
|λ1p2n+1+λ2q2n+1|
p2n+1+q2n+1+1 = |λ1p2n+1+λ2q2n+1| 1

1−λ1λ2 + 1
q2n+1

→

0, if n tends to ∞, this is true if n ≥ N0 for a certain N0 large enough.
Using the same argumentation one shows that there exists no positive inte-

gral point in the interior of the triangle determined by (1, 0), P1, P3, and hence
a fortiori there exists no integral point in the interior of the triangle determined
by (1, 0), P1 and P6. Consequently, any positive integral point in BC2n+1,1 is
can be written as

(1, 0) + a (p2n, q2n) + b (p2n+1, q2n+1) , where a, b ∈ N \ {0}.
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Figure 1: The cones

We define M̃2 to be the reflection of M2 with respect to the line R; and
P5 = M̃2 ∩ R. Hence each positive integral point that lies in the set BC2n+1,1

that is determined by the lines L1 and L2 lies either in the triangle ∆ with corner
points (1, 0), P5, P1 or in the cone K2 determined by the lines M2 and M̃2. Let
now P5 = (a, b). Consider now any point P = (a1, b1) in ∆; then, because the

slopes of M̃2 anc L1 are positive, we clearly have that a1 + b1 ≤ a + b. We
compute M̃2 and P5. Since M̃2 is the reflection of M2 with respect to R, it is
sufficient to compute the reflexion of (p2n+1 + 1, q2n+1) ∈M2. Define η = −λ1

λ2
,

then R : k2 = η(k1 − 1) and n = (−η, 1)/
√

1 + η2 is a unit vector that is
perpendicular to R. Hence the reflexion of the point (p2n+1 + 1, q2n+1) is given
by(
p2n+1 + 1 +

2η

1 + η2
(−p2n+1η + q2n+1) , q2n+1 −

2

1 + η2
(−p2n+1η + q2n+1)

)
.

It follows that M̃2 : k2 = β(k1 − 1), where

β =
q2n+1

(
1 + η2

)
− 2 (−p2n+1η + q2n+1)

p2n+1 (1 + η2) + 2η (−p2n+1η + q2n+1)
.

We find now

P5 = (a, b) =

(
−λ2β − λ1 + C2n+1β

−λ2β + C2n+1 − λ1 + C2n+1β
,

−C2n+1β

−λ2β + C2n+1 − λ1 + C2n+1β

)
.

A straightforward computation results in

a+ b =
(p2n+1 + q2n+1 + 1)

(
λ21 + λ22

)
λ21 + λ22 + 2λ1 (p2n+1λ1 + q2n+1λ2) + 2λ2 (p2n+1λ1 + q2n+1λ2)

.
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It follows that

lim
n→∞

a+ b

(p2n+1 + q2n+1 + 1)
= 1.

As a consequence of this it follows that there exists an N0 ∈ N such that for all
n ≥ N0 and for all P = (a1, a2) ∈ ∆ we have that

a1 + a2 ≤ a+ b < 2p2n+1 + 2q2n+1 + 1. (24)

We consider two cases:
Case 1: There exist positive integral points in ∆.
Consider such an arbitrary point. We already observed that such a point equals

(1 + ap2n+1 + bp2n, aq2n+1 + bq2n),

for some a, b ∈ N\{0}. The weight(=the sum of the coordinates) of this point is
given by 1+ap2n+1+bp2n+aq2n+1+bq2n. Since this point lies in ∆, (24) is valid,
and hence a = 1. Hence the point with lowest weight in ∆ is given by (1+p2n+1+
p2n, q2n+1+q2n). Clearly Q = (1+2p2n+1+p2n, 2q2n+1+q2n) /∈ ∆. Because the
slope of the line determined by (p2n + 1, q2n) and Q is strictly larger than the

slope of M̃2, every point (c̃p2n+1+p2n, c̃q2n+1+q2n) with c̃ ≥ 1 is either in ∆ or in

the cone K1 determined by the lines M2 and M̃2. As a consequence Q must lie in
the cone K1 (since it is not in ∆). Using Lemma 26 from the appendix, we know

that if c ∈ N and 2c > a2n+2 + 1, then
∣∣∣ cq2n+1+q2n
cp2n+1+p2n

− η
∣∣∣ ≤ ∣∣∣ q2n+1

p2n+1
− η
∣∣∣ and hence

(cp2n+1 + p2n + 1, cq2n+1 + q2n) ∈ K1. Again from Lemma 26 it follows that if
c ∈ N and 2c ≤ a2n+2− 1, then (cp2n+1 + p2n + 1, cq2n+1 + q2n) /∈ K1. Because
Q = (1 + 2p2n+1 + p2n, 2q2n+1 + q2n) ∈ K1, we must have that 2.2 > a2n+1 − 1,
equivalent with a2n+1 < 5. The point with lowest weight in BC2n+1,1 is in this
case α = (p2n+1+p2n+1, q2n+1+q2n) and has weight p2n+1+p2n+q2n+1+q2n+1.
This weight satisfies

p2n+1 + p2n + q2n+1 + q2n + 1 ≥ 1

5
(5p2n+1 + p2n + 5q2n+1 + q2n) + 1

≥ 1

5
(p2n+2 + q2n+2) + 1.

Case 2: There are no positive integral points in ∆.
All positive integral points in BC2n+1,1 lie in the open cone K1 determined by M2

and M̃2. Since clearly K1 =
{

(a+ 1, b) ∈ N2|
∣∣η − b

a

∣∣ < ∣∣∣η − q2n+1

p2n+1

∣∣∣}. The cone

K1 is contained in the coneK2 = {(1, 0) + a(p2n, q2n) + b(p2n+1, q2n+1)| a, b ≥ 1}
determined by the lines M2 and M1. Using Lemma 26 we see that each point
(1, 0) + (cp2n+1 + p2n, cq2n+1 + q2n) is in K1 if 2c > a2n+2 + 1 and is not in K1

if 2c ≤ a2n+2 − 1. It follows that the point with lowest weight in K1 is given
by (1, 0) + (cp2n+1 + p2n, cq2n+1 + q2n), for a certain c ∈ N that is larger than
max{1, a2n+2−1

2 } ≥ a2n+2

3 . Hence

w2n+1 ≥ 1 +
a2n+2

3
p2n+1 + p2n +

a2n+2

3
q2n+1 + q2n

≥ p2n+2 + q2n+2

3
+ 1 ≥ p2n+2 + q2n+2

5
+ 1.
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Hence the set BC2n+1,1 has minimal weight larger than 1+p2n+2+q2n+2

5 Com-
pletely analogous one shows that the same is true for the set BC2n+1,2 = {(k, 2) ∈
BC2n+1

}, finishing the proof of Lemma 13.

We finish the proof of Theorem 12 by showing that limn→∞ γn = γ > 0.
Note that γn =

∏n
k=N0

κk, and ln(γn) =
∑n
k=N0

ln(κk). κn is defined by

κn =

(
min

{
2n−1C2

n+1(δlim)2

4α2
,

2n−1Cn+1δlim
2α

}) 1
wn−1

.

We have that for n large enough

κn ≤
(

2n−1C2
n+1(δlim)2

4α2
.
2n−1Cn+1δlim

2α

) 1
wn−1

.

It is hence sufficient to show that the two sums in the right hand side of

∞∑
k=N0

ln(κk) =
∑
n≥N0

1

wn − 1
ln

(
4nδ3lim

2α3

)
+
∑
n≥N0

1

wn − 1
ln
(
C3
n+1

)
(25)

converge if condition (20) holds. We use the previous lemma to see that wn−1 ≥
pn+ qn in both sums. We consider the first sum. Since wn− 1 ≥ pn+1+qn+1

5 and
pn+1, qn+1 go to infinity at least as fast as the Fibonacci sequence, the first sum
is obviously convergent. For the second sum we have∣∣∣∣∣∣

∑
n≥N0

1

wn − 1
ln
(
C3
n+1

)∣∣∣∣∣∣ ≤ 5
∑
n≥N0

| ln(Cn+1)|
pn+1 + qn+1

,

which converges by supposition.

We finish this section by showing that the condition on −λ1

λ2
appearing in

the heading of Theorem 12 holds if the Bruno condition holds.

Proposition 14. The Bruno condition (2) implies∑
n≥0

| ln(Cn+1)|
pn+1 + qn+1

<∞, where Cn+1 =
|λ1pn+1 + λ2qn+1|
pn+1 + qn+1 + 1

.

Proof. We have

−
∑
n≥0

ln(Cn+1)

pn+1 + qn+1
= −

∑
n≥0

ln
(
|λ1pn+1+λ2qn+1|
pn+1+qn+1+1

)
pn+1 + qn+1

= −
∑
n≥0

ln (|λ1pn+1 + λ2qn+1|)
pn+1 + qn+1

+
∑
n≥0

ln (pn+1 + qn+1 + 1)

pn+1 + qn+1
.

We investigate the two sums on the right hand side of this equation separately.
The last sum converges because (pn)n∈N and (qn)n∈N increase at least as fast
as the Fibonacci series. For the first sum we use Lemma 21 which implies that

|λ1pn+1 + λ2qn+1| ≤
|λ2|
pn+2

.
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We also use Lemma 20 and obtain

1

pn+1 + qn+1
=

1

pn+1

(
1 + qn+1

pn+1

) ≤ 1

pn+1

(
1 + q0

p0

) .
Hence

−
∑
n≥0

ln(|Cn+1|)
pn+1 + qn+1

≤

(
1

1 + q0
p0

)∑
n≥1

ln(pn+2)

pn+1
+ ln(|λ2|)

∑
n≥1

1

pn+1
.

It follows that if the Bruno condition
∑
n≥1

ln(pn+2)
pn+1

<∞ holds, then

∑
n≥0

| ln(Cn+1)|
pn+1 + qn+1

<∞.

4 A more geometric interpretation of the proof

Let X = (λ1x+ f1(x, y)) ∂
∂x + (λ2y + f2(x, y)) ∂∂y . We already showed that it is

possible to find a coordinate transformation that transforms X to

XCn = (λ1x+ fCn1 (x, y))
∂

∂x
+ (λ2y + fCn2 (x, y))

∂

∂y
,

where

fCni (x, y) =
∑

(k,i)∈BCn

fCnk,i x
k, BCn =

{
(k, i) ∈ N2 × {1, 2}| | 〈λ, k〉 − λj | < Cn(k1 + k2)

}
,

and Cn is defined as in (20). Moreover we already constructed the coordinate
transformations id + un that transform XCn into XCn+1

within the proof of
Theorem 12. Let us first rewrite the vector fields XCn . Let BCn,i = {k|(k, i) ∈
BC,n}, for i ∈ {1, 2} and consider BCn,1. This set has a conical structure that
is determined by two lines. Using the same argumentation as in Lemma 13, one
can show that BCn,1 ⊂ (1, 0) + {a(pn, qn) + b(pn+1, qn+1)| a, b ∈ N}, for n ≥ N0.
Analogous, it follows that BCn,2 ⊂ (0, 1) + {a(pn, qn) + b(pn+1, qn+1)| a, b ∈ N}.
As a consequence we can write

XCn = λ1x(gCn1 (u, v))
∂

∂x
+ λ2y(gCn2 (u, v))

∂

∂y
,

where u = xpnyqn and v = xpn+1yqn+1 . Let us look at the vector field as a set
of differential equations for a moment.

XCn :

{
ẋ = λ1x (gCn1 (u, v))

ẏ = λ1y (gCn2 (u, v)).

It is interesting to look at u = xqnypn , v = xqn+1ypn+1 as a ‘coordinate trans-
formation’. Note that (at points where it is defined) we have that

uqn+1

vqn
= xpnqn+1−pn+1qn = x±1,

upn+1

vpn
= ypn+1qn−pnqn+1 = y±1.
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The sign depends on the parity of n. Moreover we can compute u̇, v̇ and find

ZCn :


u̇ = (λ1pn + λ2qn)u

(
λ1pnf

Cn(u, v) + λ2qng
Cn(u, v)

λ1pn + λ2qn

)
v̇ = (λ1pn+1 + λ2qn+1)v

(
λ1pn+1f

Cn(u, v) + λ2qn+1g
Cn(u, v)

λ1pn+1 + λ2qn+1

)
(26)

Using the definition of continued fractions, one verifies that ηn = (λ1pn +
λ2qn)/(λ1pn+1 + λ2qn+1) is a positive real but non-rational number. Moreover,
one checks that if the continued fraction of −λ1/λ2 is given as [a0, a1, a2, . . .],
then ηn = [an, an+1, an+2, . . .]. In short we have the following diagram:

X
Tr // XC1

R

��

Tr // XC2

R

��

Tr // XC2
. . .

R

��
ZC1

Tr // •

R

��

Tr // . . .

R

��
ZC2

Tr // . . .

R

��

ZC3
. . .

(27)

In this scheme Tr stands for a reduction by applying Theorem 2 and R stands for
a ‘coordinate transformation’ of the type u = xpnyqn , v = xpn+1yqn+1 . One then
verifies afterwards that every square in this diagram commutes. Our original
idea was to try to lift the transformations from the lower lines of these squares to
the top lines and keeping track of radius of convergence at each step and trying
to show convergence of the linearization procedure (provided some diophantine
condition is valid). It is possible to provide a direct proof of the convergence of
the linearization procedure with the use of this diagram, but the computations
are a bit more lengthy. We provided this interpretation because it enlightens
the real renormalization nature: the used transformations deliver an equations
that has exactly the same nature as the starting equation!

5 Appendix

In order to be self-contained, we collect some more or less standard results
about continued fractions that we have used above, see also [11, 7, 14, 8]. Let
η ∈ R \ Q. The continued fraction expansion of η = −λ1

λ2
= [a0; a1, a2, . . .] is

defined as follows:

−λ1
λ2

= a0 +
1

a1 +
1

a2 + . . .

More formally we have a0 := bηc, b0 := η − bηc, a1 := b 1
b0
c, b1 := 1

b0
−

b 1
b0
c, . . ., an := b 1

bn−1
c, bn := 1

bn−1
− b 1

bn−1
c. We define the ratio’s qn

pn
=
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[a0; a1, . . . , an, 0, 0, . . .] ∈ Q. For example we have that q0
p0

= a0
1 , q1

p1
= a0a1+1

a1
,

q2
p2

= a0a1a2+a0+a2
a1a2+1 and so on. We have recursively

(qn+1, pn+1) = (an+1qn + qn−1, an+1pn + pn−1). (28)

For any n ∈ N and any x ∈ R we define

[a0, a1, . . . , an−1, x] = −λ1
λ2

= a0 +
1

a1 +
1

a2 + .. .
an−1 +

1

x

One says that the eigenvalues (λ1, λ2) satisfy a τ -diophantine condition if
the inequality

|λ1k1 + λ2k2| ≥
C0

(k1 + k2)τ

holds for all non-zero (k1, k2) ∈ N2.
We state some useful lemmas concerning continued fractions. These can for

instance be found in [11, 7, 14, 8] with proofs.

Lemma 15. Let x > 0, n ∈ N \ {0}, then

[a0, a1, . . . , an−1, x] =
xqn−1 + qn−2
xpn−1 + pn−2

. (29)

Lemma 16. The set of ratio’s −λ1

λ2
that do not satisfy the Bruno condition has

zero Lebesgue measure in
{

(λ1, λ2) ∈ R2| λ1 > 0, λ2 < 0
}

.

Lemma 17. Let
(
qn
pn

)
n∈N

be the continued fraction expansion of −λ1

λ2
then

the sequences (pn)n∈N and (qn)n∈N increase at least as fast as the Fibonacci
sequence.

Lemma 18. The continued fraction expansion
(
qn
pn

)
n∈N

of −λ1

λ2
satisfies the

recurrence relations

qnpn−1 − pnqn−1 = (−1)n. (30)

Remark 19. Geometrically this means that the parallellogram spanned by the
vectors (qn, pn) and (qn−1, pn−1) has surface area 1. Hence there are, apart from
the corner points, no other integer couples in the closure of the parallellogram
spanned by these two vectors.

Lemma 20. The following sequence of inequalities is true:

q0
p0
≤ . . . ≤ q2n−2

p2n−2
≤ q2n
p2n
≤ . . . ≤ −λ1

λ2
≤ . . . ≤ q2n+1

p2n+1
≤ q2n−1
p2n−1

. . . ≤ q1
p1
.

Geometrically, this means that the slope of the resonant line is approached
alternately from above by the continued fractions with an odd index, and from
below by the continued fractions with an even index.
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Lemma 21. Let
(
qn
pn

)
n∈N

be the continued fraction expansion of η ∈ R+ \ Q.

Then

1

pn + pn+1
< |pnη − qn| <

1

pn+1
. (31)

Lemma 22.
(∣∣∣−λ1

λ2
− qn

pn

∣∣∣)
n∈N

is a strictly decreasing sequence.

Let η ∈ R \ Q, η ≥ 0. We say that (a, b) ∈ N2, b 6= 0 is a best rational
approximation to η if |bη − a| < |pη − q| for all q, p ∈ N for which 0 < p ≤ b.

Lemma 23. Let η ∈ R \ Q, η ≥ 0. Then every best rational approximation
(a, b) has a ratio a

b that is a continued fraction approximant of η (i.e. there
exists a k ∈ N such that qk

pk
= a

b ).

We continue with some results on best rational approximation of η of the
second kind. Because we only found a proof written in german by Perron [11],
we thought it could be useful to add a proof.

If A
B has the property that every rational number that lies between η and A

B

has a larger denominator, then we say that A
B is a best rational approximation

of η of the second kind.
Suppose now that η = [a0, a1, . . .]. We define ξν = [aν , aν+1, . . .]. One can

verify that

η =
qν−1ξν + qν−2
pν−1ξν + pν−2

,

ξν =
pν−1η − qν−2
pν−1η − qν−2

.

Let p−1 = 0, q−1 = 1. We define the following two approximation series of η,

here is
(
qn
pn

)
n∈N

the continued fraction expansion of η:

q0
p0
,
q1 + q0
p1 + p0

,
2q1 + q0
2p1 + p0

, . . . ,
a2q1 + q0
a2p1 + p0

=
q2
p2
,
q3 + q2
p3 + p2

, . . . ,
a4q3 + q2
a4p3 + p2

, . . . (32)

q0 + q−1
p0 + p−1

,
2q0 + q−1
2p0 + p−1

, . . . ,
a1q0 + q−1
a1p0 + p−1

=
q1
p1
,
q2 + q1
p2 + p1

, . . . ,
a3q2 + q1
a3p2 + p1

, . . . (33)

Each member of (32) is smaller then η and each member of (33) is larger
then η. Both sequences (32) and (33) are sorted by growing denominator. We
show a few approximation lemmas.

Lemma 24. Let ν ∈ N, ν ≥ 2. Every positive rational number A
B that is

different from each of the members of (32) and (33) that is as close or closer to
η as

cqν−1 + qν−2
cpν−1 + pν−2

,

for a certain 0 ≤ c ≤ aν , has a larger denominator (i.e. B > cpν−1 + pν−2).
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Proof. Let A
B be such that∣∣∣∣η − A

B

∣∣∣∣ ≤ ∣∣∣∣η − cqν−1 + qν−2
cpν−1 + pν−2

∣∣∣∣ ,
and suppose that A

B is not one of the members of (32) or (33). Then∣∣∣∣AB − qν−1
pν−1

∣∣∣∣ =

∣∣∣∣(η − qν−1
pν−1

)
−
(
η − A

B

)∣∣∣∣ (34)

(a)

≤
∣∣∣∣(η − qν−1

pν−1

)∣∣∣∣+

∣∣∣∣(η − A

B

)∣∣∣∣ (35)

(b)

≤
∣∣∣∣(η − qν−1

pν−1

)∣∣∣∣+

∣∣∣∣(η − cqν−1 + qν−2
cpν−1 + pν−2

)∣∣∣∣ (36)

(c)

≤
∣∣∣∣(η − qν−1

pν−1

)
−
(
η − cqν−1 + qν−2

cpν−1 + pν−2

)∣∣∣∣ . (37)

Remark that both quantities between the absolute values in (36) have an op-
posite sign. Furthermore, it is impossible that we have an equality in both (a)
and (b), because this would mean that A

B lies between η and qν−1

pν−1
and between

η and cqν−1+qν−2

cpν−1+pν−2
, which is contradictory since η− qν−1

pν−1
and η− cqν−1+qν−2

cpν−1+pν−2
have

a different sign. Consequently∣∣∣∣AB − qν−1
pν−1

∣∣∣∣ < ∣∣∣∣ qν−1pν−1
− cqν−1 + qν−2
cpν−1 + pν−2

∣∣∣∣ =
1

pν−1 (cpν−1 + pν−2)
,

and

|Apν−1 − qν−1B| <
B

cpν−1 + pν−2
.

Since A
B 6=

qν−1

pν−1
it follows that |Apν−1 − qν−1B| ≥ 1, since it is a natural

number. As a consequence B > cpν−1 + pν−2, which finishes the proof.

Lemma 25. If A
B is a best rational approximation of η of the second kind, then

A
B is one of the members of (32) or (33).

Proof. Suppose that A
B is a rational that is different from all members of (32)

and (33). We consider two cases.
Case 1: A

B < η.

In this case A
B lies either between two subsequent members of 32 or A

B < q0
p0

. If
A
B < q0

p0
= a0

1 < η, we have a contradiction, since the ratio a0
1 has a denominator

that is not strictly smaller then the denominator of AB . If (c−1)qν−1+qν−2

(c−1)pν−1+pν−2
< A

B <
cqν−1+qν−2

cpν−1+pν−2
< η, then also

0 <

∣∣∣∣AB − (c− 1) qν−1 + qν−2
(c− 1) pν−1 + pν−2

∣∣∣∣ < ∣∣∣∣ (c− 1) qν−1 + qν−2
(c− 1) pν−1 + pν−2

− cqν−1 + qν−2
cpν−1 + pν−2

∣∣∣∣
=

1

((c− 1) pν−1 + pν−2) (cpν−1 + pν−2)
.
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This implies

0 < |A ((c− 1) pν−1 + pν−2)−B (cpν−1 + pν−2)| < B

cpν−1 + pν−2
.

It follows thatB > cpν−1+pν−2, because |A ((c− 1) pν−1 + pν−2)−B (cpν−1 + pν−2)|
is a nonzero natural number.
Case 2: A

B > η.
The proof is analogous and is left to the reader.

In fact we can be more precise on which members of (32) and (33) are best
rational approximation of η of the second kind. Remark that the following
lemma is one of the key ingredients to obtain the equivalence with the Bruno
condition.

Lemma 26. Consider the ratio

cqν−1 + qν−2
cpν−1 + pν−2

, 0 < c ≤ aν .

We have that if 2c > aν + 1 then this ratio is a best approximation of the second
kind; and if 2c ≤ aν−1 then this ratio is not a best approximation of the second
kind.

It is clear that cqν−1+qν−2

cpν−1+pν−2
is a best rational approximation of the second

kind if ∣∣∣∣η − cqν−1 + qν−2
cpν−1 + pν−2

∣∣∣∣ < ∣∣∣∣η − qν−1
pν−1

∣∣∣∣ ,
which is equivalent with∣∣∣∣c (pν−1η − qν−1) + pν−2η − qν−2

cpν−1 + pν−2

∣∣∣∣ < ∣∣∣∣ηpν−1 − qν−1pν−1

∣∣∣∣ .
We now use ξν = pν−1η−qν−2

pν−1η−qν−2
, to obtain the equivalence with∣∣∣∣ (c− ξν) (pν−1η − qν−1)

cpν−1 + pν−2

∣∣∣∣ < ηpν−1 − qν−1
pν−1

,

and simplifies to

pν−1 |(c− ξν)| < cpν−1 + pν−2.

We have that c < aν ≤ ξν hence this is equivalent to

pν−1 (ξν − c) < cpν−1 + pν−2. (38)

Suppose that 2c > aν + 1, then

2cpν−1 + pν−2 ≥ (aν + 1) pν−1 + pν−1 = aνpν−1 ≤ ξνBν−1,

and (38) is fullfilled. Suppose now that 2c ≤ aν − 1, then

2cpν−1 + pν−2 ≤ (aν − 1) pν−1 + pν−1 ≤ bνpν−1 ≤ ξνpν−1,

and (38) is false.
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