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1. Introduction

Throughout the paper, k is an algebraically closed field of characteristic zero, and (co)algebras, (co)modules, categories,
etc. are over k. Concepts and notations about tensor categories are adopted from [7].

Let C be a tensor category, that is, a locally finite abelian rigid monoidal category in which the neutral object is sim-
ple. Note that the Jordan–Hölder theorem and the Krull–Schmidt theorem hold in C. For each M ∈ C, let [M] denote the
associated iso-class. The Green ring GR(C) of C is the ring with generators the iso-classes [M] of C, and relations

[M] + [N] = [M ⊕ N], [M] · [N] = [M ⊗ N].

By the Krull–Schmidt theorem, the ring GR(C) is a free Z-module, and the set of indecomposable iso-classes of C forms a
basis. When C = H-mod, where H is a Hopf algebra, the ring GR(C) is also called the Green ring of H.

The Green ring GR(C) provides a convenient way of organizing information about direct sums and tensor products of
C. When C is the category of modular representations of a finite group, the ring GR(C) was investigated systematically
for the first time by J.A. Green [9], hence the notion Green ring is widely used in the literature. Green rings have played an
important role in the modular representation theory; see [2] and references therein.

Without a doubt, Green rings should be equally important in the study of those tensor categories of (co)modules over
(co)quasi-Hopf algebras (or quasi-quantum groups) which are not semisimple; see [7,8]. However, so far there are notmany
results obtained about the Green rings of such tensor categories due to the obvious complexity. In [16], the Green ring (called
the representation ring there) of the quantum double of a finite group was described by a direct sum decomposition. In a
subsequent work [17], the Green ring of the twisted quantum double of a finite group was considered and some results
about the Grothendieck ring, that is the quotient of the Green ring by the ideal of short exact sequences, were obtained.
Recently, the Green rings of the Taft algebras and the generalized Taft algebras were presented by generators and relations
in [3,14] respectively.

The aim of this paper is to compute the Clebsch–Gordan formulae and to present the Green rings of pointed tensor
categories of finite type as classified in [13]. Such tensor categories are actually the comodule categories of some pointed
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coquasi-Hopf algebras of finite corepresentation type, or equivalently themodule categories of some elementary quasi-Hopf
algebras of finite representation type, in which there are only finitely many iso-classes of indecomposable objects, and as
such their Green rings are suitable to study. Among them, the module categories of the Taft and generalized Taft algebras
are particular examples. In addition, these tensor categories can be presented by quiver representations and we can take
full advantage of the handy quiver techniques (see e.g. [1,18]) for the computations. In Section 2, we recall some necessary
facts about pointed tensor categories of finite type. The Clebsch–Gordan formulae for such tensor categories are computed
in Section 3. Finally in Section 4, the Green rings are determined. The results obtained here extend those in [5,3,14] to a
much greater range in a unified way.

2. Pointed tensor categories of finite type

In this section, we recall pointed tensor categories of finite type and their presentations via quiver representations.

2.1. Let n > 1 be a positive integer and Cn = ⟨g|gn
= 1⟩ the cyclic group of order n. By Zn we denote the cyclic quiver

with vertices indexed by Cn and with arrows ai : g i
→ g i+1 where the indices i are understood as integers modulo n. Let pli

denote the path ai+l−1 · · · ai+1ai of length l. The k-span of {pli | 0 ≤ i ≤ n − 1, l ≥ 0} is called the associated path space of
the quiver Zn, and denoted by kZn.

From now on, letm′ denote the remainder of the division of the integerm by n. There is a natural coalgebra structure on
kZn with coproduct and counit given by

∆(pli) =

l
m=0

pl−m
(i+m)′

⊗ pmi , ε(pli) = δl,0 =


1, l = 0;
0, otherwise. (2.1)

This is the so-called path coalgebra of the quiver Zn.

2.2. The quiver Zn is in fact a Hopf quiver in the sense of [6]. By [10], there exist graded coquasi-Hopf algebra, also known
as Majid algebra, structures on the path coalgebra kZn. Moreover, the graded coquasi-Hopf structures are parameterized by
some set of 1-dimensional projective representation of Cn; see [11] for a general theorem.

Explicit graded coquasi-Hopf structures on kZn are given in [13]. To state this result, first we need to fix some notations.
For any h̄ ∈ k, define mh̄ = 1 + h̄ + · · · + h̄m−1 and m!h̄ = 1h̄ · · ·mh̄. The Gaussian binomial coefficient is defined bym+n

m


h̄ :=

(m+n)!h̄
m!h̄n!h̄

. Let q be a primitive n-th root of unity. Assume 0 ≤ s ≤ n − 1 is an integer and q an n-th root of qs. For
each pair (s, q), there is a unique graded coquasi-Hopf algebra kZn(s, q) on kZn with multiplication given by

pli · p
m
j = q−sjlq−jlq

s(i+l′)[m+j−(m+j)′]
n


l + m

l


q−sq−1

pl+m
(i+j)′ . (2.2)

Let d be the order of q. Clearly, d|n if s = 0 and d =
n2

(s,n2)
if 1 ≤ s ≤ n − 1. Let kZn(d) denote the subcoalgebra of kZn which

as a k-space is spanned by {pli | 0 ≤ i ≤ n−1, 0 ≤ l ≤ d−1}. Themultiplication (2.1) is closed inside kZn(d) and it becomes
a graded coquasi-Hopf algebra, denoted byM(n, s, q).

2.3. A pointed tensor category of finite type is a tensor category in which there are only finitely many iso-classes of inde-
composable objects and whose simple objects are invertible; see [7,13].

ByC(n, s, q)wedenote the category of finite-dimensional rightM(n, s, q)-comodules. It is proved in [13] that anypointed
tensor category of finite type consists of finitely many identical components, and the connected component containing
the neutral object is equivalent to a deformation of some C(n, s, q), and see [13, Theorem 4.2 and Corollary 4.4] for a full
description.

In this paperwe focus on the Clebsch–Gordan formulae and theGreen ring ofC(n, s, q). The results can be easily extended
to the non-connected case. Now we give an explicit presentation of C(n, s, q) by quiver representations. Recall that a
representation of the quiver Zn is a collection V = (Vi, Ti)0≤i≤n−1 where Vi is a vector space corresponding to the vertex
g i and Ti : Vi → Vi+1 is a linear map corresponding to the arrow ai. Given a path pli, we define a corresponding linear
map T l

i as follows. If l = 0, then put T 0
i = IdVi . If l > 0, put T l

i = Ti+l−1 · · · Ti+1Ti. The category C(n, s, q) consists of the
representations V of Zn such that T l

i = 0 whenever l ≥ d.
The indecomposable objects of C(n, s, q) can be described as follows. Assume 0 ≤ i ≤ n − 1 and 0 ≤ e ≤ d − 1. Let

V (i, e) be a vector space of dimension e + 1 with a basis {vi
m}0≤m≤e. V (i, e) is made into a representation of Zn by putting

V (i, e)j the k-span of {vi
m|(i+m)′ = j} and letting T (i, e)j maps vi

m to vi
m+1 if (i+m)′ = j.Here the vector vi

e+1 is understood
as 0 by convention. Clearly V (i, e) is an object in C(n, s, q) and {V (i, e)}0≤i≤n−1, 0≤e≤d−1 is a complete set of iso-classes of
indecomposable objects of C(n, s, q).

2.4. For later computations,we need to knowhow the quiver representationV (i, e) is viewed as a rightM(n, s, q)-comodule.
Let

δ : V (i, e) → V (i, e) ⊗ M(n, s, q)
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denote the comodule structure map, then

δ(vi
m) =

e
x=m

vi
x ⊗ px−m

(i+m)′
. (2.3)

For any two indecomposable objects V (i, e) and V (j,m) ofC(n, s, q), the comodule structuremap of their tensor product
V (i, e) ⊗ V (j,m) is given by

δ(vi
a ⊗ v

j
b) =

e
x=s

m
y=t

C (i,x)(j,y)
(i,a)(j,b)v

i
x ⊗ vj

y ⊗ px+y−a−b
(i+a+j+b)′ , (2.4)

where C (i,x)(j,y)
(i,a)(j,b) is the coefficient of the product px−a

(i+a)′ · py−b
(j+b)′ as given in (2.2). It is clear that C (i,x)(j,y)

(i,a)(j,b) = 0 whenever
x + y − a − b ≥ d.

3. The Clebsch–Gordan formulae

In this sectionwe compute the complete decomposition of V (i, e)⊗V (j, f )with the help of some techniques fromquivers
and their representations.

3.1. Reduction of V (i, e) ⊗ V (j, f ) to V (0, e) ⊗ V (0, f )

First of all, we list some useful facts of indecomposable comodules ofM(n, s, q).

Lemma 3.1.

V (0, 0) ⊗ V (i, e) ∼= V (i, e) = V (i, e) ⊗ V (0, 0), (3.1)

V (1, 0)⊗l
= V (l′, 0), V (1, 0)⊗n

= V (0, 0), (3.2)

V (1, 0) ⊗ V (i, e) = V ((i + 1)′, e) = V (i, e) ⊗ V (1, 0), (3.3)
∀ 0 ≤ i ≤ n − 1, 0 ≤ e ≤ d − 1.

Proof. (3.1) and (3.2) are easy by definition. We prove only (3.3). Let {v1
0} and {vi

k}0≤k≤e be respectively a basis of V (1, 0)
and V (i, e). Then {v1

0 ⊗ vi
k}0≤k≤e is a basis of V (1, 0) ⊗ V (i, e) and the comodule structure is given by

δ(v1
0 ⊗ vi

k) =

e
x=k

Cxv
1
0 ⊗ vi

x ⊗ px−k
(i+k+1)′ . (3.4)

Note that Cx ≠ 0 by (2.4). Now view V (1, 0) ⊗ V (i, e) as a representation of Zn. (2.4) implies that v1
0 ⊗ vi

k should lie in the
vector space attached to the vertex g(i+k+1)′ .On the other hand, by (3.2) V (1, 0) is invertible. It follows that V (1, 0)⊗V (i, e)
is indecomposable. Now by comparing it with the complete set of iso-classes of indecomposable comodules ofM(n, s, q), it
is easy to see that V (1, 0) ⊗ V (i, e) = V ((i + 1)′, e). Similarly, we have V (i, e) ⊗ V (1, 0) = V ((i + 1)′, e). �

Thanks to the lemma, we can reduce the decomposition of V (i, e) ⊗ V (j, f ) to V (0, e) ⊗ V (0, f ).

Corollary 3.2.

V (i, e) = V (1, 0)⊗i
⊗ V (0, e) = V (0, e) ⊗ V (1, 0)⊗i, (3.5)

V (i, e) ⊗ V (j, f ) = V (1, 0)⊗(i+j)
⊗ V (0, e) ⊗ V (0, f ). (3.6)

Proof. Follows easily from Lemma 3.1. �

3.2. Decomposition of V (0, e) ⊗ V (0, f ) at vertices

In the rest of this section, wewrite V = V (0, e)⊗V (0, f ) for brevity. View V as a representation of Zn and let Vi denote the
corresponding subspace attached to the vertex g i.Note thatV = ⊕

n−1
i=0 Vi is a vector space. This is the so-called decomposition

at vertices, providing essential information for us to detect its direct summands in the next subsection.
With the same notations as in Section 2.3, we have a basis {v0

k ⊗ v0
l }0≤k≤e,0≤l≤f of V . By (2.4), it is clear that

Vi = C{v0
k ⊗ v0

l |(k + l)′ = i, 0 ≤ k ≤ e, 0 ≤ l ≤ f } (3.7)

and hence its dimension is given by

dim Vi = |{(k, l) ∈ Z × Z : (k + l)′ = i, 0 ≤ k ≤ e, 0 ≤ l ≤ f }|. (3.8)
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In order to give an explicit formula for dim Vi, we need the following technical lemma.

Lemma 3.3. For integers 0 ≤ α, β ≤ n − 1, let

Nk
(α,β) = |{(x, y) ∈ Z × Z : (x + y)′ = k, 0 ≤ x ≤ α, 0 ≤ y ≤ β}|.

If α ≤ β and α + β ≤ n − 1, then

Nk
(α,β) =


k + 1, 0 ≤ k ≤ α,

α + 1, α ≤ k ≤ β,

α + β + 1 − k, β ≤ k ≤ α + β;

(3.9)

if α ≤ β and α + β ≥ n, set γ = α + β − n + 1, then

Nk
(α,β) =


γ + 1, 0 ≤ k ≤ γ ,

k + 1, γ ≤ k ≤ α,

α + 1, α ≤ k ≤ β,

α + β + 1 − k, β ≤ k ≤ n − 1;

(3.10)

if α > β and α + β ≤ n − 1, then

Nk
(α,β) =


k + 1, 0 ≤ k ≤ β,

β + 1, β ≤ k ≤ α,

β + α + 1 − k, α ≤ k ≤ α + β;

(3.11)

if α > β and α + β ≥ n, set γ as above, then

Nk
(α,β) =


γ + 1, 0 ≤ k ≤ γ ,

k + 1, γ ≤ k ≤ β,

β + 1, β ≤ k ≤ α,

α + β + 1 − k, α ≤ k ≤ n − 1.

(3.12)

Proof. By direct computation. �

Lemma 3.4.

dim Vi =
ef − e′f ′

n
+

e + f − e′
− f ′

n
+ N i

(e′,f ′). (3.13)

Proof. Write e = αn + e′, f = βn + f ′ and

{(x, y) : 0 ≤ x ≤ e, 0 ≤ y ≤ f } = U1 ∪ U2 ∪ U3 ∪ U4

where

U1 = {(x, y) : 0 ≤ x ≤ αn − 1, 0 ≤ y ≤ βn − 1},
U2 = {(x, y) : αn ≤ x ≤ e, 0 ≤ y ≤ βn − 1},
U3 = {(x, y) : 0 ≤ x ≤ αn − 1, βn ≤ y ≤ f },
U4 = {(x, y) : αn ≤ x ≤ e, βn ≤ y ≤ f }.

By easy computation and Lemma 3.3 one has:

|{(x, y) ∈ U1 : (x + y)′ = i}| = nαβ,

|{(x, y) ∈ U2 : (x + y)′ = i}| = β(e′
+ 1),

|{(x, y) ∈ U3 : (x + y)′ = i}| = α(f ′
+ 1),

|{(x, y) ∈ U4 : (x + y)′ = i}| = N i
(e′,f ′).

Now we obtain:

dim Vi = nαβ + αf ′
+ e′β + α + β + N i

(e′,f ′)

=
ef − e′f ′

n
+

e + f − e′
− f ′

n
+ N i

(e′,f ′). �
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3.3. The Clebsch–Gordan formulae

The main objective of this subsection is to compute the decomposition of V = V (0, e) ⊗ V (0, f ) which will easily lead
to the general Clebsch–Gordan formulae for C = C(n, s, q).

By Si(U) we denote the number of direct summands of the form V (i, ?) that appear in the decomposition of U ∈ C. As
in Section 2.3, we view U as a representation of the quiver Zn and let Ti : Ui → Ui+1 be the linear map attached to the arrow
ai. Write

U ′

i = ker Ti = {x ∈ Ui : Ti(x) = 0}.

Lemma 3.5.

Si(U) = dimUi − dimU(i−1)′ + dimU ′

(i−1)′ . (3.14)

Proof. If U = V (i, l), then one observes that

dimUi − dimU(i−1)′ + dimU ′

(i−1)′ = 1 = Si(U);

if U = V (m, l) with m ≠ i, one has

dimUi − dimU(i−1)′ + dimU ′

(i−1)′ = 0 = Si(U).

In general, if U = ⊕V (j, l), then Ui = ⊕V (j, l)i and U ′

i = ⊕V (j, l)′i. Now we have

Si(U) =


Si(V (j, l))

=


[dim V (j, l)i − dim V (j, l)(i−1)′ + dim V (j, l)′i]

= dimUi − dimU(i−1)′ + dimU ′

(i−1)′ . �

Now we come back to V = V (0, e) ⊗ V (0, f ). To compute Si(V ), it suffices to determine dim V ′

i .

Proposition 3.6.

dim V ′

i =


| {j : f − e ≤ j ≤ f , (e + j)′ = i} |, if e ≤ f ;
| {j : e − f ≤ j ≤ e, (e + j)′ = i} |, if e > f . (3.15)

Proof. Clearly the two cases are symmetric, so it is enough to prove one of them. Assume e ≤ f . Take the bases {v0
l }0≤l≤e

and {v0
m}0≤m≤f for V (0, e) and V (0, f ) respectively as before. Assume u ∈ V ′

i . We can write

u =


(l+m)′=i

λlmv0
l ⊗ v0

m =


x


l+m=nx+i

λlmv0
l ⊗ v0

m.

Let ux =


l+m=nx+i λlmv0
l ⊗ v0

m. Then it is clear that T (u) = 0 if and only if T (ux) = 0, ∀x. Rewrite ux = λ1v
0
l1

⊗ v0
m1

+· · ·+

λyv
0
ly ⊗ v0

my
with λk ≠ 0, ∀k, such that l1 > · · · > ly and hencem1 < · · · < my. Recall that:

Ti(v0
x ⊗ v0

y ) = q−syq−yv0
x+1 ⊗ v0

y + q
sx[1+y−(1+y)′]

n v0
x ⊗ v0

y+1

if x < e, y < f . It follows that if l1 ≠ e, we have:

Ti(ux) = λ1q
−sm1q−m1v0

l1+1 ⊗ v0
m1

+


other terms ≠ 0.

This forces l1 = e if Ti(ux) = 0. By a similar argument one has my = f if Ti(ux) = 0. Clearly it is necessary that l1 ≤ f and
the subindex of the first factor of the last term e + l1 − f ≥ 0. That is, f − e ≤ l1 ≤ f .

By appropriate rescaling ux is of the following form

ux = v0
e ⊗ v0

j + a1v0
e−1 ⊗ v0

j+1 + · · · + a(f−j)v
0
e+j−f ⊗ v0

f

with j = nx + i − e and f − e ≤ j ≤ f . By imposing the condition Ti(ux) = 0 one can solve out a unique set of the ai’s by
recursion. As the explicit solution will not be used in later argument, we omit the calculation.

Now we have proved that V ′

i is spanned by elements like ux. Clearly the ux’s are linearly independent. Therefore, the
dimension of V ′

i is equal to the number of such ux’s, which is exactly | {j : f − e ≤ j ≤ f , (e + j)′ = i} | . �

With this preparation, now we can compute Si = Si(V ).
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Proposition 3.7. Suppose e = αn + e′, f = βn + f ′. Then we have:

Si =


α + 1, e ≤ f , 0 ≤ i ≤ e′

;

α, e ≤ f , e′ < i ≤ n − 1;
β + 1, e > f , 0 ≤ i ≤ f ′

;

β, e > f , f ′ < i ≤ n − 1.

(3.16)

Proof. We prove only the cases with e ≤ f . Write di for dim V ′

i . Assume first e′
+ f ′

≤ n − 1 and e′
≤ f ′.

If e′
+ f ′ < n − 1, by applying Lemmas 3.3–3.5 we have:

Si =


di−1

+ 1, 0 ≤ i ≤ e′
;

di−1, e′
+ 1 ≤ i ≤ f ′

;

di−1
− 1, f ′

+ 1 ≤ i ≤ e′
+ f ′

+ 1;
di−1, e′

+ f ′
+ 2 ≤ i ≤ n − 1.

Further application of Proposition 3.6 leads to:

Si =


α + 1, 0 ≤ i ≤ e′

;

α, e′
+ 1 ≤ i ≤ f ′

;

α, f ′
+ 1 ≤ i ≤ e′

+ f ′
+ 1;

α, e′
+ f ′

+ 2 ≤ i ≤ n − 1.

Note that if e′
+ f ′

+ 1 = n − 1, the last case actually vanishes.
If e′

+ f ′
= n − 1, then by Lemmas 3.3–3.5 we have:

Si =


di−1

+ 1, i = 0;
di−1, 1 ≤ i ≤ e′

;

di−1
− 1, e′

+ 1 ≤ i ≤ f ′
;

di−1, f ′
+ 1 ≤ i ≤ e′

+ f ′
= n − 1.

Following Proposition 3.6 we have:

Si =


α + 1, i = 0;
α + 1, 1 ≤ i ≤ e′

;

α, e′
+ 1 ≤ i ≤ f ′

;

α, f ′
+ 1 ≤ i ≤ n − 1.

Therefore,

Si =


α + 1, 0 ≤ i ≤ e′

;

α, e′
+ 1 ≤ i ≤ n − 1.

The remaining three cases with e′
+ f ′

≤ n − 1, e′ > f ′
; e′

+ f ′
≥ n, e′

≤ f ′ and e′
+ f ′

≥ n, e′ > f ′ respectively can be
dealt with by the same process, so the detail is omitted. �

From now on, we shall understand V (i, ?) as V (i′, ?) if i ≥ n. With this notation, we have the following nice form for the
complete decomposition of V = V (0, e) ⊗ V (0, f ).

Corollary 3.8.

V =


V (0, ?) ⊕ V (1, ?) ⊕ · · · ⊕ V (e, ?), if e ≤ f ;
V (0, ?) ⊕ V (1, ?) ⊕ · · · ⊕ V (f , ?), otherwise. (3.17)

Proof. Direct consequence of Proposition 3.7. �

Now we are in the position to give the main result of this section.

Theorem 3.9. If e + f ≤ d − 1, then

V =

e
i=0 V (i, e + f − 2i), if e ≤ f ;f
i=0 V (i, e + f − 2i), otherwise.

(3.18)

If e + f ≥ d, set γ = e + f − d + 1, then

V =

γ

i=0 V (i, d − 1) ⊕
e

j=γ+1 V (j, e + f − 2j), if e ≤ f ;γ

i=0 V (i, d − 1) ⊕
f

j=γ+1 V (j, e + f − 2j), otherwise.
(3.19)
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Proof. As before, it is enough to show the case with e ≤ f . We prove by induction on e. First of all we consider the case with
e+f ≤ d−1.When e = 0, the claim is trivial. Consider e = 1.ByCorollary 3.8,weknowV (0, 1)⊗V (0, f ) = V (0, l)⊕V (1,m)
for some l,m.

Nowwe view V as a quiver representation and keep the same notations as in Section 2. Note that, under our assumptions,
f < d− 1, T f

1 (V ) ≠ 0 and T f+1
1 (V ) = 0. It follows thatm ≤ f and so T f

0 (V (1,m)) = 0. On the other hand, T f+1
0 (V ) ≠ 0 and

T f+2
0 (V ) = 0 imply that T f+1

0 (V (0, l)) ≠ 0 and T f+2
0 (V (0, l)) = 0. That is to say, l = f + 1. By comparing the dimensions,

we get m = f − 1. Thus we have:

V (0, 1) ⊗ V (0, f ) = V (0, f + 1) ⊕ V (1, f − 1). (3.20)

Similarly, one can prove that:

V (0, f ) ⊗ V (0, 1) = V (0, f + 1) ⊕ V (1, f − 1). (3.21)

In particular, we obtain that:

V (0, 1) ⊗ V (0, f ) = V (0, f ) ⊗ V (0, 1). (3.22)

Now we assume 1 < e ≤ f and e + f ≤ d − 1. By (3.21) we have

[V (0, e) ⊕ V (1, e − 2)] ⊗ V (0, f ) = V (0, e − 1) ⊗ V (0, 1) ⊗ V (0, f ). (3.23)

By the induction hypothesis, we have

V (1, e − 2) ⊗ V (0, f ) = V (1, 0) ⊗ V (0, e − 2) ⊗ V (0, f )

=

e−2
i=0

V (i + 1, e − 2 + f − 2i),

and

V (0, e − 1) ⊗ V (0, 1) ⊗ V (0, f ) = V (0, e − 1) ⊗ [V (0, f + 1) ⊕ V (1, f − 1)]
= [V (0, e − 1) ⊗ V (0, f + 1)] ⊕ [(V (1, 0) ⊗ V (0, e − 1) ⊗ V (0, f − 1)]

=

e−1
i=0

V (i, e + f − 2i) ⊕

e−1
j=0

V (j + 1, e + f − 2 − 2j).

By subtracting the foregoing two identities, we obtain:

V (0, e) ⊗ V (0, f ) =

e
i=0

V (i, e + f − 2i).

Next we prove the case with e + f ≥ d. We consider first the case with f = d − 1. By Corollary 3.8 and by comparing the
dimensions and the numbers of direct summands one can easily obtain:

V (0, e) ⊗ V (0, d − 1) = V (0, d − 1) ⊗ V (0, e) =

e
i=0

V (i, d − 1). (3.24)

In the rest of the proof, we can always assume e ≤ f < d − 1, hence e ≤ d − 2.
For the general situation, we split it into three cases. Namely, e + f = d, e + f = d + 1, and e + f > d + 1.
If e + f = d, by the induction hypothesis we have:

V (1, e − 2) ⊗ V (0, f ) = V (1, 0) ⊗ V (0, e − 2) ⊗ V (0, f )

=

e−2
i=0

V (i + 1, e + f − 2 − 2i)

and

V (0, e − 1) ⊗ V (0, 1) ⊗ V (0, f ) = [V (0, e − 1) ⊗ V (0, f + 1)] ⊕ [V (0, e − 1) ⊗ V (1, f − 1)]

=

1
i=0

V (i, d − 1) ⊕

e−1
j=2

V (j, e + f − 2j) ⊕

e−1
k=0

V (k + 1, e + f − 2 − 2k).

In view of (3.23), we obtain the following by subtracting the above two identities:

V (0, e) ⊗ V (0, f ) =

1
i=0

V (i, d − 1) ⊕

e
j=2

V (j, e + f − 2j).
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If e + f = d + 1, by induction assumption we have

V (1, e − 2) ⊗ V (0, f ) = V (1, d − 1) ⊕

e−2
i=1

V (i + 1, e + f − 2 − 2i)

and

V (0, e − 1) ⊗ V (0, 1) ⊗ V (0, f ) = [V (0, e − 1) ⊗ V (0, f + 1)] ⊕ [V (0, e − 1) ⊗ V (1, f − 1)]

=

2
i=0

V (i, d − 1) ⊕

e−1
j=3

V (j, e + f − 2j)

⊕ V (1, d − 1) ⊕

e−1
k=1

V (k + 1, e + f − 2 − 2k).

Again subtracting the foregoing two identities gives us:

V (0, e) ⊗ V (0, f ) =

2
i=0

V (i, d − 1) ⊕

e
j=3

V (j, e + f − 2j).

If e + f > d + 1, then γ = e + f − d + 1 > 2 and by induction hypothesis we have:

V (1, e − 2) ⊗ V (0, f ) =

γ−2
i=0

V (i + 1, d − 1) ⊕

e−2
j=γ−1

V (j, e + f − 2 − 2j)

and

V (0, e − 1) ⊗ V (0, 1) ⊗ V (0, f ) = [V (0, e − 1) ⊗ V (0, f + 1)] ⊕ [V (0, e − 1) ⊗ V (1, f − 1)]

=

γ
i=0

V (i, d − 1) ⊕

e−1
j=γ+1

V (j, e + f − 2j)

⊕

γ−2
k=0

V (k + 1, d − 1) ⊕

e−1
l=γ−1

V (l + 1, e + f − 2 − 2l).

By subtracting the above two identities, we obtain:

V (0, e) ⊗ V (0, f ) =

γ
i=0

V (i, d − 1) ⊕

e
j=γ+1

V (j, e + f − 2j).

Thus the proof is completed. �

Now by combining Lemma 3.1 and Theorem 3.9, we arrive at the general Clebsch–Gordan formulae of C.

Theorem 3.10. Let V = V (i, e) ⊗ V (j, f ). If e + f ≤ d − 1, then

V =

e
k=0 V (i + j + k, e + f − 2k), if e ≤ f ;f
k=0 V (i + j + k, e + f − 2k), otherwise.

(3.25)

If e + f ≥ d, set γ = e + f − d + 1, then

V =

γ

k=0 V (i + j + k, d − 1) ⊕
e

l=γ+1 V (i + j + l, e + f − 2l), if e ≤ f ;γ

k=0 V (i + j + k, d − 1) ⊕
f

l=γ+1 V (i + j + l, e + f − 2l), otherwise.
(3.26)

Remark 3.11. As an immediate consequence of Theorem 3.9, we obtain the commutativity of the tensor product in C :

V (i, e) ⊗ V (j, f ) = V (j, f ) ⊗ V (i, e). (3.27)

4. The Green rings

Denote by GR(C) the Green ring of C = C(n, s, q). So far we know that {[V (i, l)] : 0 ≤ i ≤ n − 1, 0 ≤ l ≤ d − 1} form
a basis of GR(C) and Theorem 3.9 provides the ring structure with explicit structure constants. The aim of this section is to
present the Green ring GR(C) by generators and relations.

We start with the following lemma which summarizes some important information of GR(C) provided by the previous
sections.
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Lemma 4.1. Let 1 denote the identity of GR(C). Then we have

(1) [V (1, 0)]n = [V (0, 0)] = 1.
(2) [V (0, l)] = [V (0, 1)][V (0, l − 1)] − [V (1, 0)][V (0, l − 2)], ∀ 2 ≤ l ≤ d − 1.
(3) [V (0, 1)][V (0, d − 1)] = [V (0, d − 1)] + [V (1, 0)][V (0, d − 1)].

Proof. (1) Follows from Lemma 3.1.
(2) Direct consequence of (3.20).
(3) Direct consequence of (3.24). �

To present the Green ring GR(C), we need the generalized Fibonacci polynomials used in [3,14]. Set f1(x, y) = 1 and
f2(x, y) = y, then define recursively

fi(x, y) = yfi−1(x, y) − xfi−2(x, y), ∀i > 2. (4.1)

Lemma 4.2 ([3, Lemma 3.11]). For all n ≥ 2, we have

fn(x, y) =

[
n−1
2 ]

i=0

(−1)i

n − 1 − i

i


xiyn−1−2i.

Now we have the following expression of element [V (i, l)].

Lemma 4.3. In the ring GR(C)

[V (i, l)] = [V (1, 0)]ifl+1([V (1, 0)], [V (0, 1)]), ∀0 ≤ i ≤ n − 1, l ≤ d − 1.

In particular, GR(C) is generated by [V (1, 0)] and [V (0, 1)].

Proof. Direct consequence of Lemma 4.1(2) and Lemma 4.2. �

Finally we are ready to present the Green ring GR(C).

Theorem 4.4. Let Z[x, y] be the polynomial ring over Z with two variables x and y. By J we denote the ideal of Z[x, y] generated
by {xn − 1, (y − x − 1)fd(x, y)}. The Green ring GR(C) is isomorphic to the quotient ring Z[x, y]/J.

Proof. Define a ring homomorphism by

F : Z[x, y] −→ GR(C)

x → [V (1, 0)],
y → [V (0, 1)].

By Lemma 4.3, F is surjective. Moreover, by (1) and (3) of Lemmas 4.1 and 4.3 with i = 0 and l = d− 1, it is easy to see that
J ⊂ ker F . So F induces a ring epimorphism:

F : Z[x, y]/J −→ GR(C)

x → [V (1, 0)],
y → [V (0, 1)].

Notice that {xiyj}0≤i≤n−1,0≤j≤d−1 is a Z-basis of Z[x, y]/J hence its Z-dimension is nd, which is equal to the Z-dimension of
GR(C). That is, the map F is an isomorphism. �

We conclude the paper with the following remarks.

Remark 4.5. Keep the same notations n, d, s, q, Zn and C(n, s, q) as in Section 2.

(1) If one prefers towork on a path algebra rather than a path coalgebra, then one can realizeC(n, s, q) as the representation
category of the quasi-Hopf algebraH(n, s, q)which is dual toM(n, s, q). As an algebra,H(n, s, q) is isomorphic to kZa

n/J
d

where kZa
n is the associated path algebra of the quiver Zn and J is the ideal generated by the set of arrows of Zn.

(2) When s = 0, then d = ord q is a factor of n andM(n, 0, q) is an nd-dimensional Hopf algebra. The dual ofM(n, 0, q)was
considered in [5] by Cibils and the corresponding Clebsch–Gordan formulae were obtained there.

(3) When s = 0 and ord q = n, the algebra M(n, 0, q) is the Taft Hopf algebra [15] whose Green ring r(Hn(q)) (of
representation category) was presented in [3]. It is well-known that the Taft algebra is self-dual, hence GR(C(n, 0, q)
and r(Hn(q)) coincide.

(4) The Green rings r(Hn,d) of the generalized Taft algebras [12] were presented in [14]. It turns out that the representation
category of Hn,d is a pointed tensor category of finite type, but not connected. The category can be presented as n/d
copies of C(d, 0, q) with d = ord q; see [12,13]. The dual of Hn,d is exactly M(n, 0, q) with d = ord q; see [4]. Thus, the
Green ringGR(C(n, 0, q)) is the Green ring of the corepresentation category ofHn,d, or the Green ring of the Hopf algebra
H∗

n,d. As the generalized Taft algebras Hn,d are not self-dual if n ≠ d, so it is natural that GR(C(n, 0, q)) and r(Hn,d) are
not isomorphic.
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