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ABSTRACT

Objectives: There is a growing trend in development and application of real-time crash risk prediction models within dynamic safety management systems. These real-time crash risk prediction models are constructed by associating crash data with the real-time traffic surveillance data (e.g. collected by loop detectors). The main objective of this paper is to develop a real-time risk model that will potentially be utilized within traffic management systems. This model aims to predict the likelihood of crash occurrence on motorways.

Methods: In this study, the potential prediction variables are confined to traffic related characteristics. Given that the dependent variable (i.e. traffic safety condition) is dichotomous (i.e. "no-crash" or "crash"), a rule-based approach is considered for model development. The performance of rule-based classifiers is further compared with the more conventional techniques like binary logistic regression and decision trees. The crash and traffic data used in this study were collected between June 2009 and December 2011 on a part of the E313 motorway in Belgium between Geel-East and Antwerp-East exits, on the direction towards Antwerp.

Results: The results of analysis show that several traffic flow characteristics such as traffic volume, average speed and standard deviation of speed at the upstream loop detector station, and the difference in average speed on upstream and downstream loop detector stations significantly contribute to the crash occurrence prediction. The final chosen classifier is able to predict 70% of
crash occasions accurately while it correctly predicts 90% of no-crash instances, indicating a 10% false alarm rate.

**Conclusions:** The findings of this study can be used to predict the likelihood of crash occurrence on motorways within dynamic safety management systems.
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INTRODUCTION
Over the past decade, proactive traffic management systems have increasingly attracted researchers and policy makers’ attention. These systems, which are mainly implemented on motorways, are meant to improve traffic safety by smoothing the traffic flow. In such dynamic safety management systems, real-time crash prediction models are major elements. These models estimate the likelihood of crash occurrence by using real-time traffic flow characteristics that are collected by traffic surveillance systems such as loop detectors. These models can dynamically evaluate the traffic safety condition of motorways and identify occasions that would potentially lead to crash occurrence. When a risky condition is identified, proactive safety countermeasures can be implemented to alleviate crash occurrence possibility. Among others, variable speed limits (Lee et al. 2004, 2006c; Abdel-Aty et al. 2006a; Jo et al. 2012; Li et al. 2013), ramp metering (Abdel-Aty et al. 2006b; Lee et al. 2006b) and intelligent speed adaptation (Chen et al. 2002; Carsten and Tate 2005; Servin et al. 2008; Lai et al. 2012) are effective measures that are known to improve traffic safety on motorways. These measures are intended to smoothen the traffic flow by increasing average time headways, reducing speed variation and subsequently improving traffic safety. For instance, safety benefits will be gained by simultaneously lowering the speed upstream and increasing the speed downstream of the location where the real-time crash prediction models identify an unsafe condition.

Over the last decade, several studies were conducted where real-time crash prediction models were developed by associating real-time traffic flow data with crash data (Lee et al. 2002, 2003; Chang and Chen 2005; Oh et al. 2005; Abdel-Aty et al. 2006a; Lee et al. 2006c; Oh et al. 2006; Pande and Abdel-Aty 2006a; Abdel-Aty et al. 2007; Zheng et al. 2010; Pande et al.
2011; Xu et al. 2012; Abdel-Aty et al. 2012; Xu et al. 2013; Ahmed and Abdel-Aty 2013; Xu et al. 2014). In these studies, several traffic flow related attributes, including, but not limited to, "absolute speed", "variation of speed", "speed difference between upstream and downstream loop detectors", "traffic density", "average occupancy", and etc. that would be linked with crash occurrence on motorways are investigated. Due to the dichotomous nature of the dependent variable (i.e. "no-crash" or "crash"), different approaches such as statistical modeling (e.g. logistic regression modeling technique) or machine learning (e.g. decision tree algorithm) have been commonly applied in developing real-time crash prediction models.

Besides application of the logistic regression technique (Abdel-Aty et al. 2004, 2005; Brijs et al. 2006; Hourdos et al. 2006; Lee et al. 2006a; Golob et al. 2008; Xu et al. 2013), other approaches were adopted to associate crash likelihood and real-time traffic flow characteristics. Oh et al. (2005) developed a Bayesian model, Abdel-Aty and Pande (2005) applied a probabilistic neural network model, Chang et al. (2005) employed a classification and regression tree technique, Pande et al. (2006b) also developed a crash risk prediction model based on the classification tree and neural network while a random forests technique was used by Pande et al. (2011).

Despite the considerable application of different machine learning techniques (e.g. decision trees) in the traffic safety domain (Abdel-Aty and Haleem 2011; Chung 2013; Yan and Radwan 2006; Yu and Abdel-Aty 2013), rule-based classifiers have rarely been used in traffic safety analyses, particularly in the context of real-time crash prediction modeling. These classifiers have certain advantages; they are easy to generate and interpret, straightforward in classifying new instances, and are simpler but as highly accurate and expressive as decision
trees. Perhaps the most important advantage for practitioners who would use the models in traffic management systems is the easiness to interpret these classifier results. Rule-based classifiers are expressed in a natural language format of IF-THEN rules and, therefore, are easily understood by practitioners. Therefore, the primary objective of this research is set to develop real-time crash prediction models following a rule-based approach and based on the traffic flow characteristics that are collected by double loop detector stations. To this end, different rule-based classifiers are tested for model development. Moreover, the performance of the selected rule-based classifier will be evaluated by comparing the results with other conventional modeling techniques. This model development effort is considered as the first step in the realization of a proactive highway safety management system. When the developed models predict the crash conditions appropriately, the transportation authorities are enabled to implement crash prediction algorithms within available dynamic traffic management systems in order to improve the traffic safety conditions of motorways.

**METHODS**

**Data Preparation**

The study area in this research is a part of the European motorway E313 in Belgium between Geel-East and Antwerp-East exits, on the direction towards Antwerp. The total length of the studied road segment is about 42.5 km. The primary crash dataset includes all crashes that occurred in the study area between June 2009 and December 2011. Due to the necessity of having precise crash occurrence time (i.e. in the order of 1 minute) and since the crash data (gathered by the police) were obtained from a different authority than the one which provides traffic flow data (i.e. Ministry of Mobility and Public Works, Flemish Traffic Center), the accuracy of crash occurrence time was double checked by matching these two datasets. The
detailed process of verifying the authenticity of data is described in Appendix A (see online supplement). The next step in data preparation is the data aggregation. The 1-minute raw data are commonly noisy data and, therefore, the primary raw data could be combined into - for instance - 5-minute level (Abdel-Aty et al. 2012). The extracted raw data were then aggregated to three different aggregation levels; namely 5-minute, 10-minute and 15-minute intervals, all covering 5 minutes prior to crash occurrence time and earlier. All the three aggregation levels will be investigated to identify the best level that will result in better crash prediction.

In the next step and for preparing the complete dataset, for each crash record four non-crash cases were also chosen from the same location, the same day of the week and the same time given the condition that no crash had occurred within a period of one hour around the targeted time. To eliminate the seasonal effects and to avoid possible bias resulting from dissimilar traffic patterns on different days of the week, non-crash cases were extracted from exactly one and two weeks before and after the crash occurrence time. All non-crash cases matched the condition that no crash had occurred within a one-hour period around the targeted time. This results in utilizing traffic flow data for each location and for the following times:

- Exactly two weeks before crash occurrence
- Exactly one week before crash occurrence
- Crash occurrence
- Exactly one week after crash occurrence
- Exactly two weeks after crash occurrence
To summarize, the final dataset consists of the traffic flow data corresponding to each crash record and four matched non-crash records. This dataset includes 390 observations (i.e. 78 crashes and 312 non-crash records).

**Variable Selection**

As can be observed from the literature, there exist several traffic flow characteristics that are potentially associated with crash occurrence, such as speed, speed variation, traffic density and occupancy. These traffic flow variables are generally collected by double loop detectors. However, in order to clean the available data, a pre-analysis is performed to identify the most relevant explanatory variables. To this end, firstly the non-parametric Spearman’s correlation test was performed to investigate which variables have significant correlations with the dependent variable (i.e. safety condition). Hence, all uncorrelated variables at the 90% confidence level (e.g. occupancy and average speed on the first downstream loop detector station) are removed from the dataset. Moreover, due to the existence of inter-relationship among the remaining variables, the variance inflation factor (VIF) test (Kutner et al. 2004) is performed to ensure that no collinearity exists among the remaining explanatory variables (e.g. all variables at the US2 and US3 stations are eliminated). Final variables that will be considered for model development have VIF values of less than five, as recommended in the literature (Kutner et al. 2004). These variables are listed in Table A1 of Appendix B together with their descriptive statistics (see online supplement).

**Methodological Framework**

This study aims to predict the traffic safety condition of motorways by associating crash data with traffic flow characteristics that are collected by traffic loop detectors. Due to the dichotomous nature of the dependent variable Y (i.e. dependent variable can only take two
values; Y=1 for crash condition and Y=0 for no-crash condition), application of different classifiers is possible. In the context of this study, we aim to develop different rule learning schemes such as C4.5 and its derivative method called PART (stands for PArtial Decision Tree), and RIPPER scheme (stands for Repeated Incremental Pruning to Produce Error Reduction) (Frank and Witten 1998; Witten et al. 2011) and further evaluate their prediction performance against more conventional statistical models like binary logistic regression. An elaborate description of these methods can be found in Appendix C (see online supplement).

Model Validation Technique
In this study the k-fold cross-validation technique is employed to validate the accuracy and ensure the robustness of the prediction models (Olson and Delen 2008). The k-fold cross-validation technique minimizes the possible bias caused by the random sampling of the training and testing datasets. In the k-fold cross-validation technique, the complete dataset is equally divided into k subsets. In each step of the model development, one subset is considered as the validation dataset while the other k-1 subsets are used as the training dataset. The cross-validation process is then repeated k times, where each of the subsamples will be used only once as the validation data. In this study, a 10-fold cross-validation approach is followed.

Model Development
For developing the real-time prediction models, the final variables (see Table A1 in online supplement) were considered separately for each time interval. In other words, different modeling frameworks including rule-based classifiers, decision trees and the binary logistic regression models were employed using explanatory variables of each time interval separately.

For model development, the Waikato Environment for Knowledge Analysis (WEKA) software is utilized (Hall et al. 2009). WEKA is an open source software with a collection of machine
learning algorithms. WEKA explorer consists of several useful tools including data pre-processing, classification, clustering, association rules, attribute selection, and visualization.

RESULTS

Model Performance Evaluation

The classifications of results are shown in Table 1. Table 1 consists of several boxes that are commonly referred to as contingency table or confusion matrix. In a binary prediction problem, the outcomes are labeled either as positive or negative. In the context of this study and since the ultimate objective is to predict crash conditions, a positive outcome is set to be a crash condition while predicting a no-crash condition is displayed as a negative outcome. Hence, there will be four possible outcomes by which the prediction accuracy of the model can be evaluated. If the outcome of a prediction is positive and the observed value is also positive, then this condition is considered as true positive (TP) while if the observed value is negative then it is stated to be a false positive (FP). Similarly, a true negative (TN) will occur when both the prediction outcome and the observed values are negative, and false negative (FN) is when the prediction outcome is negative while the observed value is positive. Model outcomes that are labeled with this convention are shown in Table 1. Numbers reported in Table 1 represent each model’s performance based on the 10-fold cross-validation results.

<< Please insert Table 1 here >>

While the options to evaluate the outcome of a confusion matrix by a single number are very limited, Matthews correlation coefficient (MCC) is known to be a good measurement to reveal the quality of binary classifiers (Powers 2011). The MCC takes into account true and false positives and negatives and is considered as a balanced measure. This is an important advantage of this measurement in comparison to other measures (e.g. accuracy), since they are not very
useful when they correspond to datasets consisting of two classes of very different sizes. The MCC is a correlation coefficient between the observed and predicted classifications. Hence, the larger the MCC measure is, the better the prediction performance of a classifier will be.

The MCC is formulated as follows:

$$MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

Moreover, it is important to distinguish between different costs imposed by different false or true predictions. In many cases optimizing the classification rate without considering the costs of errors often leads to misleading interpretations. A very well-known example of this would be applicable in loan decisions. Evidently, the cost of lending to a defaulter is far greater than the lost-business cost of refusing a loan to a non-defaulter (Witten et al. 2011). The same rule is applicable in the context of this study where the cost of predicting crash occasions as no-crash (i.e. false negatives) is greater than predicting no-crash events as crash (i.e. false positives). Hence, a classifier that minimizes false negatives is considered as a good classifier. However, it is quite possible that by choosing a model which minimizes false negatives, false positive rate (also referred to as false alarm rate and is formulated as $FP/(FP+TN)$) will be increased. In the context of this research, it would be beneficial to minimize the false negatives, although we might increase the false alarm rate and consequently predict more crash occasions (even if they are not observed as crash occasions). In practice and in the case of predicting a crash condition, different countermeasures can be implemented (e.g. intelligent speed adaptation or variable speed limits) to avoid a potential crash occurrence. Although this crash condition might not be correctly predicted (i.e. it might not eventually lead to crash occurrence), implementation of
safety countermeasures would be anyhow beneficial because at least they are expected to reduce traffic flow disturbance. To conclude, model selection and performance evaluation should be carried out based on both MCC measure and the condition of minimizing the false negatives.

The results reported in Table 1 reveal that for all model types, classifiers that are developed on the 5-minute interval dataset are better in comparison to other classifiers. This can be explained by the fact that the 5-minute dataset contains information of a closer proximity to crash occurrence time and, therefore, is more representative than the other two datasets. Comparing different model results for the 5-minute interval reveals that the PART classifier outperforms the other models by producing minimum false negatives and maximum MCC measure. The final chosen classifier correctly predicts 70% of crash and 90% of no-crash instances, signifying a better predictive performance compared with many of the real-time crash risk models in previous studies reported by Xu et al. (2013). Moreover, the false alarm rate produced by this classifier is around 10% which is significantly lower in comparison to the results of previous studies reported by Xu et al. (2013).

Model Results
Based on the discussion of the previous section, the PART classifier for the 5-minute interval is selected as the best prediction model. There are three rules derived from this classifier that are as follows:

1) IF SP_US1 > 78.8 THEN: Crash=0 (247.0/8.0)

2) IF TV_US1 > 17.8 AND STDEV_SP_US1 ≤ 22.8 AND Diff_SP_US1 - DS1 ≤ 47.6 THEN: Crash=0 (43.0/3.0)
3) ELSE: Crash=1 (100.0/33.0)

The numbers in the brackets stand for coverage/errors in the training dataset (i.e. number of covered instances/number of misclassified instances), 0 stands for no-crash and 1 stands for crash conditions. As it was mentioned earlier, PART classifier is a post-pruned partial decision tree based on the C4.5 scheme. To show the superiority of this classifier over the conventional decision tree, the corresponding decision tree for the 5-minute interval is depicted in Figure 1. As can be seen in Figure 1, three rule sets of the PART classifier are indeed parts of the complete decision tree. These rule sets classify instances simpler and with a high accuracy level.

<< Please insert Figure 1 here >>

To provide a better comparison between different classifiers, the other two classifiers’ formulations (i.e. RIPPER classifiers and the binary logistic regression model) are reported in Appendix D (see online supplement).

Interpreting the results is a bit different for each method. In statistical formulation, positive and negative signs of estimate coefficients correspond with direct and inverse relationship with the probability of crash occurrence, respectively. In the rule-based methods, there are the thresholds that define these associations. For instance, in the rules of the PART classifier, STDEV_SP_US1 values smaller than 22.8 contribute to probability of no-crash condition. All estimate conditions and signs are in line with intuitive expectations. As can be seen from the results of all model types, speed and traffic volume at the upstream loop detector station have negative signs. Higher speed and traffic volume correspond with lower density that implies a lower likelihood of crash occurrence. Moreover, standard deviation of speed upstream the crash location has a positive association with crash occurrence. This implies that fluctuations
in speed at a location will potentially increase the risk of crash occurrence somewhere downstream. Another significant variable is the difference in average speeds at upstream and downstream stations. This interesting result reveals the importance of speed and its derivative variables in crash likelihood prediction. This signifies that if the difference in average travel speed of two consecutive locations becomes greater, there will be a higher probability of crash occurrence in between those two locations.

DISCUSSIONS

The main objective of this study was to evaluate the traffic safety conditions on motorways by means of traffic flow characteristics collected by loop detector stations. Various variables such as traffic volume, occupancy, average speed, standard deviation of speed, difference between average speeds on two consecutive loop detector stations were among the potential predictor variables that were considered for model development. The raw data were at 1-minute level of aggregation, which would potentially bias the results due to their random noise. To avoid this problem, the primary data were aggregated into three different levels, namely 5-minute, 10-minute and 15-minute intervals. This enables us to identify the best level of aggregation that will result in better crash prediction accuracy. All of these three aggregation level data were used to develop individual prediction models.

The results of analysis showed that all 5-minute models outperform the other two intervals' models by means of greater MCC measures. Among different classifiers, the PART classifier appears to be the best performing classifier by correctly predicting 70% and 90% of crash and no-crash instances respectively. The false alarm rate (i.e. false positive rate in this study) that resulted from the 5-minute PART classifier is 10%, which is significantly lower than
false alarm rates reported in the literature. This classifier predicts the traffic safety condition in a simpler way and yet more accurate compared with other conventional methods such as binary logistic regression model or decision tree.

An important prerequisite in developing a successful prediction model is the existence of good quality data. Among others, presence of missing values is considered as a crucial threat for classification assignments. In this regard, rule-based classifiers and decision trees are superior to statistical models (e.g. binary logistic regression model). Simply put, instances with missing values are dealt with by rules that involve other not-missing attributes. In general, classification rules have several advantages such as easy to generate and interpret, easy and quick to classify new instances, as highly accurate and expressive as decision trees and etc. PART classifier, in particular, is superior to other rule-learning schemes because of its simplicity and equal or even higher level of performance.

The first requirement in realization of a proactive highway safety management system is having accurate real-time risk prediction models. The performance of the developed prediction model in this study (i.e. the PART classifier based on 5-minute interval data) appropriately fulfills this condition by predicting an acceptable rate of crash and no-crash conditions. Flemish government aims to use these prediction models to warn drivers of the possible upcoming dangerous situations through variable message signs. Having said that, there is always room for improving the accuracy level of developed model by enriching the crash and traffic data. This would improve model accuracy and robustness and subsequently would increase the acceptability of the prediction model by traffic authorities who are willing to utilize these models in their dynamic safety management systems. Another extension for future research would be the
transferability check of the developed prediction model. To this end, the model should be validated against crash and traffic data collected from various motorways. This should be carried out to ensure that the final model is able to predict traffic safety conditions on any motorway correctly, under the same jurisdiction and with the same infrastructural basis (e.g. speed limit, traffic volume order or geometric conditions).
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Table 1. The Confusion Matrix of Developed Models

<table>
<thead>
<tr>
<th>Predicted traffic safety condition</th>
<th>5-minute interval</th>
<th>10-minute interval</th>
<th>15-minute interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crash</td>
<td>45 (TP)</td>
<td>39 (TP)</td>
<td>37 (TP)</td>
</tr>
<tr>
<td>No-crash</td>
<td>25 (FP)</td>
<td>21 (FP)</td>
<td>20 (FP)</td>
</tr>
<tr>
<td>MCC</td>
<td>0.518</td>
<td>0.480</td>
<td>0.465</td>
</tr>
<tr>
<td>Crash</td>
<td>49 (TP)</td>
<td>51 (TP)</td>
<td>14 (TP)</td>
</tr>
<tr>
<td>No-crash</td>
<td>30 (FP)</td>
<td>44 (FP)</td>
<td>5 (FP)</td>
</tr>
<tr>
<td>MCC</td>
<td>0.530</td>
<td>0.478</td>
<td>0.304</td>
</tr>
<tr>
<td>Crash</td>
<td>50 (TP)</td>
<td>42 (TP)</td>
<td>34 (TP)</td>
</tr>
<tr>
<td>No-crash</td>
<td>33 (FP)</td>
<td>26 (FP)</td>
<td>29 (FP)</td>
</tr>
<tr>
<td>MCC</td>
<td>0.523</td>
<td>0.480</td>
<td>0.373</td>
</tr>
<tr>
<td>Crash</td>
<td>56 (TP)</td>
<td>61 (TP)</td>
<td>15 (TP)</td>
</tr>
<tr>
<td>No-crash</td>
<td>32 (FP)</td>
<td>49 (FP)</td>
<td>5 (FP)</td>
</tr>
<tr>
<td>MCC</td>
<td>0.589</td>
<td>0.556</td>
<td>0.320</td>
</tr>
</tbody>
</table>

TP: true positive
FP: false positive
FN: false negative
TN: true negative
MCC: Matthews correlation coefficient
Fig. 1. Decision tree algorithm based on C4.5 scheme and the derivable PART rule sets for 5-minute interval.