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INTRODUCTION



The	cerebellum	or	“little brain”

The	cerebellum	
=	“Little	brain”
• 2	hemispheres
• 3	lobes

The	cerebrum
=	“Brain”
• 2	hemispheres
• 4 lobes



Cerebellum	and cognition

Traditional	view	on	cerebellar
role:
• Tone
• Posture &	balance
• Coordination of	movements

Evolved	to

The	cerebellum	as	
coordinator and

modulator	of	motor	
AND	cognitive
functions



Role of	the cerebellum	is	
•Monitoring
•Memorizing

Monitor	and coordinator of	motor	and cognitive
functions

Motor	AND	cognitive function

Evidence from:
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Numerous crossed reciprocal
connections between the
cerebellum	and cerebrum	

NEUROANATOMY:	
Cerebello-cerebral reciprocal connections

Delineating pathways passing through the cerebral pedun-

cle and connecting to contralateral cerebellum enabled

visualisation of the CPC pathways (Fig. 1b). Figure 1c
shows CTC and CPC pathways in a representative subject.

FA values across the whole CTC and CPC pathways

increased significantly with increasing PMA at scan
(p\ 0.001) (Fig. 2).

Using cortical parcellation, we were able to highlight

regionally specific development of cerebro-cerebellar
connectivity between the early preterm period and term

equivalent. A set of cerebellar pathways connecting with

supratentorial regions was reconstructed consistently (C10
streamlines) for most (C75 %) subjects irrespectively of

age at scan (Fig. 3a; Table 2). For the CPC tracts, those

regions were: the precentral cortex bilaterally, superior
frontal cortex bilaterally, supplementary motor area bilat-

erally, insula bilaterally, postcentral cortex bilaterally, left

precuneus, and left paracentral lobule (Fig. 3b). For the
CTC tracts these regions included: precentral cortex

bilaterally, right superior frontal cortex, supplementary
motor area bilaterally, postcentral cortex bilaterally, left

precuneus, and paracentral lobule bilaterally (Fig. 3c). We

assessed the characteristics (age at MRI and GA at birth) of
the infants in whom a specific tract was not reconstructed

and observed that lower age at MRI was associated with an

inability to delineate connections between left supple-
mentary motor area and the CPC tract (p = 0.019, uncor-

rected). There was no relationship between age at scan or

GA at birth and the ability to delineate any of the other
cerebral-cerebellar connections (Supplementary Table 1).

We also assessed the change in connectivity between 29

and 44 weeks PMA by assessing the correlation of the
percentage of streamlines and average FA connecting

cerebellum with different cortical regions through CPC and

CTC tracts. For the CPC tracts, the percentage of stream-

lines connecting to right supplementary motor area
[Spearman’s correlation coefficient (q) = 0.651, FDR-ad-

justed p = 0.030] increased significantly with PMA at

scan. The average FA of the CPC tract connecting to the
left postcentral gyrus (q = 0.595, FDR-adjusted

p = 0.033) was positively correlated with PMA at scan.

For the CTC tracts, the percentage of streamlines con-
necting to the left supplementary motor area (q = 0.588,

FDR-adjusted p = 0.025) was positively correlated with

PMA at scan and the percentage of streamlines connecting
to the right postcentral gyrus (q = -0.580, FDR-adjusted

p = 0.025) was negatively correlated with PMA at scan.

Discussion

In this study we demonstrate the feasibility of delineating

the CTC and CPC tracts in infants as young as 29 weeks

gestational age in vivo. The CTC and CPC pathways are
multi-synapse and characterized by a high degree of con-

vergence and divergence (fanning) along their trajectory.
Furthermore, between the cerebellar and cerebral cortex,

tracts pass through micro structurally complex regions,

including crossing axonal fascicles at the level of the
brainstem (Arnts et al. 2014). Delineating connections

between cerebellar and cerebral cortex using diffusion

tractography is, therefore, challenging and to our knowl-
edge there have been no previous studies in the developing

brain in vivo. The CSD based probabilistic approach used

here, in combination with HARDI data, was able to
reconstruct pathways that corresponded well to anatomical

Fig. 1 Reconstruction of
cerebello-thalamo-cortical tract
(CTC, red-yellow) and cortico-
ponto-cerebellar tract (CPC,
blue-green) in an infant born at
33 weeks and imaged at
40 weeks PMA with FOD plots
overlaid on the diffusion data.
a Crossing fibres of the CTC
tract at the level of the
mesencephalon. b Crossing
fibres of the CPC tract at the
level of the pons. c 3D
reconstruction of both tracts
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Figure 1. (A) Diagram depicting the cerebello-cerebral connectivity network underlying cognitive
and affective processes. The feedback or efferent loop originates from the deep nuclei of the
cerebellum that project to the motor (grey arrows) and nonmotor (blue arrows) nuclei of the
thalamus. In turn, the motor nuclei of the thalamus project to motor and premotor cortices (grey
arrows) but also to nonmotor association cortices (blue arrows). The nonmotor nuclei of the thalamus
project only to association cortices (blue arrows). After Schmahmann and Pandya (1997). Adapted
from Mariën et al. (2013). (B) Topographic distribution of motor-related cortices and association
cortex feedforward or afferent projections to the cerebellum. Both motor corticopontine projections
and association cortex projections are somatotopically organised in the pons. See also Stoodley and
Schmahmann (2010). Adapted from Grimaldi and Manto (2012).

Figure 2. Simplified representation of the dichotomy of the cerebellum in a motor (anterior) and a
cognitive/affective (posterior/vermis) cerebellum. Adapted from Manto and Mariën (2015).
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Cerebellar TMS and tDCS are capable
of modulating cortical excitability
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NEUROANATOMY:	
Cerebello-cerebral reciprocal connections

cerebellum. These functional asymmetries were preferential for
association as compared to sensorimotor networks and varied
across individuals in a predictable manner. Those individuals
displaying the strongest cerebral functional asymmetries also
possessed the strongest cerebellar asymmetries. By all mea-
sures the cerebellum appears to possess a roughly homotopic
map of the cerebral cortex including its asymmetrical functional
organization.

The Unsolved Mysteries of Origin and Function
A striking feature of the cerebellum is the beautifully regular
and simple cellular organization that is repeated across its cortex
(Ito, 1984; Ramnani, 2006 ). The progress in mapping the topog-
raphy of the cerebellum suggests that the cerebellum is function-
ally heterogeneous because the repeating cerebellar modules
(microcomplexes) process distinct information dependent
upon the location of the cortical input. The prevailing view, based
partly on the uniformity of the cerebellar cortex, is that the pro-
cessing contribution the cerebellum performs on inputs from
motor areas generalizes to inputs from association cortex (see
Schmahmann [1991] for an early articulation of this idea).

For example, Ito (2008) suggested that the cerebellum’s
contribution to cognitive function parallels its role in the control
of movement (Ito, 1984). Within this theory, the cerebellum forms
an internal model through repeated performance and feedback.
As a movement is repeated, the cerebellum allows the move-
ment to be executed skillfully without dynamic feedback. Analo-
gous processes are postulated to support the skillful execution
of mental acts. Prefrontal control of cognitive objects—the
mental models that represent imagined scenes and constructed
thoughts—are operated upon by feedback mechanisms and
internal models supported by the cerebellum. A similar evolution
of ideas is present in the proposal of Thach (1998, 2007), who
suggested that a postulated role of the cerebellum in coordi-
nating and temporally synchronizing multimuscled movements

Figure 5. The Majority of the Human
Cerebellum Maps to Association Cortex
Multiple coronal sections are displayed through
various levels of the cerebellum. The colored
parcellation of the cerebellum represents the
most strongly functionally coupled networks of
the cerebral cortex (illustrated on right). The blue
cerebellar region corresponds to cerebral soma-
tomotor cortex. Note that the cerebellum pos-
sesses regions in the anterior and posterior lobes
strongly coupled to the somatomotor cortex as
expected (see Figure 4). However, most of the
human cerebellum is linked to cerebral association
networks including an executive control network
(shown in orange) and the default network (shown
in red). Also note that the association networks
each have multiple representations in the cere-
bellum. Similar maps have been converged upon
by multiple, independent studies.

might find a parallel whereby the cere-
bellum links cognitive units of thought.
Motivated by behavioral disturbances

in patients with cerebellar abnormalities,
Jeremy Schmahmann was among the

earliest modern proponents for a role of the cerebellum in
nonmotor functions including neuropsychiatric illness (e.g.,
Schmahmann, 1991). He hypothesized, ‘‘It may also transpire
that in the same way as the cerebellum regulates the rate, force,
rhythm, and accuracy of movements, so may it regulate the
speed, capacity, consistency, and appropriateness of mental
or cognitive processes,’’ further noting ‘‘the overshoot and
inability in the motor system to check parameters of movement
may thus be equated, in the cognitive realm, with a mismatch
between reality and perceived reality, and the erratic attempts
to correct the errors of thought or behavior. Hence, perhaps, a
dysmetria of thought.’’ The concept of dysmetria of thought
has been expanded considerably in recent years with observa-
tions of patients with cerebellar abnormalities (e.g., Schmah-
mann and Sherman, 1998; Tavano et al., 2007; Schmahmann,
2010) and psychosis (e.g., Andreasen et al., 1998).
Despite these ideas and other examples of cognitive impair-

ments in patients with cerebellar lesions (e.g., Fiez et al., 1992;
Grafman et al., 1992; Courchesne et al., 1994; Stoodley and
Schmahmann, 2009b; see also Tomlinson et al., 2013), there
remains a general belief among neurologists that cerebellar
lesions do not typically produce marked cognitive impairment,
at least as contrasted to the severe motor disturbances that are
obvious. It is difficult to know where the gap lies between clin-
ical impressions and the impairments that have now been
documented in several studies. One possibility is that clinicians
are not testing appropriately for cognitive and affective distur-
bances in patients with cerebellar damage. Another possibility
is that, in the end, the cognitive deficits are relatively subtle
even in many cases of large cerebellar lesions. Several explora-
tions of deficits in patients with cerebellar lesions have found
minimal cognitive impairment (e.g., Helmuth et al., 1997). This
raises an interesting paradox: how can the majority of the
human cerebellum be linked to cerebral association networks
important to cognition yet the deficits following cerebellar
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Cerebellar TMS and tDCS are capable
of modulating cortical excitability

TMS	(EEG)

ANOVARM to compare the MEP amplitudes separately for pre and
post tDCS stimulation with the factors responses (test, conditioned)
and CS intensities (!5, !10, !15, !20, and !25% below motor
threshold).

The longevity of the cathodal tDCS effect (experiment 3) was assessed
with ANOVARM, which compared CBI with factors time (pre, post 1,
post 2, post 3) and stimulation intensity (1 mA, 2 mA). The RCM1 and
RCBR were evaluated by separate ANOVARM, which compared the effect
of time (pre, post 1), stimulation intensity (1 mA, 2 mA), and test inten-
sity (100%, 110%, 120%, 130%, and 140% of threshold). The MEP am-
plitude resulting from TMS at the inion was assessed with an ANOVARM

comparing time (pre, post 1) and stimulation intensity (1 mA, 2 mA).
When significant differences were found, post hoc analysis was per-

formed using paired t tests. Data are expressed as mean " SEM, and
effects were considered significant if p ! 0.05.

Results
Experiment 1: modulation of cerebellar excitability by tDCS
All subjects completed the three sessions without complications. The
subject’s self-reported ratings of attention, fatigue, and perceived
pain were not significantly different across the three sessions (F(2,14)

#1; p$0.39) (Table 2). All measures were completed within 25 min
of the cessation of tDCS.

Cerebellar excitability
tDCS applied over the cerebellum elicited modulation of CBI
(Fig. 2a). ANOVARM revealed a significant effect of tDCS on CBI
(conditioning MEP/test MEP) over time (pre, post; F(2,14) % 17.4;
p % 0.005) and time & session interaction (F(2,14) % 11.8; p %
0.005) and a trend toward significance across sessions (anodal,
cathodal, sham; F(2,14) % 3.2; p % 0.07) (Fig. 2b). Paired t tests
revealed that during the cathodal session there was a significant
decrease in CBI from pre (0.65 " 0.07) to post (0.97 " 0.07; t(7) %
5.8; p # 0.001) (Fig. 2b). In addition, there was significantly less
CBI within the cathodal session’s post phase compared with the
anodal (0.75 " 0.05) and sham (0.71 " 0.06; t(7) $ 2.5; p # 0.02)
sessions (Fig. 2b).

Left M1 excitability
ANOVARM revealed no significant changes in MEP threshold
across session (F(2,14) % 1.5; p % 0.25), time (F(2,14) % 2.9; p %
0.13), or time & session interaction (F(2,14) % 1.3; p % 0.3) (Fig.
3a). Similarly, mean MEP amplitudes elicited from M1 did not differ
over session (F(2,14) % 0.09; p % 0.9), time (F(2,14) % 0.1; p % 0.35), or
time & session interaction (F(2,14) % 0.08; p % 0.9) (Fig. 3b).

Cerebellar tDCS did not result in changes in SICI or ICF across
session, time, or session & time interaction (ANOVARM for SICI:
session, F(2,14) % 1.6, p % 0.25; time, F(2,14) % 0.42, p % 0.54;

interaction, F(2,14) % 0.42, p % 0.67; ANO-
VARM for ICF: session, F(2,14) % 0.27, p %
0.77; time, F(2,14) % 0.34, p % 0.58; inter-
action, F2,14) % 0.26, p % 0.77) (Fig. 3c, d).

Brainstem excitability
ANOVARM did not show changes across
session, time, or their interaction on
brainstem MEP threshold as determined
by TMS over the inion (ANOVARM: ses-
sion, F(2,14) % 2.5, p % 0.12; time, F(2,14) %
1, p % 0.35; interaction, F(2,14) % 1, p %
0.31) (Fig. 4a).

When measuring the MEP amplitude
resulting from TMS on the right M1, all
subjects showed clear MEP responses in
both the contralateral and the ipsilateral
pectoralis muscles. As a reminder, the pec-

toralis muscle ipsilateral to M1 stimulation was also ipsilateral to
the targeted cerebellar tDCS hemisphere. The mean peak latency
difference between ipsilateral and contralateral MEPs was 7.7 " 1
ms, in which the ipsilateral responses were always later than the
contralateral MEPs (contralateral MEP, 13.1 " 0.45 ms; ipsilat-
eral MEP, 20.8 " 1.3 ms; paired t test: t(7) % 7.4, p % 0.0005).
During RS measurements, there was no difference in EMG preacti-
vation (ANOVARM: muscle, F(1,7) % 5.7, p % 0.055; session, F(2,12) %
0.6, p % 0.57; time, F(1,6) % 0.32, p % 0.6; interactions, F(2,12) # 1.8,
p $ 0.2). MEP amplitudes were not influenced by the tDCS across
session, time, or session & time interaction in either the contralateral
(ANOVARM: session, F(2,14) % 0.09, p % 0.9; time, F(2,14) % 2.8, p %
0.14; interaction, F(2,14) % 0.79, p % 0.47) or ipsilateral (ANOVARM:
session, F(2,14) %1, p%0.38; time, F(2,14) %1.4, p%0.27; interaction,
F(2,14) % 0.45, p % 0.65) (Fig. 4b) pectoralis muscle.

Experiment 2: CBI recruitment curve
Anodal tDCS applied over the cerebellum lead to changes in the
RCCBI (Fig. 5). The mean brainstem motor threshold from which
conditioning stimulation intensities were set was 70 " 13% of the
stimulator output. The test stimulation MEP amplitudes were
not significantly different between pre and post tDCS stimulation
(1.1 " 0.2 and 1.1 " 0.2 mV, respectively; paired t test: t(7) % 0.5,
p % 0.3). ANOVARM comparing the MEP amplitudes during test
versus conditioned responses across CS intensity before tDCS
revealed no significant effect for responses (F(1,7) % 3; p % 0.12)
or CS intensity (F(4,28) % 2; p % 0.12); however, the interaction
between responses and CS intensity was significant (F(4,28) % 7.7;
p % 0.005). Paired t tests revealed significant differences between
test and conditioned responses only at CS intensities !5% (test,
1.1 " 0.2; conditioned, 0.68 " 0.1; t(7)3.3; p % 0.01, two-tailed)
and !10% (test, 1 " 0.17; conditioned, 0.74 " 0.09; t(7) % 3; p %
0.02), suggesting a lack of CBI when the CS intensities were
!15% of the brainstem threshold or less. To the contrary, a sim-
ilar ANOVARM performed for the MEP amplitudes after tDCS

Figure 2. Single-subject and group CBI data. a, Single MEP traces from tests (M1 stimulation; gray lines) and conditioned stimulation
(cerebellar plus M1 stimulation; black lines) from a sample subject before (pre) and after (post) cerebellar stimulation is shown. Note that
CBI MEPs showed the same amplitudes as the TS after cathodal tDCS, an effect not present after sham or anodal stimulation. b, The amount
of inhibition observed during pre (open bar) and post (filled bar) remained similar in the anodal and sham sessions. However, there was a
significant decrease in inhibition from pre to post after cathodal stimulation. When comparing with anodal and sham, the amount of
inhibition in post was significantly less in the cathodal session. *p # 0.02. Data are means " SEM.

Table 2. Experiment 1: psychological measures

Attention Fatigue Pain caused by tDCS

Anodal 5.5 " 0.5 3.4 " 0.6 2.5 " 0.4
Cathodal 5.1 " 0.5 2.4 " 0.3 2.8 " 0.6
Sham 5.6 " 0.4 3.0 " 0.5 2.3 " 0.5
ANOVA F % 0.2, p % 0.79 F % 1, p % 0.39 F % 0.2, p % 0.8

Values (mean " SEM) depict the subject’s choice in a visual analog scale in which 1 represents poorest attention,
maximal fatigue, and pain and 7 represents maximal attention, least fatigue, and pain. F and p values originate from
separate ANOVAs for each measure comparing the anodal, cathodal, and sham sessions.
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tDCS (CBI)
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2009
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ability of the primary motor cortex. Unfortunately, the effects
described in these studies are indirect and inconsistent, and none
of them measured the cerebellar motor connections (Oliveri et
al., 2005; Fierro et al., 2007; Koch et al., 2008; Langguth et al.,
2008). In the present study, we aimed to both inhibit and enhance
cerebellar excitability using tDCS and determine the effects by
measuring changes in cerebello–motor connections.

The normal inhibitory tone the cerebellum exerts over the
primary motor cortex, CBI, can be assessed using paired-pulse
TMS (Ugawa et al., 1995; Pinto and Chen, 2001; Daskalakis et al.,
2004). In these studies, a conditioning pulse delivered over one
cerebellar cortex 5–7 ms before a test pulse over the contralateral
M1 results in a decrease of the motor-evoked potential amplitude
relative to single-pulse TMS over the same M1. The decreased
MEP amplitude reflects inhibition of M1, an effect attributed to
activation of Purkinje cells resulting in inhibition of the dentate
nucleus, which in turn has a disynaptic excitatory connection
through the ventral thalamus to the contralateral M1 (Ugawa et
al., 1995; Pinto and Chen, 2001; Daskalakis et al., 2004; Reis et al.,
2008). Therefore, it is possible to probe the excitability level of the
cerebellum by testing directly the amount of CBI.

Our results suggest that tDCS modulates Purkinje cell excit-
ability. Application of cathodal tDCS, known to decrease excit-
ability (Purpura and McMurtry, 1965; Nitsche and Paulus, 2000),
resulted in a reduction of CBI. This is likely attributable to re-
duced Purkinje cell excitability resulting in the conditioning TMS
pulse not activating these cells and consequently not causing in-
hibition of the excitatory connection between the dentate nucleus
and M1. On the contrary, increased Purkinje cell excitability after
anodal tDCS, a form of stimulation that increases excitability
(Purpura and McMurtry, 1965; Nitsche and Paulus, 2000), can
explain the facilitation of CBI. This was determined by persistent
M1 inhibition even when the cerebellum was conditioned with
low TMS intensities. Thus, anodal tDCS would allow low-
intensity TMS pulses to cause activation of the Purkinje cells and,
subsequently, inhibition of the dentate nucleus and M1 excita-
tory connection. Importantly, these findings cannot be explained
by simple passage of time, as sham stimulation did not elicit any
significant changes, nor to nonspecific effects of the stimulation
on attention, fatigue, or pain (Table 2). In addition, the subjects
were not able to determine what kind of stimulation they received
in each session.

The findings of the present study suggest that tDCS exerted its
effects focally over the cerebellum without affecting brainstem or
corticomotor excitability. First, we did not find any changes in
brainstem motor thresholds or brainstem MEP amplitudes, as
determined by TMS applied over the inion (Ugawa et al., 1994,
1995; Pinto and Chen, 2001; Daskalakis et al., 2004). However,
these measures may reflect spinal cord excitability rather than
brainstem, since it has been suggested that TMS over the inion
activates descending corticospinal axons (Ugawa et al., 1994;
Pinto and Chen, 2001). Nonetheless, we did not observe changes
in the ipsilateral pectoralis MEP amplitudes, suggested to reflect
RS excitability (Ziemann et al., 1999). In addition, we also failed
to observe changes in the recruitment curve of either the short
ipsilateral (R1) or long bilateral (R2) eye-blink reflex, which is
integrated via intrinsic brainstem circuits (Kimura, 1989). De-
spite all these negative findings, it is important to note that subtle
changes in brainstem excitability may still be occurring, but we
were not able to detect them with the measures implemented.

Interestingly, we did not find any significant changes in M1
excitability, as determined by motor threshold, MEP amplitudes,
MEP recruitment curves, intracortical excitability, probed with

Figure 5. Experiment 2: CBI recruitment curve. To assess the effect of cerebellar anodal
stimulation, we performed a RCCBI of the conditioning TMS pulse intensities (cerebellar TMS)
before (pre; open diamonds) and after (post; filled squares) tDCS. During pre, as the CS intensity
is reduced in 5% step decrements of the stimulator output (from !5 to !25%), the amount of
CBI decreases. After 25 min of anodal tDCS, CBI remains present even at condition stimulus
intensities that previously did not elicit CBI (!20 and !25% below brainstem threshold).
*p " 0.008; **p " 0.08. Data are means # SEM.

Table 3. Experiment 3

1 mA 2 mA

Psychological measuresa

Attention 6.5 # 0.3 6.7 # 0.3
Fatigue 1.7 # 0.2 1.8 # 0.2
Pain 3.8 # 0.2 3.3 # 0.6

CBIb (conditioning/test) ! 3 ms ISI
Pre 1.07 # 0.8 1.08 # 0.1
Post 1 1.05 # 0.1 1.1 # 0.2
Post 2 1.03 # 0.04 1.1 # 0.1
Post 3 1.05 # 0.03 1.2 # 0.2

aValues depict the subject’s choice in a visual analog scale in which 1 represents poorest attention, maximal fatigue,
and pain and 7 represents maximal attention, least fatigue, and pain across stimulation intensity (1 mA, 2 mA
cathodal tDCS).
bValues represent CBI with an ISI of 3 ms over time (pre, post 1, post 2, post 3) and stimulation intensity (1 mA, 2 mA).

Table 4. Experiment 3

1 mA pre 1 mA post 1 2 mA pre 2 mA post 1

Blink reflex: R1 peak timea

100% 8.5 # 0.4 8.8 # 0.2 8.6 # 0.3 8.7 # 0.2
110% 8.1 # 0.5 8.4 # 0.3 8.4 # 0.2 8.5 # 0.3
120% 8.0 # 0.6 8.2 # 0.5 8.5 # 0.2 8.3 # 0.2
130% 8.2 # 0.5 8.5 # 0.3 8.3 # 0.4 8.5 # 0.2
140% 8.0 # 0.3 8.0 # 0.5 8.3 # 0.3 8.3 # 0.3

Blink reflex: R2 ipsilateralb

100% 7.5 # 2.5 7.9 # 2.0 6.3 # 0.6 6.8 # 1.0
110% 7.9 # 2.7 7.3 # 1.6 6.9 # 0.8 6.8 # 1.0
120% 8.3 # 2.8 7.6 # 1.8 7.6 # 0.9 7.5 # 1.2
130% 8.9 # 2.6 7.6 # 1.6 8.1 # 0.9 7.1 # 1.0
140% 8.1 # 2.8 7.7 # 1.5 8.7 # 1.1 8.0 # 1.1

Blink reflex: R2 contralateralc

100% 5.4 # 1.7 5.7 # 1.7 4.4 # 0.6 4.6 # 1.1
110% 5.4 # 1.7 5.6 # 1.9 4.8 # 0.9 4.7 # 1.0
120% 6.3 # 2.2 5.9 # 1.9 5.2 # 0.9 5.2 # 1.1
130% 6.7 # 2.3 6.0 # 1.9 5.6 # 0.8 5.2 # 1.3
140% 6.2 # 2.0 5.9 # 1.9 5.5 # 1.1 5.4 # 1.2

aA recruitment curve assessed the blink reflex at five intensities (100, 110, 120, 130, and 140% of brainstem evoked
potential) over time (pre, post 1) and stimulation intensity (1 mA, 2 mA). Values represent the time point (in
milliseconds) of the peak evoked potential.
bValues indicate the rectified and summed EMG data between 50 and 90 ms after stimulation in the ipsilateral
orbicularis oculi muscle (mean # SEM).
cValues represent a similar measure to R2 ipsilateral but with the contralateral orbicularis oculi muscle
(mean # SEM).
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Clinical	evidence
- 72-year-old	right-handed man
- Infarction left PICA
- Symptoms:

- Balance	problems
- Vertigo
- Vomiting
- Loss of	all secondary languages

CLINICAL	CASE:
The	cerebellum	in	multilingual control

46 Chapter 3

Figure 3.1: Axial MR images showing a hyperintense signal in the territory of the medial
branch of left posterior inferior cerebellar artery (PICA; white arrows in A, B, C), with a
small extension to the posterior portion of the lower medulla on the left (gracile and cuneate
nuclei; arrowhead in A). The inferior cerebellar peduncles (dotted arrows in B) and the
middle cerebellar peduncles (dotted arrows in C) are spared, as well as the mesencephalon
(dotted arrows in D). Hypersignals in left occipital lobe (D, E) and periventricular white
matter (F) are detected.
Legend: R=right

“I	was	watching television at	my apartment in	Antwerp when suddenly the room	seemed to	spin	around violently.	I	
tried to	stand	but	was	unable to	do	so.	I	felt a	need to	vomit and managed to	crawl	to	the bathroom	to	take	a	plastic	
bowl.	My	next	instinct	was	to	call	the emergency services,	but	the leaflet	I	have	outlining the services	was	in	Dutch	and
for some reason,	I	was	unable to	think (or	speak)	in	any other language than my native	English.”
Mariën,	van	Dun	et	al.,	2017



Multilingual processing

• Language	network
• Control	network

CLINICAL	CASE:
The	cerebellum	in	multilingual control

Green	&	Abutalebi,	2013;	Abutalebi &	Green,	2016
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Jubin Abutalebi and David W. Green 3

Note that boxes with dotted lines denote brain regions in the right hemisphere (R = right; L = left; Inf = inferior; IFC = inferior frontal cortex).

Figure 1. Brain Regions related to language control (top) and their functional interactions in two different situational
contexts (bottom) as outlined by the adaptive control model (Green & Abutalebi, 2013). In a multiple language interactional
context (bottom, left) both languages can be active and in order to speak in one language the speaker has to maintain the goal,
detect salient cues, control interference and eventually inhibit responses with task engagement and disengagement. This
engages more extensively the following components of the control network: bilaterally the inferior frontal and parietal
cortices, the ACC/pre-SMA, and the basal ganglia and the thalamus. The network is still engaged in a dense code-switching
context (bottom, right) but since this particular condition relies also on opportunistic planning, a cerebellar-left prefrontal
connection is heavily engaged (see for more details, Green & Abutalebi, 2013).

investigating language switching (Hernandez, Martinez
& Kohnert, 2000; Lehtonen, Laine, Niemi, Thomson,
Vorobyev & Hughdal, 2005; Abutalebi et al., 2008; van
Heuven et al., 2008; Branzi et al., 2015). Left prefrontal

related activity has been reported not only for language
switching tasks (where the need of language control is
maximized) but also during simple language production
tasks such as word generation, picture naming and verbal

in language should be less readily detected.
For speakers in the single-language and dense
code-switching contexts reduced verbal interfer-
ence on the interference trial will be associated
with increased language switching costs. By con-
trast, if speakers in the dual-language context
have adapted to circumvent the control dilemma
then these two effects should dissociate. We have
proposed a test using a visual Stroop task yet the
nature of any adaptive response may be specific
to the multimodal nature of the typical conversa-
tional exchanges. A cross-modal Stroop task is
perhaps more pertinent. Here the auditory input
is the suppressed dimension and the salient cue is
an auditory one (e.g., in the language to be
switched into). Indeed, testing the specificity of
the cue (to known voices vs. the voices of others)
provides a way to explore the precise tuning of
the process of salient cue detection.

Neuroimaging predictions

Empirical research (e.g., Luk, Bialystok, Craik, &
Grady, 2011) that has established a widespread
difference in the brains of adult monolingual and
bilingual speakers encourages the search for the
nature and origins of specific adaptive changes. We
consider predictions that relate specific control
processes to particular neural regions and net-
works. Figure 2 provides a schematic description of
the neural structures and their connections that we
associate with language control processes. In the
figure the networks involved in language control

are indicated with bidirectional continuous arrows,
whereas those indicating part of the speech pipe-
line are indicated with dashed lines.

For the speech pipeline we reference regions
based on the analysis of verbal fluency data
(Eickhoff, Heim, Zilles, & Amunts, 2009). We
treat these as representative of regions active in
self-generated speech and a subset of those active
in conversational speech. Unrepresented in the
figure is the monitoring of speech output that
involves anterior and posterior regions of the
temporal cortex. Also unrepresented are input
regions to the left cortex that contribute to the
conceptual content to be expressed. In previous
papers (e.g., Abutalebi & Green, 2007, 2008), we
reviewed work showing that both cortical and
subcortical structures are involved in language
control and language switching (see Luk, Green,
Abutalebi, & Grady, 2012, for a recent meta-
analysis). In this work we identified the anterior
cingulate cortex (ACC) and the presupplemen-
tary motor area (pre-SMA) with conflict monitor-
ing and acknowledged a role of the pre-SMA in
initiating speech in language switching (see Luk
et al., 2012, for further discussion). We associated
the control of interference with left prefrontal and
inferior cortex, parietal cortices with the main-
tenance of task representations, and one subcor-
tical structure (the caudate) in the basal ganglia
with the switching between languages (Abutalebi
et al., 2013). On one proposal, basal ganglia
circuits, more generally, serve to control or gate
access between prefrontal cortex and posterior
cortical regions that represent task information

Figure 2. Simplified language control network and speech production regions (see main text for explanation).
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Conclusion

“This case	study of	a	right-handed patient with differential polyglot	
aphasia for the first	time	demonstrates a	crucial role of	the left cerebellum	
in	multilingual language processing.	Cerebellar	induced disruption of	the
control network subserving multilingual language processing	may induce
devastating linguistic distortions.”

CLINICAL	CASE:
The	cerebellum	in	multilingual control

Mariën,	van	Dun	et	al.,	2017



Role of	the cerebellum	is	
•Monitoring
•Memorizing

Monitor	and coordinator of	motor	and cognitive
functions

Motor	AND	cognitive function

Evidence from:

Neuroanatomy Clinical	cases Neuroimaging



weighted centre: 5, !68, !17; 2 peaks), right superior frontal
cortex (376 mm3, weighted centre: 26, 0, 53; 1 peak), right IPL
(160 mm3, weighted centre: 41, !33, 46), left fusiform gyrus
(128 mm3, weighted centre: !44, !62, !11) and left putamen
(104 mm3, weighted centre: !27, !6, 1). A list of peaks from
this ALE map is given in Table 2.

Secondary ALE analysis with only “motor output
controlled” contrasts resulted in 5 peaks, all of which corre-
sponded to areas of interest from the main analysis: two
peaks in the left MFG/SFS area, one peak in the left ventral
premotor/IFG region, one peak in the left IPL and one peak in

the right cerebellum. ALE analysis with only “linguistic/input
controlled” contrasts resulted in 7 peaks located in: left MFG/
SFS area, M1/SM1 area, SMA, left IPL, antCB and postCB, and
thalamus. Lists of peaks from these two analyses are pre-
sented in Tables 3a and b and Fig. 4 illustrates their compar-
ison. It can be observed that only 3 areas reached significance
in both of the secondary analyses: the left SFS/MFG area, left
IPS/superior parietal area and antCB.

3. Discussion

Results from the main meta-analysis allowed us to identify 12
cortical and sub-cortical functional regions involved to
different degrees in written spelling tasks. Some of themwere
also present in the results of the secondary analyses con-
ducted to distinguish a general writing network from non-
specific input and output confounds. In an attempt to clarify

the role of each component of this cerebral network, we will
discuss these results with respect to the experimental con-
trasts and studies involved in order to propose a global
framework of the neuroanatomy of handwriting.

3.1. Writing “specific” areas

The data collected indicate that three regions remain reliably
and repetitively activated during handwriting whatever the
nature of the control tasks used (motor or linguistic): left SFS/
MFG area, left IPS/superior parietal area and antCB (see Fig. 4).

Thus, we can presume that they support cognitive processes
specific or at least crucial to handwriting. This is in line with
Sugihara et al. (2006) who identified the posterior end of su-
perior frontal gyrus (SFG) and anterior part of left IPS as the
central processes of writing (i.e., “writing centres”). Never-
theless, the issue of the particular role of these areas and their
actual specificity to written language remains.

3.1.1. Handwriting and superior parietal cortex
Peaks of activation in the parietal cortex (around the IPS) of
the language dominant hemisphere (i.e., left for right-
handers) are repeatedly reported (x ¼ !32, y ¼ !38, z ¼ 56;

area 3 in Fig. 3). A first argument for the crucial role of this
region in writing comes from the fact that its activation is
found in various written spelling tasks (pen and paper, finger
writing, typewriting, “imagined” writing, with or without vi-
sual feedback) and with different control conditions (motor or
linguistic) or languages studied (its activation is likewise

Fig. 3 e Results of the ALE meta-analysis conducted with all the contrasts cited in Table 1, projected on a standard rendered
template. Areas of interest are numbered according to their rank in the meta-analysis results (cluster size and ALE value). 1.
left frontal superior sulcus area (L-SFS); 2. primarymotor/sensorimotor area (M1/SM1); 3. left superior parietal area (IPS; SPL);
4. SMA, pre-SMA; 5. antCB; 6. thalamus (Th); 7. left inferior frontal/premotor area (vPM; IFG); 8. postCB; 9. right superior
frontal area (R-SFS, right SFS); 10. right IPL (R-IPL); 11. posterior inferior temporal cortex (PITC); 12. putamen (Put).
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1992a; Auerbach and Alexander, 1981), a writing deficit char-
acterized by poor letter formation in the absence of non-

specific motor or sensorimotor deficit. Such lesions have
also been shown to produce more subtle handwriting deficits,
such asmodifications in the natural serial order of strokes in a
grapheme, reflecting a motor programming problem (Scarone
et al., 2009).

Regarding its alleged function, the superior parietal cortex
has been proposed as a graphemic area “where visuokines-
thetic and sequential motor engrams for letters andwords are
stored” (Sakurai et al., 2007). This hypothesis is consistent
with a central role in writing, independently of the specific-
ities of the output (writingwith finger or other tool, with left or

right hand) or its content (from a single character to a complex
narrative). Such a role is also consistent with the function of
sensorimotor integration generally attributed to the posterior
parietal lobe, particularly in the context of goal-directed
movement (Andersen et al., 1997). Rapp and Dufor (2011)
report that the SPL was activated in their writing task but
not in a spelling task focusing on central spelling processes
from a previous work (Rapp and Lipka, 2011). Its role therefore
seems to be related to the “representation, serial selection and
production of letter shapes”. However, Magrassi et al. (2010)

argue that this area is also important in more linguistic pro-
cesses of writing. They observed that direct electrical cortical

stimulation of the anterior SPL of a patient during writing
under dictation induced not only graphemic errors but also
lexical spelling errors. This would indicate that this area is not
only engaged at a premotor level but could also interact with
more inferior perisylvian regions concerned with lexical pro-
cesses. This issue was investigated further through the study
of its interactions with other writing-related areas, using
functional connectivity. Segal and Petrides (2012) showed that
the rostral part of the SPL (area PE) interacted with the supe-
rior temporal gyrus (STG), the anterior SMG or motor/senso-
rimotor cortex during a written naming task, while interacted

with the AG or Broca’s region during word copying. We can
thus finally assume that the superior parietal cortex may be
particularly involved in the selection or representation of
letter shapes but, more specifically, plays a role of a high-level
interface between motor and language areas during the act of
writing.

3.1.2. Left frontal superior writing centre
The frontal lobe area that seems themost repeatedly activated
during writing across the different studies considered here is

Fig. 4 e Selected axial slices illustrating the differences between ALE secondary analyses performed with contrasts having
controlled for verbal or linguistic input (red) and motor output (green). Overlap is shown in yellow.

Table 3b e List of significant peaks from the secondary ALE analysis including only contrasts controlling for linguistic or
sensorial input.

Peak location Linguistic/input controlled Corresponding functional
region (see Fig. 1)

ALE value (! 10"3) MNI coordinates

x y z

Frontal
Left MFG (BA6) 27.7 "22 "10 54 L-SFS (1)

preCG (BA4) 25.7 "34 "26 60 M1/SM1 (2)
Medial frontal gyrus (BA6) 29.0 "4 "12 52 SMA/pre-SMA (4)

Parietal
Left IPL (BA40) 26.8 "32 "38 56 aIPS/SPL (3)
Cerebellum
Right Anterior lobe 31.8 18 "52 "24 antCB (6)

Posterior lobe 20.2 4 "68 "16 postCB (8)
Sub-cortical
Left Thalamus (pulvinar) 26.8 "14 "22 6 Th (7)

c o r t e x 4 9 ( 2 0 1 3 ) 2 7 7 2e2 7 8 72780

Planton	et	al.,	2013

Cerebellar	activation
also when corrected
for motor	activation

Exner’s area	-
Translation
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weighted centre: 5, !68, !17; 2 peaks), right superior frontal
cortex (376 mm3, weighted centre: 26, 0, 53; 1 peak), right IPL
(160 mm3, weighted centre: 41, !33, 46), left fusiform gyrus
(128 mm3, weighted centre: !44, !62, !11) and left putamen
(104 mm3, weighted centre: !27, !6, 1). A list of peaks from
this ALE map is given in Table 2.

Secondary ALE analysis with only “motor output
controlled” contrasts resulted in 5 peaks, all of which corre-
sponded to areas of interest from the main analysis: two
peaks in the left MFG/SFS area, one peak in the left ventral
premotor/IFG region, one peak in the left IPL and one peak in

the right cerebellum. ALE analysis with only “linguistic/input
controlled” contrasts resulted in 7 peaks located in: left MFG/
SFS area, M1/SM1 area, SMA, left IPL, antCB and postCB, and
thalamus. Lists of peaks from these two analyses are pre-
sented in Tables 3a and b and Fig. 4 illustrates their compar-
ison. It can be observed that only 3 areas reached significance
in both of the secondary analyses: the left SFS/MFG area, left
IPS/superior parietal area and antCB.

3. Discussion

Results from the main meta-analysis allowed us to identify 12
cortical and sub-cortical functional regions involved to
different degrees in written spelling tasks. Some of themwere
also present in the results of the secondary analyses con-
ducted to distinguish a general writing network from non-
specific input and output confounds. In an attempt to clarify

the role of each component of this cerebral network, we will
discuss these results with respect to the experimental con-
trasts and studies involved in order to propose a global
framework of the neuroanatomy of handwriting.

3.1. Writing “specific” areas

The data collected indicate that three regions remain reliably
and repetitively activated during handwriting whatever the
nature of the control tasks used (motor or linguistic): left SFS/
MFG area, left IPS/superior parietal area and antCB (see Fig. 4).

Thus, we can presume that they support cognitive processes
specific or at least crucial to handwriting. This is in line with
Sugihara et al. (2006) who identified the posterior end of su-
perior frontal gyrus (SFG) and anterior part of left IPS as the
central processes of writing (i.e., “writing centres”). Never-
theless, the issue of the particular role of these areas and their
actual specificity to written language remains.

3.1.1. Handwriting and superior parietal cortex
Peaks of activation in the parietal cortex (around the IPS) of
the language dominant hemisphere (i.e., left for right-
handers) are repeatedly reported (x ¼ !32, y ¼ !38, z ¼ 56;

area 3 in Fig. 3). A first argument for the crucial role of this
region in writing comes from the fact that its activation is
found in various written spelling tasks (pen and paper, finger
writing, typewriting, “imagined” writing, with or without vi-
sual feedback) and with different control conditions (motor or
linguistic) or languages studied (its activation is likewise

Fig. 3 e Results of the ALE meta-analysis conducted with all the contrasts cited in Table 1, projected on a standard rendered
template. Areas of interest are numbered according to their rank in the meta-analysis results (cluster size and ALE value). 1.
left frontal superior sulcus area (L-SFS); 2. primarymotor/sensorimotor area (M1/SM1); 3. left superior parietal area (IPS; SPL);
4. SMA, pre-SMA; 5. antCB; 6. thalamus (Th); 7. left inferior frontal/premotor area (vPM; IFG); 8. postCB; 9. right superior
frontal area (R-SFS, right SFS); 10. right IPL (R-IPL); 11. posterior inferior temporal cortex (PITC); 12. putamen (Put).
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Fig. 4 e Activation maps for the conjunction analyses (p < .05, FWE).

Fig. 3 e Activation maps for the main contrasts of interest (p < .05, FWE). Surface projections of the coordinates used to
create the six VOIs are represented by white crosses when applicable.
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NEUROIMAGING:
fMRI experiment	in	children

TASK:
- Writing a	sentence
- Writing letters	
- Thumb tapping

PARTICIPANTS:
- 18	children between 9	and 12	
years old

- 7	boys,	11	girls
- 13	right-handed,	5	left-
handed



NEUROIMAGING:
fMRI experiment	in	children
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weighted centre: 5, !68, !17; 2 peaks), right superior frontal
cortex (376 mm3, weighted centre: 26, 0, 53; 1 peak), right IPL
(160 mm3, weighted centre: 41, !33, 46), left fusiform gyrus
(128 mm3, weighted centre: !44, !62, !11) and left putamen
(104 mm3, weighted centre: !27, !6, 1). A list of peaks from
this ALE map is given in Table 2.

Secondary ALE analysis with only “motor output
controlled” contrasts resulted in 5 peaks, all of which corre-
sponded to areas of interest from the main analysis: two
peaks in the left MFG/SFS area, one peak in the left ventral
premotor/IFG region, one peak in the left IPL and one peak in

the right cerebellum. ALE analysis with only “linguistic/input
controlled” contrasts resulted in 7 peaks located in: left MFG/
SFS area, M1/SM1 area, SMA, left IPL, antCB and postCB, and
thalamus. Lists of peaks from these two analyses are pre-
sented in Tables 3a and b and Fig. 4 illustrates their compar-
ison. It can be observed that only 3 areas reached significance
in both of the secondary analyses: the left SFS/MFG area, left
IPS/superior parietal area and antCB.

3. Discussion

Results from the main meta-analysis allowed us to identify 12
cortical and sub-cortical functional regions involved to
different degrees in written spelling tasks. Some of themwere
also present in the results of the secondary analyses con-
ducted to distinguish a general writing network from non-
specific input and output confounds. In an attempt to clarify

the role of each component of this cerebral network, we will
discuss these results with respect to the experimental con-
trasts and studies involved in order to propose a global
framework of the neuroanatomy of handwriting.

3.1. Writing “specific” areas

The data collected indicate that three regions remain reliably
and repetitively activated during handwriting whatever the
nature of the control tasks used (motor or linguistic): left SFS/
MFG area, left IPS/superior parietal area and antCB (see Fig. 4).

Thus, we can presume that they support cognitive processes
specific or at least crucial to handwriting. This is in line with
Sugihara et al. (2006) who identified the posterior end of su-
perior frontal gyrus (SFG) and anterior part of left IPS as the
central processes of writing (i.e., “writing centres”). Never-
theless, the issue of the particular role of these areas and their
actual specificity to written language remains.

3.1.1. Handwriting and superior parietal cortex
Peaks of activation in the parietal cortex (around the IPS) of
the language dominant hemisphere (i.e., left for right-
handers) are repeatedly reported (x ¼ !32, y ¼ !38, z ¼ 56;

area 3 in Fig. 3). A first argument for the crucial role of this
region in writing comes from the fact that its activation is
found in various written spelling tasks (pen and paper, finger
writing, typewriting, “imagined” writing, with or without vi-
sual feedback) and with different control conditions (motor or
linguistic) or languages studied (its activation is likewise

Fig. 3 e Results of the ALE meta-analysis conducted with all the contrasts cited in Table 1, projected on a standard rendered
template. Areas of interest are numbered according to their rank in the meta-analysis results (cluster size and ALE value). 1.
left frontal superior sulcus area (L-SFS); 2. primarymotor/sensorimotor area (M1/SM1); 3. left superior parietal area (IPS; SPL);
4. SMA, pre-SMA; 5. antCB; 6. thalamus (Th); 7. left inferior frontal/premotor area (vPM; IFG); 8. postCB; 9. right superior
frontal area (R-SFS, right SFS); 10. right IPL (R-IPL); 11. posterior inferior temporal cortex (PITC); 12. putamen (Put).
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weighted centre: 5, !68, !17; 2 peaks), right superior frontal
cortex (376 mm3, weighted centre: 26, 0, 53; 1 peak), right IPL
(160 mm3, weighted centre: 41, !33, 46), left fusiform gyrus
(128 mm3, weighted centre: !44, !62, !11) and left putamen
(104 mm3, weighted centre: !27, !6, 1). A list of peaks from
this ALE map is given in Table 2.

Secondary ALE analysis with only “motor output
controlled” contrasts resulted in 5 peaks, all of which corre-
sponded to areas of interest from the main analysis: two
peaks in the left MFG/SFS area, one peak in the left ventral
premotor/IFG region, one peak in the left IPL and one peak in

the right cerebellum. ALE analysis with only “linguistic/input
controlled” contrasts resulted in 7 peaks located in: left MFG/
SFS area, M1/SM1 area, SMA, left IPL, antCB and postCB, and
thalamus. Lists of peaks from these two analyses are pre-
sented in Tables 3a and b and Fig. 4 illustrates their compar-
ison. It can be observed that only 3 areas reached significance
in both of the secondary analyses: the left SFS/MFG area, left
IPS/superior parietal area and antCB.

3. Discussion

Results from the main meta-analysis allowed us to identify 12
cortical and sub-cortical functional regions involved to
different degrees in written spelling tasks. Some of themwere
also present in the results of the secondary analyses con-
ducted to distinguish a general writing network from non-
specific input and output confounds. In an attempt to clarify

the role of each component of this cerebral network, we will
discuss these results with respect to the experimental con-
trasts and studies involved in order to propose a global
framework of the neuroanatomy of handwriting.

3.1. Writing “specific” areas

The data collected indicate that three regions remain reliably
and repetitively activated during handwriting whatever the
nature of the control tasks used (motor or linguistic): left SFS/
MFG area, left IPS/superior parietal area and antCB (see Fig. 4).

Thus, we can presume that they support cognitive processes
specific or at least crucial to handwriting. This is in line with
Sugihara et al. (2006) who identified the posterior end of su-
perior frontal gyrus (SFG) and anterior part of left IPS as the
central processes of writing (i.e., “writing centres”). Never-
theless, the issue of the particular role of these areas and their
actual specificity to written language remains.

3.1.1. Handwriting and superior parietal cortex
Peaks of activation in the parietal cortex (around the IPS) of
the language dominant hemisphere (i.e., left for right-
handers) are repeatedly reported (x ¼ !32, y ¼ !38, z ¼ 56;

area 3 in Fig. 3). A first argument for the crucial role of this
region in writing comes from the fact that its activation is
found in various written spelling tasks (pen and paper, finger
writing, typewriting, “imagined” writing, with or without vi-
sual feedback) and with different control conditions (motor or
linguistic) or languages studied (its activation is likewise

Fig. 3 e Results of the ALE meta-analysis conducted with all the contrasts cited in Table 1, projected on a standard rendered
template. Areas of interest are numbered according to their rank in the meta-analysis results (cluster size and ALE value). 1.
left frontal superior sulcus area (L-SFS); 2. primarymotor/sensorimotor area (M1/SM1); 3. left superior parietal area (IPS; SPL);
4. SMA, pre-SMA; 5. antCB; 6. thalamus (Th); 7. left inferior frontal/premotor area (vPM; IFG); 8. postCB; 9. right superior
frontal area (R-SFS, right SFS); 10. right IPL (R-IPL); 11. posterior inferior temporal cortex (PITC); 12. putamen (Put).
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Posterior	Cerebellum	

Adults:	Writing	>	Simple	motor	tasks	
+	

Adults:	Drawing	shapes	=	Writing
+	

Children:	Writing	=	Simple	thumb	tapping	task

Planning	of	skilled	movements



THE CEREBELLAR
”MOTHERBOARD”



CEREBELLAR	FUNCTION

CEREBELLUM
- Modulates	cerebral	excitability

- Controls	language	network

- Plans	skilled	movements

Þ INTERNAL	MODELS	
D’Angelo &	Casali,	2013



INTERNAL	MODELS:
From motor	literature to cognition

Internal	model	

“[…]	the	cerebellum	forms	(through	a	
learning	process)	an	internal	model	
that	reproduces	either	the	dynamics	
of	a	body	part (in	the	case	of	a	
forward	model)	or	the	inverse	of	those	
dynamics (in	the	case	of	an	inverse	
model).	This	internal	model	is	formed	
and	adjusted	as	a	movement	is	
repeated.”	– Ito,	2008ELS	

Ito,	2008
Nature Reviews | Neuroscience
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in the inferotemporal area. This experiment 
indicated that the inferotemporal-area 
neurons lie in a territory of the brain that is 
linked with conscious awareness. Binocular 
rivalry is also being studied in human 
subjects using magnetoencephalography 
(MEG). It has preliminarily been reported62 
that, coincident with the switching of per-
ception that is reported by the subject, MEG 
power is suppressed over the parietal and 
occipital cortices ahead of the behavioural 
response.

Various types of mental representations 
and complex aggregates of them would 
constitute mental models. A relatively 
simple example of a mental model is visual 
imagery 63, which consists of activity in 
visual association areas that is either directly 
perceived or internally generated without 
any external visual support. Various types of 
visual imagery (even including the fantasies, 
hypnagogic imagery and hallucinations 
that occur in unusual situations) provide 
mental models that can be manipulated in a 
variety of thought processes, such as spatial 

reasoning, problem solving using analogi-
cal representation, or exploring the novel 
or emergent properties of objects that are 
implied by images64. In these thought pro-
cesses, visual images can be manipulated by 
scanning, zooming, rotating, transforming 
or synthesizing them. These mental images 
are thought to be encoded in a neuronal 
circuit in the temporo–parietal cortex (in a 
column, in a set of columns61 or more globally 
in regions that include the primary sensory 
and motor areas65,66). Episodic or semantic 
memories that are stored in the medial 
temporal lobe67 might be examples of mental 
models that can be retrieved to conscious 
awareness. Visual long-term memory stored 
in the temporal cortex is retrieved under the 
top-down control of the prefrontal cortex68. 
Various conscious visuo–auditory experi-
ences, including memories of past events, 
can be retrieved by electrical stimulation 
of the temporo–parietal cortex of a human 
subject69. This suggests that mental models 
are encoded in neuronal circuits at or close 
to the sites that were stimulated.

Recent neuroimaging and lesion studies 
(reviewed below) have demonstrated activa-
tion in the temporo–parital cortex during 
various types of thought tasks. The activity 
revealed by these neuroimaging studies pre-
sumably represents changes in the internal 
states and/or dynamic response character-
istics of the neuronal circuits that encode 
mental models. Such changes are thought to 
be induced by prefrontal command signals. 
In these recent studies, mental models often 
seem to contain information on rules of 
computation or transformation (see below).

In order for the temporo–parietal cortex 
to have a role as a controlled object in the 
internal-model control system, it must 
receive command signals from, and give 
feedback to, the prefrontal cortex (FIG. 1c,d). 
The existence of projections from the 
prefrontal cortex to the posterior parietal 
and temporal cortices has previously been 
demonstrated70, and these projections 
were recently reconfirmed in a prosimian 
primate24. It has also been established that 
somatosensory, auditory and visual path-
ways converge onto the prefrontal cortex 
through the temporo–parietal cortex70.

Internal models in the cerebellum. The cer-
ebellum is composed of numerous modules 
called microcomplexes, each of which is a 
unit learning machine that is structured uni-
formly with some minor regional variations 
(FIG. 3). The intricate cerebellar neuronal 
circuit provides a mechanism by which 
an internal model for a specific function 
can form in each microcomplex (BOX 2). 
The general idea is that the input–output 
relationship of a microcomplex is adaptively 
modified by the activity of climbing fibres. 
Climbing fibres convey signals representing 
errors and induce long-term depression 
(LTD) in conjunctively activated parallel-
fibre–Purkinje-cell synapses71,72. This error 
learning is the basis of the cerebellum’s 
capacity to form and update internal models.

Error signals can be derived by comparing 
the outputs of a controlled object with those 
of its forward model, when both are respond-
ing to common command signals (FIG. 2Ba,b). 
The inferior olive is the sole source of climb-
ing fibres and could be the site of this com-
parison. This would require the inferior olive 
to receive projections both from cerebellar 
nuclei and from the temporo–parietal cortex. 
Indeed, an inhibitory projection from cer-
ebellar nuclei to the inferior olive does exist 
(FIG. 2B), but there is no evidence for a direct 
projection from the temporo–parietal cortex. 
Nevertheless, there are indirect projections 
to the inferior olive from the parietal cortex 

Figure 1 | Internal-model control systems for voluntary movement and mental activity. a,b | 
‘Forward’ (a) and ‘inverse’ (b) model control systems for movement. According to the instruction given 
by the instructor (P) in the premotor cortex, the supplementary cortex or the anterior cingulate gyrus, 
the controller (CT) in the motor cortex sends command signals to the controlled object (CO; a body 
part or a lower motor centre). The visual cortex (VC) mediates feedback from the body part to the 
motor cortex. The dashed arrow indicates that the body part is copied into an internal model in  
the cerebellum (either a forward model (FM) or an inverse model (IM)). In the forward-model control 
system, control of the CO by the CT can be precisely performed by referring to the internal feedback 
from the forward model. In the inverse-model control system, feedback control by the CT is replaced 
by the inverse model itself. c,d | Forward- and inverse-model control systems for mental activities. In 
response to an instructor located in brain tissues that include the anterior cingulate gyrus, the control-
ler in the prefrontal cortex initially controls a mental model (MM) that is expressed in the temporo–
parietal cortex. The dashed arrow shows that the mental model is copied to a forward model or an 
inverse model in the cerebellum.
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INTERNAL	MODELS:
From motor	literature to cognition

Internal	model	consists	of
- Forward	Model	(FM)

=	model	of	the	commands

- Inverse	Model	(IM)
=	prediction	of	the	consequences

Internal	model	controls
- Dynamics	of	a	body	part	(CO)
- Mental	Model	(MM) Ito,	2008
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in the inferotemporal area. This experiment 
indicated that the inferotemporal-area 
neurons lie in a territory of the brain that is 
linked with conscious awareness. Binocular 
rivalry is also being studied in human 
subjects using magnetoencephalography 
(MEG). It has preliminarily been reported62 
that, coincident with the switching of per-
ception that is reported by the subject, MEG 
power is suppressed over the parietal and 
occipital cortices ahead of the behavioural 
response.

Various types of mental representations 
and complex aggregates of them would 
constitute mental models. A relatively 
simple example of a mental model is visual 
imagery 63, which consists of activity in 
visual association areas that is either directly 
perceived or internally generated without 
any external visual support. Various types of 
visual imagery (even including the fantasies, 
hypnagogic imagery and hallucinations 
that occur in unusual situations) provide 
mental models that can be manipulated in a 
variety of thought processes, such as spatial 

reasoning, problem solving using analogi-
cal representation, or exploring the novel 
or emergent properties of objects that are 
implied by images64. In these thought pro-
cesses, visual images can be manipulated by 
scanning, zooming, rotating, transforming 
or synthesizing them. These mental images 
are thought to be encoded in a neuronal 
circuit in the temporo–parietal cortex (in a 
column, in a set of columns61 or more globally 
in regions that include the primary sensory 
and motor areas65,66). Episodic or semantic 
memories that are stored in the medial 
temporal lobe67 might be examples of mental 
models that can be retrieved to conscious 
awareness. Visual long-term memory stored 
in the temporal cortex is retrieved under the 
top-down control of the prefrontal cortex68. 
Various conscious visuo–auditory experi-
ences, including memories of past events, 
can be retrieved by electrical stimulation 
of the temporo–parietal cortex of a human 
subject69. This suggests that mental models 
are encoded in neuronal circuits at or close 
to the sites that were stimulated.

Recent neuroimaging and lesion studies 
(reviewed below) have demonstrated activa-
tion in the temporo–parital cortex during 
various types of thought tasks. The activity 
revealed by these neuroimaging studies pre-
sumably represents changes in the internal 
states and/or dynamic response character-
istics of the neuronal circuits that encode 
mental models. Such changes are thought to 
be induced by prefrontal command signals. 
In these recent studies, mental models often 
seem to contain information on rules of 
computation or transformation (see below).

In order for the temporo–parietal cortex 
to have a role as a controlled object in the 
internal-model control system, it must 
receive command signals from, and give 
feedback to, the prefrontal cortex (FIG. 1c,d). 
The existence of projections from the 
prefrontal cortex to the posterior parietal 
and temporal cortices has previously been 
demonstrated70, and these projections 
were recently reconfirmed in a prosimian 
primate24. It has also been established that 
somatosensory, auditory and visual path-
ways converge onto the prefrontal cortex 
through the temporo–parietal cortex70.

Internal models in the cerebellum. The cer-
ebellum is composed of numerous modules 
called microcomplexes, each of which is a 
unit learning machine that is structured uni-
formly with some minor regional variations 
(FIG. 3). The intricate cerebellar neuronal 
circuit provides a mechanism by which 
an internal model for a specific function 
can form in each microcomplex (BOX 2). 
The general idea is that the input–output 
relationship of a microcomplex is adaptively 
modified by the activity of climbing fibres. 
Climbing fibres convey signals representing 
errors and induce long-term depression 
(LTD) in conjunctively activated parallel-
fibre–Purkinje-cell synapses71,72. This error 
learning is the basis of the cerebellum’s 
capacity to form and update internal models.

Error signals can be derived by comparing 
the outputs of a controlled object with those 
of its forward model, when both are respond-
ing to common command signals (FIG. 2Ba,b). 
The inferior olive is the sole source of climb-
ing fibres and could be the site of this com-
parison. This would require the inferior olive 
to receive projections both from cerebellar 
nuclei and from the temporo–parietal cortex. 
Indeed, an inhibitory projection from cer-
ebellar nuclei to the inferior olive does exist 
(FIG. 2B), but there is no evidence for a direct 
projection from the temporo–parietal cortex. 
Nevertheless, there are indirect projections 
to the inferior olive from the parietal cortex 

Figure 1 | Internal-model control systems for voluntary movement and mental activity. a,b | 
‘Forward’ (a) and ‘inverse’ (b) model control systems for movement. According to the instruction given 
by the instructor (P) in the premotor cortex, the supplementary cortex or the anterior cingulate gyrus, 
the controller (CT) in the motor cortex sends command signals to the controlled object (CO; a body 
part or a lower motor centre). The visual cortex (VC) mediates feedback from the body part to the 
motor cortex. The dashed arrow indicates that the body part is copied into an internal model in  
the cerebellum (either a forward model (FM) or an inverse model (IM)). In the forward-model control 
system, control of the CO by the CT can be precisely performed by referring to the internal feedback 
from the forward model. In the inverse-model control system, feedback control by the CT is replaced 
by the inverse model itself. c,d | Forward- and inverse-model control systems for mental activities. In 
response to an instructor located in brain tissues that include the anterior cingulate gyrus, the control-
ler in the prefrontal cortex initially controls a mental model (MM) that is expressed in the temporo–
parietal cortex. The dashed arrow shows that the mental model is copied to a forward model or an 
inverse model in the cerebellum.
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DYSMETRIA	OF	THOUGHT:
From motor	literature to cognition

Dysmetria of	thought
[…],	the	cerebellum	detects,	prevents,	
and	corrects	mismatches	between	
intended	outcome	and	perceived	
outcome	of	the	organism’s	interaction	
with	the	environment.	[…]	the	cerebellar	
contribution	to	cognition	is	one	of	
modulation rather	than	generation.	

[…]	the	cerebellum	serves	as	an	
oscillation	dampener,	maintaining	
function	steadily	around	a	homeostatic	
baseline.
Schmahmann,	1998



DYSMETRIA	OF	THOUGHT:
Universal	Cerebellar	Transform (UCT)

Uniform	Cerebellar	
Cytoarchitecture

Universal	Cerebellar	
Transform

=	Computation	unique	to	the	
cerebellum

Schmahmann,	2010



DYSMETRIA	OF	THOUGHT:
Universal	Cerebellar	Transform (UCT)

Uniform	Cerebellar	
Cytoarchitecture

Universal	Cerebellar	
Transform

=	Computation	unique	to	the	
cerebellum

Schmahmann,	2010

Universal	Cerebellar	
Impairment)

Overshoot	or	Undershoot	of
- Motor	coordination	

- Affect

- Cognition



DYSMETRIA	OF	THOUGHT:
Universal	Cerebellar	Transform (UCT)

Schmahmann,	2010

Overshoot	or	Undershoot	of
- Motor	coordination	

https://www.youtube.com/watch?v=-s77voH8nRI (0:20)



DYSMETRIA	OF	THOUGHT:
Universal	Cerebellar	Transform (UCT)

Schmahmann,	2010

Overshoot	or	Undershoot	of
- Affect

“Nurses	noted	a	flat	affect,	and	family	noted	a	personality	change.	She	was	behaving	
inappropriately,	whining,	undressing	in	the	corridors,	and	talking	with	her	mouth	full	
of	food.”

“His	affect	alternated	between	either	bland	apathy	or	inappropriate	familiarity.”

“His	affect	fluctuated	between	being	markedly	blunt	and	inappropriately	jocular.”



DYSMETRIA	OF	THOUGHT:
Universal	Cerebellar	Transform (UCT)

Schmahmann,	1998

Overshoot	or	Undershoot	of
- Cognition

Write	a	sentence

Draw	a	clock

insidious disease (slowly progressive cerebellar degenerations),
in the recovery phase (3–4 months) after acute stroke, 
and in those with restricted cerebellar pathology (small
branch occlusions affecting the anterior lobe of the cerebel-
lum or the rostral part of the posterior lobe supplied by the
superior cerebellar artery). Lesions of the posterior lobe are
particularly important in the generation of the disturbed
cognitive behaviors. The vermis is consistently involved 
in patients with pronounced affective presentations. The
anterior lobe seems to be less prominently involved in 
the generation of these cognitive and behavioral deficits.
One patient with an autonomic syndrome had a lesion 

involving the medial posterior lobe, including the fastigial
nucleus.

Cerebellar cognitive affective syndrome in children

Early case studies of agenesis and hypoplasia of the cerebel-
lum reported an association with mental retardation or
emotional disability1,2. More recent reports include the de-
scription of mania in a child with cerebellar degeneration57,
and Joubert et al.58 described mental retardation in 
children with dysplasia of the cerebellar vermis. We have
been impressed particularly by the language delay as well as
oculomotor apraxia in patients with Joubert syndrome and
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Recent descriptions of a cerebellar cognitive affective syndromea

provide supportive evidence for clinically relevant cognitive
dysfunction resulting from acquired cerebellar lesions. The syn-
drome is characterized by impairments of executive function,
spatial cognition, linguistic processing and affective regulation.
The cognitive profile has been conceptualized as dysmetria of
thoughtb , analogous to the motor impairment from cerebellar
lesions. Dysmetria in the motor system is characterized by un-
dershoot as well as overshoot of intended movements. If disturb-
ances of higher-order function are to be conceptualized as cog-
nitive dysmetria, then it might be expected that cerebellar
disorders produce exaggerated cognitive responses as well. The
disinhibited and inappropriate behavior sometimes seen in pa-
tients with the cerebellar cognitive affective syndrome supports
this notion. The following patient demon-
strated an unusual response to a standard
bedside mental state test that seems to rep-
resent cognitive ‘overshoot’. 

The patient is a 28-year-old architect
with a four-year history of progressive cer-
ebellar degeneration. Abnormalities on ex-
amination were confined to the cerebellar
system, including abnormal eye move-
ments, dysarthria and loss of coordination
of extremities and gait. Mental state testing
revealed a flattened affect and impaired
verbal working memory. He was asked to
write a sentence, and he wrote eight lines
(see Fig.). He was asked to draw a clock
with numbers on it. He proceeded to draw
the intricate diagrams shown in the Figure.
One was a wrist watch with all the details
including the date, second hand, outline of
the watch and the pattern on the strap
made to look like leather. He then drew a
grandfather clock with pendulum, shading,
biblical scroll on the wooden paneling and
patterns on the base. This was followed by
a person drawn next to the grandfather
clock. His drawing took over 20 minutes.
During this time no instructions were
given and the patient was not interrupted.

This unique response to a task re-
quested commonly in the mental state 
evaluation reveals no motor impairment.
Rather, this reflects a misjudging of the 
situation, a mismatch between stimulus 

(request) and the response (drawing), and a failure by the 
patient to appreciate the nature of the response or to correct 
the error. The overly elaborate planning and misinterpretation
of the stimulus seem to provide evidence for the concept of cog-
nitive overshoot. This phenomenon appears to be part of the 
spectrum of cognitive impairments resulting from cerebellar 
injury, and might represent a manifestation of dysmetria of
thought.

References

a Schmahmann, J.D. and Sherman, J.C. (1998) The cerebellar

cognitive affective syndrome Brain 121, 561–579

b Schmahmann, J.D. (1991) An emerging concept: the cerebellar

contribution to higher function Arch. Neurol. 48, 1178–1187, and

Reply Arch. Neurol. (1992) 49, 1230

Box 2. Cognitive overshoot from cerebellar dysfunction

Fig. Responses of a patient with cerebellar degeneration to requests to
write a sentence and draw a clock with numbers on it. (See text for details.)



DYSMETRIA	OF	THOUGHT:
Cerebellar	Cognitive Affective Syndrome (CCAS)

Schmahmann &	Sherman,	1998

Cerebellar	Cognitive	Affective	Syndrome	(CCAS	or	Schmahmann’s
syndrome)	

Þ 20	patients	with	cerebellar	damage

- Executive	functions
- Spatial	cognition
- Personality	changes
- Language	deficits



CEREBELLAR
REHABILITATION



CEREBELLAR-INDUCED	DEFICITS

van	Dun	et	al.,	2015

Cerebellar-induced	deficits	

=	typically	more	subtle	in	adults

- Resemble	symptoms	caused	by	
supratentorial lesions

Þ Cerebello-cerebral	diaschisis

It has been shown that the anatomo-functional lan-
guage network is larger than previously assumed and
includes regions at both the cerebellar and cerebral
level. First, it is hypothesised that in most right- and
left-handed subjects a right cerebellar lesion might in-
duce language deficits following depression of function
in the contralateral supratentorial language areas of the
language dominant left hemisphere [19]. Mariën et al.
(2007) [50] indeed identified linguistic deficits in their
patient after a right cerebellar lesion due to decreased
perfusion in the left prefrontal language regions. In this
patient, however, language deficits were ruled out by a
number of formal test batteries. Second, it has been
shown that the left insular region is of vital importance
for articulated speech [2] and language [3, 4, 51, 52].
However, in this patient an old vascular lesion in the
left anterior insular region extending to the prefrontal
gyrus was never associated with any motor speech
(planning) or language disturbances. Both the right
cerebellar hemisphere and the left insular region are
critically implicated in language processing and there
also seems to exist a close functional interplay between

both areas [19]. Mariën et al. (2001) [19] hypothesised
that due to the striking semiological similarities be-
tween apraxia of speech (caused by lesions in the left
anterior insula) and ataxic dysarthria (caused by lesions
in the right cerebellum), both areas are anatomically
and functionally interconnected to subserve language
functions [19]. It is therefore remarkable that this
patient never presented with any speech or language
problems.
To explore this apparent contradiction, fMRI was

performed which showed bilateral cerebral activations
during a silent semantic association task. The LI of this
patient (= +0,11), based on the activation in the left
language areas and their homologue right counterparts,
demonstrated a clear bilateral organisation of language
in the cerebral hemispheres (−0,25 ≤ LI ≤ 0,25) [45, 46].
In normal healthy adults, this task only activates the
frontal opercular cortex, the insular cortex, and a small
region in the posterior superior temporal cortex bilat-
erally [53]. In this patient, the left cluster in the super-
ior temporal cortex was activated to a slightly greater
extent in the homologue right region. The frontal

Fig. 2 SPECT scan of the brain showing a bilateral hypoperfusion in the prefrontal cortex more pronounced on the left than on the right side. A
significant decrease of perfusion is also found in the motor cortex and the right parietal cortex. Left and right are as indicated in the figure

van Dun et al. Cerebellum & Ataxias  (2015) 2:18 Page 7 of 11



CEREBELLAR-INDUCED	DEFICITS:
Cognitive rehabilitation

Schweizer et	al.,	2007

41-year-old	right-handed	man
- Right	cerebellar	damage	due	to	rupture	of	an	AVM	
- Chronic	phase:	persisting	executive	dysfunctions

Þ Goal	Management	Therapy	(GMT)	(Levine	et	al.,	2000)
• Self-instructional	strategies
• Self-monitoring	exercises
Ø Primary	focus	=	acquisition	of	simple	self-command	(“stop”)



CEREBELLAR-INDUCED	DEFICITS:
Cognitive rehabilitation

Schweizer et	al.,	2007

41-year-old	highly	educated	right-handed	man
- Right	cerebellar	damage	due	to	rupture	of	an	AVM	
- Chronic	phase:	persisting	executive	dysfunctions

Þ Goal	Management	Therapy	(GMT)	(Levine	et	al.,	2000)

Þ Only	subtle	therapeutic	gains
Þ Significant	impact	on	daily	life	

“The	patient	himself	reported	that	he	was	able	to	resume	his	professional	
activities	because	he	had	learned	to	become	more	aware	of	his	shortcomings	
and	of	error-prone	situations.”



CEREBELLAR-INDUCED	DEFICITS:
Cognitive rehabilitation

Schmahmann,	2010

”In	my	own	experience,	an	important	feature	that	differentiates	
cerebellar	cognition	from	disorders	of	cerebral	cortex	is	that	the	
cerebellar	lesion	can	be	compensated	for,	at	least	in	part,	by	bringing	
the	issue	at	hand	to	conscious	awareness,	focusing	on	the	problem	in	
order	to	address	it.”

Þ Patients	are	learned	to	act	as	an	“external	cerebellum”



tDCS
=	transcranial direct	current stimulation

CEREBELLAR-INDUCED	DEFICITS:
Cerebellar	neurostimulation

TMS
=	transcranial magnetic stimulation

Þ Capable of	modulating (cerebellar)	cortical excitability non-invasively



• Crossed connections between the
cerebellum	and the cerebrum

• Location of	the posterior	
cerebellum	right	beneath the
skull

• High	concentration of	neurons

CEREBELLAR-INDUCED	DEFICITS:	
Cerebellar	neurostimulation

Lent	et	al.,	2012;	Vandervert,	2017

Pieterman	et	al.,	2016



CEREBELLAR-INDUCED	DEFICITS:	
Cerebellar	neurostimulation

Cerebellar	stimulation	

- Cerebellar	stroke
- Cerebellar	neurodegenerative	diseases	(ataxia)

- Extensive	bilateral	cerebral	cortical	damage
- Disorders	caused/accompanied	by	cerebello-cerebral	network	
anomalies	
- Neuropsychiatric	diseases	(Schizophrenia,	bipolar	disorder)
- Neurodegenerative	diseases	(Alzheimer’s	disease,	Parkinson’s	disease,	…)

van	Dun	et	al.,	2018



NEURODEVELOPMENTAL	DISORDERS:
Cerebellar	involvement

van	Dun	et	al.,	2018

CEREBELLAR	DAMAGE

Adults:	
- Subtle	effect	on	acquired	skills
- Most	pronounced	in	acquisition/learning	proces

Children (acquired	and	developmental	damage):
- Great	impact	on	cognitive	and	behavioral	functions
- Rare	improvement	with	conventional	therapy



NEURODEVELOPMENTAL	DISORDERS:
Cerebellar	involvement

van	Dun	et	al.,	2018

CEREBELLUM	implicated	in

- Developmental	Coordination	Disorder	(DCD)
- Dyslexia
- Autism
- Attention	Deficit	Hyperactivity	Disorder	(ADHD)



NEURODEVELOPMENTAL	DISORDERS:
Cerebellar	involvement

van	Dun	et	al.,	2018

ADHD
- Stimulant	therapy	(with	proven	effect	on	cerebellar	morphology)
- Teaching	internal	and	external	compensatory	strategies	

Autism
- Recognize	mental	states	of	others	and	behave	accordingly

DCD
- Focus	on	identifying	strategies	to	successfully	complete	motor	tasks

Dyslexia
- Cerebellar	motor	exercises	to	improve	cognition



NEURODEVELOPMENTAL	DISORDERS:
Cerebellar	involvement

van	Dun	et	al.,	2018

- Cerebellum-specific	training	(motor)	

- Cerebellar	stimulation	to	boost	cerebellar	neural	development

- Age-dependent	approach	according	to	developmental	stage



CONCLUSIONS



Cerebellar	role:
Motor

Motor	AND	cognition

Conclusions

Dysmetria of	thought:
Universal	Cerebellar	

Transform

Universal	Cerebellar	
Impairment

Modulator/coordinator														“Motherboard”	of	the	brain



Rehabilitation:

Cerebral-induced symptom ≠ Cerebellar-induced symptom

Different	therapeutic approach	required

Conclusions

Learn	to	act	as	“external”	cerebellum



The	cerebellar “motherboard”	
• The	cerebellum	as	modulator/coordinator of	motor,	cognitive,	and
affective functions through reciprocal cerebello-cerebral connections

Cerebellar-oriented therapy
• Cerebellar-induced deficits	require different	approach	than “symptom-
based”	treatment

Cerebellar	stimulation
• Potential treatment	aid in	several different	disorders	

Conclusions



In	memory	of	

Peter	Mariën


