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FORTNIoT: Intelligible Predictions to Improve User Understanding
of Smart Home Behavior
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Fig. 1. Based on self-sustaining predictions (e.g. the sun will set), FORTNIoT can deduce when trigger-condition-action rules
(e.g. IF sun set AND anyone home THEN lower the rolling shutter) will trigger in the near future and what effects
they will cause (e.g. the rolling shutter will lower).

Ubiquitous environments, such as smart homes, are becoming more intelligent and autonomous. As a result, their behavior
becomes harder to grasp and unintended behavior becomesmore likely. Researchers have contributed tools to better understand
and validate an environments’ past behavior (e.g. logs, end-user debugging), and to prevent unintended behavior. There is,
however, a lack of tools that help users understand the future behavior of such an environment. Information about the actions
it will perform, and why it will perform them, remains concealed. In this paper, we contribute FORTNIoT, a well-defined
approach that combines self-sustaining predictions (e.g. weather forecasts) and simulations of trigger-condition-action rules
to deduce when these rules will trigger in the future and what state changes they will cause to connected smart home entities.
We implemented a proof-of-concept of this approach, as well as a visual demonstrator that shows such predictions, including
causes and effects, in an overview of a smart home’s behavior. A between-subject evaluation with 42 participants indicates that
FORTNIoT predictions lead to a more accurate understanding of the future behavior, more confidence in that understanding,
and more appropriate trust in what the system will (not) do. We envision a wide variety of situations where predictions about
the future are beneficial to inhabitants of smart homes, such as debugging unintended behavior and managing conflicts by
exception, and hope to spark a new generation of intelligible tools for ubiquitous environments.
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1 INTRODUCTION
Devices are becoming smarter [52], and in combination with online services they constitute networked ap-
plications often labeled Internet of Things (IoT) applications [1, 19, 30]. In the context of smart homes, such
ubiquitous technologies are often meant to automatically respond to our presence and actions [28], for example
for automation of day-to-day household actions, to achieve peace of mind [10, 49], or to optimise the usage of
resources such as electricity [6, 25]. Besides major barriers such as high cost of ownership and a lack of flexibility,
widespread adoption of home automation technology is slowed down by poor manageability [10, 28].

In domestic applications of the IoT, entities such as smart devices (e.g. light bulbs, smart sockets) and services
(e.g. weather forecasts, social media) are often connected by a middleware. This is a platform that, among others,
can host trigger-condition-action rules that are commonly used to automate smart home behavior [24, 33, 46], even
by non-experienced users [64]. A trigger defines which event needs to occur before the condition is evaluated
(e.g. sun elevation changed). An optional condition is a boolean expression that evaluates to true or false (e.g.
sun == below horizon). An action defines what should happen when a rule is triggered and the condition is true
(e.g. turn on the light). In this paper, we refer to the invocation of a rule in three stages: a rule is (1) triggered
when an incoming event matches one of its triggers, (2) evaluated when its boolean expression is assessed, and
(3) executed when its actions are performed (which implies that the rule was triggered and evaluated to true).

Despite the simplicity of trigger-condition-action rules, non-technical inhabitants have difficulties in un-
derstanding their smart home [36, 38, 43] and may not be willing to invest time in learning this [10, 46, 73].
As the number of rules grows, it becomes increasingly hard to understand how the smart home is behav-
ing [11, 28, 37, 69, 70], users frequently misinterpret the behavior (e.g. they assume that rules are executed when
their condition evaluates to true, without getting triggered first), and are prone to introduce errors [10, 30, 35].
All this can cause unintentional actions and security vulnerabilities [70], such as unlocking a door at the wrong
moment [19, 28, 46], and results in a lack of trust of the user.
To counter such challenges, previous work focused, among others, on explaining a system’s actions while

they happen [44, 67, 68] and on debugging unwanted behavior [3, 19, 46]. These tools, however, mainly support
debugging past behavior [38], or require users to commit to a solution when composing the rules (i.e. at rule
creation time). While informing users about future events is already proven to be useful [17, 26, 62], no tools
currently exist to help users anticipate future actions of their smart home and unexpected system actions. To
address this gap and help users understand what their smart home will do in the future and why [7, 28, 42], we
present three main contributions in this paper:
(1) FORTNIoT, a well-defined approach that uses predictions (e.g. weather forecasts) to simulate when trigger-

condition-action rules will be executed in the future and to deduce what state changes these will cause to
other connected entities (Section 3);

(2) a visual demonstrator that presents these predictions in an intelligible overview of smart home behavior,
without requiring inhabitants to understand how trigger-condition-action rules work (Section 4);

(3) and a between-subject study with 42 participants to evaluate the impact of the predictions on the user’s
understanding of, and trust in, the smart home behavior (Section 5 and 6).
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The remainder of this paper is organised as follows: we first highlight the importance of intelligibility and
describe the state of the art regarding trigger-condition-action rules (Section 2). We then present the core
principles of FORTNIoT predictions (Section 3) and a visual demonstrator that includes these predictions in
a graphical user interface (Section 4). Next, we describe our methodology to clarify the impact of FORTNIoT
predictions on the user experience (Section 5) and report on both quantitative and qualitative results from our
study (Section 6). Finally, we discuss the key findings and opportunities for future work (Section 7).

2 RELATED WORK
In this section, we highlight the importance of intelligibility, provide an overview of academic visualizations and
debuggers for the IoT, and describe earlier research regarding simulations and semantics.

2.1 Intelligibility
Despite their apparent simplicity, composing trigger-condition-action rules is often a complex task for non-
programmers [36]. They lack knowledge about key concepts such as boolean expressions and operators [46], and
have difficulties in correctly understanding the distinction between events and conditions [30]. Changing user
requirements also cause smart homes to be reconfigured over time, for instance by adding entities (e.g. devices or
services) or editing rules [46]. As the number of rules grows, it becomes increasingly hard to fully grasp their
behavior [28, 37], and as the behavior is often automated, it can leave users feeling out of control [5], especially
when appropriate feedback is lacking [56]. To asses whether the environment is safe, secure, and operating as
intended at all times, users must understand what it is doing [38, 71]. Having a limited understanding can be
frustrating [5, 41], and can cause users to lose trust [2, 53]. More trust is, however, not always better, since users
might trust the system when it is not behaving as intended [72]. It is crucial to help users to ensure that the
system they created meets their expectation [11].

Intelligibility and scrutability have been identified as crucial properties to help users build a mental model about
how the environment is behaving [4, 7, 45]. Amongst others, intelligibility can help users understand system
states [38], and when and why automatic actions are performed [44, 67]. There are a few concerns that developers
of intelligible interfaces need to keep in mind: users are generally not interested in learning how the underlying
technology works [73], can easily be overwhelmed by large amounts of well-intended information [38, 51], and
their needs for intelligibility shifted over time from in-depth awareness to management by exception [38].

In the context of intelligibility in context-aware applications, Lim et al. describe different types of explanations,
including why, what, and what if [42]. They also put forward guidelines for explanations, such as providing
explanations automatically and supporting combinations of explanations [42, 57]. Edwards et al. translated these
guidelines to the context of smart homes and argue that inhabitants need to know what devices are doing and how
they can be controlled [28], but Jakobi et al. found that existing systems typically have limited self-explication
capabilities, which are often restricted to showing a list of triggered rules or sensed events in the past [38]. No
systems currently exist that explain how a smart home will behave in the near future.

2.2 Visualizations and Interaction
The common method to improve intelligibility is visualizing additional information in a meaningful way. In the
context of smart homes, however, the huge variety of entities, and thus information, needs to be considered
carefully to avoid overwhelming the user to the point where she simply decides to ignore the available informa-
tion [51]. If not handled mindfully, the solution of presenting additional information might actually become worse
than the problem of lacking intelligibility, as it comes with the trade-off of taking more time to interpret [14, 18].
It is also interesting to note that interactive explanations can be more effective than static explanations [14].
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Jakobi et al. recommend explaining behavior by relating it to routines [38]. With Casalendar, Mennicken et al.
explored this approach by integrating past and future entity states and system events into a shared calendar [51].
In their evaluation, users expressed a lack of relevant information about the future, such as weather forecasts
or the weekly cleaning schedule of the robot vacuum, as Casalendar included dummy data instead of actual
predictions. Others focused on monitoring and explaining actions, while they are being performed by the system,
for instance in traditional GUIs [39], virtual reality [29] and augmented reality [47, 65, 66]. Castelli et al.’s tool
combines predefined visualizations and a visualization creation tool to inspect logged smart home data [13]. Such
tool could be useful to visualize predicted smart home data as well. Visualizations developed to enhance the
intelligibility can often also be used to debug (unintended) behavior [22, 48]. In summary, previous efforts aim to
visualize interconnected behavior in real-time or in retrospect, and no tools currently exist to visualize or explain
the future behavior of smart homes.

2.3 Simulations and Semantics
An effective solution to ensure interoperability between entities is using semantics [27, 55], which describe the
capabilities of entities and the meaning of their connections [69]. To this end, the W3C created the Semantic
Sensor Networks ontology, which is currently used in a number of research projects [16]. By means of semantic
descriptions, virtual counterparts for real entities, connections and calculations can be created [55, 60]. Besides
quick deployment [54] and a decreased dependency on hardware during development [59], virtual counterparts
enable possibilities such as debugging virtual situations and running simulations. While emulators and simulators
are useful for basic testing, they are often insufficient or infeasible (e.g. no simulator available, or too many
dependencies) and must be complemented by tests on real devices [59].

Besides virtual entities, smart home behavior can be simulated by using models such as hybrid automata [11].
AppsGate, for example, can run programs using virtual data and time [21]. Similarly, the simulators of SAPI-
ENS [61] and the TARE editors [30] can validate which rules would be triggered in a simulated context entered
by the user. A newer version of the latter tool can also detect conflicts based on these simulations [46]. While
such simulations are useful to understand if and how a set of rules will work in a specific test context, it remains
cumbersome to validate whether the rules will work in all contexts. Corno et al.’s EUDebug is capable of detecting
the same conflicts, but in contrast to the TARE editor, this tool uses hybrid semantic colored Petri nets to simulate
rules and their interactions, without requiring the user to define a test context [19, 20]. In summary, previous
work has used simulators to help users understand how a set of rules will behave in a user-defined context, and
how rules can conflict in general. Using simulators to generate the outcomes of rules in the context of real entities
after those rules have been deployed, however, remains unexplored.

3 FORTNIOT: DEDUCING PREDICTIONS OF SMART HOME BEHAVIOR
Although substantial efforts have been made to accurately model the holistic behavior of a smart home [11, 70],
its (incomplete) behavior is typically described as a set of trigger-condition-action rules [24, 36, 38, 46]. Reasoning
about such a set of rules requires a substantial mental effort from users and depends on many external factors,
such as user input and data generated by sensors. In this section, we introduce FORTNIoT, an approach that
reuses these rules to predict future smart home behavior to help users understand how their smart home will
behave in the future. Compared to reasoning about an abstract set of rules, it is much easier to interpret concrete
predictions that demonstrate the behavior of the smart home.
The core principle behind FORTNIoT is presented in Figure 2: by simulating trigger-condition-actions rules

on self-sustaining predictions, we can deduce additional predictions about the future of the smart home. In the
context of Figure 1, for example, FORTNIoT uses self-sustaining predictions for the sun (e.g. it will set during the
evening), and three trigger-condition-action rules (e.g. IF sun set and anyone home THEN lower the rolling
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Deduced PredictionsTrigger-Condition-Action RulesSelf-sustaining Predictions
e.g. sun position, bus schedule e.g. IF sun sets THEN turn on lights e.g. light state changes

Fig. 2. The core principle of FORTNIoT. Based on self-sustaining predictions and trigger-condition-action rules, additional
predictions about the future can be deduced.

shutter). By simulating these rules using the predictions for the sun, FORTNIoT can deduce that the rolling
shutter will change state during the evening (e.g. it will be lowered).

3.1 Self-sustaining Predictions
Predictions such as weather forecasts, the position of the sun, or real-time public transit information are already
a commodity. We can adapt information that is already available in existing IoT middleware to basic predictions
about the future (e.g. the sun will set at 21:30). These predictions stand on their own and thus sustain themselves.
In this overview, we discuss their most important properties.

Type of predictions. We define two types of predictions: fixed and continuous. Based on the available information,
fixed predictions about certain entities can be made (e.g. tomorrow the sun will rise at 9:30). These predictions are
about specific moments in the future, and are not affected by rule executions or other entities. Such predictions
can be done once, at the start of the simulation. By contrast, continuous predictions are context-sensitive and can
be affected by other rule executions or entity changes (e.g. the room temperature will increase if the heating is on,
and will cool down when the air conditioning is turned on). The prediction of their state at time tn depends on
the predicted context at time tn−1. As a consequence, their states need to be updated throughout the simulation,
with a minimum interval. The smaller this interval, the more accurate the predictions (e.g. less overshooting).

Predictability and accuracy. Some self-sustaining predictions are more predictable and thus more certain to
happen, whereas others are nearly impossible to predict. Predictions based on user interaction, for example, are
highly uncertain. Using pattern recognition on logged events can mitigate this uncertainty to some degree, but
will never reach complete accuracy in most cases. Furthermore, predictions about the near future tend to be
more accurate compared to predictions about the distant future: when context information changes, predictions
might no longer be correct. For example, a user’s estimated time of arrival might shift when a traffic accident
occurs, so any rules that trigger when the user arrives at home need to be predicted again. We mitigate this
problem by updating predictions when the context changes [51]. The predictability and accuracy of self-sustaining
predictions is inherited by other predictions that are deduced from them. In this paper, we assume that self-
sustaining predictions are complete and accurate, and we discuss the implications in Section 7.

Availability of existing services. Can an external service already predict certain information (e.g. transit in-
formation, weather forecasts)? If yes, users probably have access to it (e.g. through a website, or an app). To
avoid information scattering, these predictions can be reused and integrated into a single overview. If not, an
internal model can be used to approximate the behavior of an entity. Depending on the desired accuracy and
the complexity of the behavior of the entity at hand, the most appropriate type of model must be selected. We
can use, for instance, heuristic models (e.g. a linear model for battery depletion rate), a mathematical formula
(e.g. to predict the elevation of the sun at a specific moment in time based on the coordinates of the observer), or
a machine learning model (e.g. pattern recognition for a user’s preferred temperature throughout a week). As
smart homes embed a heterogeneous set of entities, so can a heterogeneous set of models be used to approximate
each of their respective behaviors.
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3.2 Simulating Trigger-Condition-Action Rules
Besides self-sustaining predictions, FORTNIoT requires the trigger-condition-action rules that determine the
behavior of a smart home. Although some behavior might be built into an entity by its manufacturer (e.g. unlock
fail safe locks when the power is lost), we assume that such behavior can be modeled with rules as well.

Similar to Home Assistant, we assume all trigger-condition-action rules consist of three parts [33]. The trigger of
a rule defines which event needs to occur before the condition is evaluated (e.g. button press, indoor temperature

change, or location update). The condition is a boolean expression that evaluates to true or false, depending
on whether or not its constraints about the entities are satisfied (e.g. sun == below horizon, temperature < 20

degrees, or number of people at home > 0). Rules usually contain a trigger for the entity that is referred to in
the condition (e.g. when the condition is IF sun below horizon, there is a trigger sun position changed). When
multiple entities are referred to in the condition (e.g. when comparing two entities, or in AND conditions), rules
usually contain triggers for each entity (e.g. in IF sun below horizon AND somebody home, there are triggers for
sun position changed and person location updated). Only one incoming event at a given moment needs to
match one of the triggers to cause the entire condition to be re-evaluated, but only when all constraints of the
condition hold, the actions are executed. An action defines what should happen when the rule is triggered and
the condition evaluates to true. An action can be a request to change an entity’s state (e.g. turn on the living
spots) or a service call (e.g. post status update on social media). One rule can include multiple actions.

Similar to other tools that analyse existing behavioral models [17, 19, 46, 61], FORTNIoT reuses those models
by running them in a sandbox. To use trigger-condition-action rules for predictions, their components need to be
decoupled and adapted, so rules can be triggered, evaluated and executed in a simulation mode. First, triggers
need to be able to detect ‘virtual’ events for simulation purposes. Second, a condition needs to be able to evaluate
whether its constraints hold, based on a snapshot of all entity states at a specified moment in time. Last, the
actions of the rule cannot be executed directly on connected entities, but instead need be saved virtually as part
of the prediction process.

3.3 Deducing Predictions
Figure 3 presents the algorithm to deduce predictions about the future, by combining model-based predictions
and simulations of trigger-condition-action rules. The algorithm uses three main data structures: queue is a
chronologically ascending list that keeps track of all entity state changes that still need to be considered by
the algorithm, snapshot is a collection of all entity states at a specified moment in time, and future saves all
predictions about rules and which state changes their actions will cause.

Initialisation. The algorithm starts by initialising an empty queue and future, and then predicts fixed future
states using the adapters of each entity (e.g. the sun entity knows when the sun will set, the transit information
entity knows the future bus arrivals). All fixed self-sustaining predictions are collected in the queue. The algorithm
also takes a snapshot with all current entity states as a starting point. To maintain performance and accuracy, the
algorithm only runs until a predefined moment in the future (the end time in Figure 3).

Updating self-sustaining predictions. Since simulating every second of the future would be too time consuming,
the algorithm only simulates a discrete set of future moments. As next moment to be simulated, the algorithm
uses the time of the next state change in the queue, unless a minimum tick time is reached. This tick time assures
regular updates of the continuous predictions. At each tick (i.e. each moment that needs to be simulated, Figure 4),
all self-sustaining predictions are updated and more predictions can be deduced.

Deducing predictions. To deduce predictions, states are popped from the queue and passed to a rule manager
that checks which rules will be triggered. Each of these rules then evaluates its own condition, based on the latest
snapshot. The algorithm yields virtual states, based on the actions of all rules that evaluate to true. The newly
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Fig. 3. The prediction algorithm in FORTNIoT uses self-sustaining predictions and simulations of trigger-condition-action
rules to deduce which rules will be executed in the future and which state changes they will cause to the connected entities.

Continuous predictionsFixed predictions

Time

Fig. 4. Every vertical line is a tick or moment in time that needs to be simulated. In contrast to fixed predictions that will
happen at a specific moment (e.g. the sun will set), continuous predictions require to be updated at a minimum interval (e.g.
indoor temperature throughout the day).

predicted states are added to the future predictions, as well as to the queue and snapshot, as each of these new
states can result in other rules being triggered. If the queue contains multiple states that happen exactly at the
same time (e.g. when a rule caused two actions), the algorithm processes each of these states in no particular
order before moving on to the next tick, until the end time is reached.

Tracking causes and effects. Besides predicting what state changes will happen to the entities in the future, it is
also important to explain why these changes will happen [46]. To keep track of causes and effects, the algorithm
uses a separate data structure that stores the simulation time and the rule that was executed, as well as the IDs of
causing states and resulting states.

3.4 Proof-of-Concept Implementation of FORTNIoT
In order to perform an evaluation that is representative for the capabilities of FORTNIoT and to facilitate future
research, we implemented the algorithm described in the previous section on top of Home Assistant [32], an
open source middleware that integrates many kinds of IoT entities. The architecture is presented in Figure 5 and
consists of three major components that correspond with the main principles of FORTNIoT: the Rule Manager,
the Adapter Manager, and the Prediction Engine.

The Rule Manager keeps track of all trigger-condition-action rules, both for user-defined rules and rules that
replicate the behavior embedded into some devices by the manufacturer. We opted to not use the rule manager
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Fig. 5. Our proof-of-concept implementation is built on top of Home Assistant [32], an existing middleware to manage IoT
entities in a smart home. We implement a custom rule manager to allow the simulation of trigger-condition-action rules.

of Home Assistant because it lacks the required “simulation mode”, and implemented our own Rule Manager
instead. In addition, our implementation of the Rule Manager keeps track of why the condition of a rule evaluates
to true and which entity states result from the actions of the rule, for the purpose of intelligibility.
The Adapter Manager keeps track of all adapters that collect information from Home Assistant to generate

new self-sustaining predictions. These predictions can be supplied in two distinct ways, depending on the type of
prediction. Adapters can provide fixed predictions once at the start of the simulation (e.g. at 14:35 it will start
to rain). Alternatively, at the start of every tick, an update method is called to give every adapter the chance to
provide a continuous update of the future states of the entity it represents, based on the states of all entities at the
end of the previous tick (e.g. the room temperature will decrease by 0.1 °C because the air conditioning turned on
at the end of the previous tick).
The Prediction Engine accesses both aforementioned managers to implement the prediction algorithm

presented in the previous section. The algorithm is executed for every incoming event or context change to
prevent the predictions from becoming outdated [50].
Currently, only the IoT middleware of Home Assistant is used, but other middleware can be supported by

implementing new adapters that collect information and use it to generate new self-sustaining predictions. Similar
to the current implementation, the trigger-condition-action rules need to be imported or replicated in the Rule
Manager of FORTNIoT. The Predication Engine does not require any changes and exposes all predictions by
means of a RESTful API (Figure 5), which can be accessed by any user interface that requires predictions, such as
our visual demonstrator, for example.

4 VISUAL DEMONSTRATOR
To demonstrate how FORTNIoT predictions can be used, we designed and implemented an overview that embeds
FORTNIoT predictions into an interactive timeline. Such an interface can be a powerful tool for users who need
to understand what will happen in their smart home and why, without the need for knowledge about the inner
workings of the system [10, 28]. Since intelligible systems should explain what they will do and why [28, 42] to
help users understand whether the system meets their expectations [11], and because current systems do not
explain how a smart home will behave in the near future [38], we decided on two main goals. The first goal,
G1. Display what will happen to entities in the future, helps inhabitants to answer questions such as “What are
their predicted future states?”, “When will they change state?” and “How long will they remain in that state?”.
The second goal, G2. Display why the entities will change, helps inhabitants to understand which rules will cause
these changes, why those rules will be triggered, and why the conditions of those rules are satisfied.
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To accomplish these goals, we used an incremental and iterative design process: we started from the history
visualization inside the dashboard of Home Assistant [34], which includes horizontal rows with blocks that
represent historical states for each connected entity. We extended it by also including predicted states, by
incorporating information about when rules will be executed, and by highlighting causes and effects. We only
added one feature at a time and gathered feedback from two HCI researchers who were not involved in this project
during every iteration. In the remainder of this section, we highlight our main design choices and rationale.

Entities and Changes. Our visualization in Figure 6 is based on a timeline, since time is generally considered a
fitting structure for understanding smart home behavior [38, 50]. It closely resembles the history view of Home
Assistant itself [34]. In contrast to Mennicken et al. [50], who integrated information about the system’s state
in a calendar, we opted to combine all information (including calendar data) in a timeline. The rows at the top
each depict an entity, such as the sun or the living room spots. Depending on the resolution of the display, the
visualization scales to around 15-20 rows of entities and rules that are visible without the need to scroll. We
envision this to be enough for deployments in real smart homes, as rows can be filtered dynamically by relevance,
for example based on the time or the user’s location. The blue bars inside a row depict the states of the entity,
so it is easy to discover upcoming changes to entity states. The zoom level and viewport of the time can be
manipulated by scrolling and panning respectively. A vertical red line denotes the current time and moves
slowly to the right as time passes. The visualization seamlessly combines logged information with predictions
from FORTNIoT. The visualization meets goal G1 by making it easy to view the holistic state of the smart home
at any point in time, which is otherwise difficult to grasp [38].

Rules and Executions. We add rows to the visualization for each individual trigger-condition-action rule to
provide a clear overview of when they will be executed. These rows are grouped together at the bottom. Two types
of rules are supported: rules that are provided by the user (e.g. IF sun rises THEN turn off the living spots)
and rules that model the behavior built into an entity by the manufacturer (e.g. IF power loss THEN unlock

the door). The blue dots inside a trigger-condition-action row represent the moments when the corresponding
rule will be executed: solid dots mean that the actions of the rule will be executed and that those actions affect
the state of some entities (e.g. the living room spots will turn off), while empty dots mean that the actions of
the rule will not cause any changes to entity states (e.g. as the living room spots will already be turned on, no
actual changes happen when the sun sets). While empty dots do not contribute to the overall behavior of the
smart home, we opted to include them to avoid confusion about absent rule executions.

Causes and Effects. To visually explain causes and effects and meet goal G2, we rely on the visualization
principle of providing an overview first and details on demand [63]: by selecting a future state of an entity
, the user activates a visualization that explains how and why this state will come to be (Figure 7). To avoid

visual clutter by adding extra graphical elements, the visualization instead reuses existing graphical elements

Fig. 6. The visualization seamlessly combines logged information (before the red line, e.g. the living room spots are on) and
predictions from FORTNIoT (after the the red line, e.g. the spots will turn off around 9:30).
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Fig. 7. When selecting an entity state in the future, the rule that will cause this state is highlighted, as well as the states that
cause the condition of this rule to evaluate to true.

by highlighting all related entity states and the corresponding rule execution in yellow. Arrows inside the
highlighted bars distinguish between causes and effects. The selected state, as well as any other states that
represent consequences from executing the actions of this rule, are depicted with an arrow to the right (i.e. the
effects). The states that will contribute to satisfying the condition of the rule, and thus will cause its execution,
are depicted with an arrow to the left (i.e. the causes). The visualization assumes that all entities that trigger the
rule also occur in its condition and does not visually distinguish them. All highlighted elements are connected by
means of a yellow vertical line , which also pinpoints the time at which the rule execution will be triggered.
Only a single mapping from causes to their effects is shown at a time (e.g. a single rule execution). When a

causing state of one rule is also the effect of another rule, the user can click it to activate a newWHY-visualization
for that state. These steps can be repeated to navigate through the causality chain until the cause of a state is
unknown by the system (e.g. the system does not explain why the sun’s position changes throughout the day).

5 STUDY DESIGN
We performed a between-subject study to evaluate the impact of FORTNIoT predictions on the user’s understand-
ing of, and trust in, the smart home behavior and to evaluate whether the visual demonstrator reaches the goals
for which it was designed. Based on the design rationale listed in Section 4, we postulated three hypotheses:

H1. FORTNIoT predictions lead to a more accurate understanding of the smart home behavior. In particular, we
expect participants to better understand what actions will happen and why those actions will happen.

H2. FORTNIoT predictions lead to a more appropriate trust in the smart home behavior. We expect participants
to have reduced undertrust (i.e. they trust the system more when it is behaving correctly) and reduced overtrust
(i.e. they trust the system less when it is behaving incorrectly).

H3. FORTNIoT predictions lead to more confidence in participants’ understanding of the smart home behavior.

5.1 Experimental Design and Measurements
To reduce the impact of design as a variable, our between-subject study compares the visual demonstrator of
Section 4 (the FORTNIoT condition, shown in Figure 8) to a version of the same interface that does not include
the predictions generated by FORTNIoT (the baseline condition, shown in Figure 9). The baseline interface offers
all information currently found in state-of-the-art tools (e.g. overview of entities and rules, and self-sustaining
predictions such as calendar information), and even improves upon state-of-the-art tools by integrating all those
pieces of information into one coherent visualization.
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Fig. 8. The FORTNIoT condition includes self-sustaining predictions from external sources (e.g. dad will come home), as well
as when and why the rules will be executed and which actions they will cause (e.g. the heating will turn on).

Fig. 9. The baseline condition only includes self-sustaining predictions from external sources (e.g. dad will come home) and a
list of all the rules, but does not predict which rules will be executed or which actions will be performed.
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Fig. 10. The procedure of the between-subject study, with a baseline and FORTNIoT condition.

Due to the COVID-19 pandemic [58], we shifted our study to one-on-one remote video calls between the
participant and facilitator. Each participant was asked to share her/his screen to ensure that the experiment
was being executed appropriately and consistently, and we had the participant’s undivided attention [15]. The
procedure of the study is outlined in Figure 10: after an informed consent, participants filled in a pre-questionnaire
about their demographics and experience. During the tutorial, participants read a single-page manual about the
basic visualization of entities and trigger-condition-action rules. Participants using FORTNIoT had to read an
extra page about the additional elements (e.g. the visualization of triggered rules, and causes and effects).
To compare understanding and trust between conditions, participants answered questions related to smart

home scenarios presented in five use cases. The first use case was always a simplistic training scenario with
three entities and rules. The following four use cases (Table 1) were presented in random order. The use cases
were created by replicating the entities in our direct environment and by organising them by functionality
(television, temperature, weather, and security), which resulted in 7− 11 entities per use case. We aimed to
automate the behavior of these entities in a realistic but non-trivial manner by adding at least 5 relevant trigger-
condition-action rules. During the evaluation, we loaded the set of virtual entities and rules into FORTNIoT,
and prepopulated the logs and self-sustaining predictions with fixed entity states to ensure consistent smart
home behavior across all participants. Only for participants in the FORTNIoT condition, rule executions were
simulated by FORTNIoT to deduce additional consequences. Participants could explore all information using the
visual demonstrator. Screenshots of the demonstrator for all use cases in both conditions are available in our
supplementary material. We did not provide participants any additional information, such as descriptions of the
smart home, to drive the need for exploration and to validate whether our visualizations are truly intelligible.

To measure understanding, we asked participants to think aloud and report what will happen in a scenario and
why. Participants were asked to notify the facilitator when they believed to have found all answers (often not all
future entity changes were actually found). Next, participants expressed the confidence in their answers on a
5-point Likert scale. Exploring the visual demonstrator helped participants to build a mental model of connected
entities and rules, which was required for the next steps in the experiment.
To measure appropriate trust [72], participants had to validate four statements in slight variations of the use

cases. These variations used the same entities and rules, but different entity states and self-sustaining predictions.
In other words, the variations of the smart homes behaved identically, but in different contexts. Each statement
was always combined with the same variation of the use case, and the order of the statements was random. To
avoid bias, participants were not told that half of the statements were true (Table 3), and the others were false
(Table 4). For each statement, participants again expressed their confidence on a 5-point Likert scale.

We measured the time that participants needed to decide on their final answer for completeness, and decided
against imposing any time limit. The facilitator continuously monitored the screen and took notes about the
participants’ think-aloud reasoning. At the end of each use case, participants completed a short questionnaire
about the task difficulty and their perceived understanding. In a final post-questionnaire, we queried participants
about their strategy to find answers, and they completed the System Causality Scale [31], which is a more
specialized version of the generic System Usability Scale [9]. It aims to quickly measure the usefulness of (visual)
explanations and to what extent they are suitable for explaining a system.
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Table 1. The complexity of the use cases, measured by the number of rules, number of times those rules are executed, number
of entities, and number of times entities will change state. Some rule executions do not cause any entity change, when the
entity already has the state specified by the actions of the rule.

Use case # Rules # Rule executions # Entities # Entity changes
television 6 6 8 4
temperature 7 12 7 8
weather 7 7 11 7
security 5 5 9 4

5.2 Participants
Via social media, we recruited 42 participants with varying backgrounds (6 business, 2 communications, 6
computer science, 3 education, 6 engineering, 3 government, 4 legal, 1 logistics, 3 health, 3 research, 4 students,
and 1 unemployed). No prior knowledge about coding, trigger-condition-action programming or IoT was required.
Although 7 participants were experienced to very experienced with coding, only 2 were experienced to very
experienced with trigger-condition-action programming or IoT. We randomly assigned each participant to one
of two groups for our between-subject experiment. The first group had 10 female and 11 male participants (11
aged 21-29, 4 aged 30-39, 5 aged 50-59, and 1 aged 60 or older). The second group had 13 female and 8 male
participants (12 aged 21-29, 5 aged 30-39, 3 aged 40-49, and 1 aged 50-59). Each participant received a voucher of
e10 as a token of gratitude for participating in the study, which took 90 minutes on average.

6 ANALYSIS AND RESULTS
For binomial data (e.g. whether or not participants found an entity change, or whether they thought a statement
was true or false), we used Fisher’s exact test to determine statistical significance, since our sample size is
small (i.e. for some data points smaller than ten). Given the exploratory nature of our study, we applied the
Benjamini-Hochberg procedure to control the False Discovery Rate [8]. We used Mann-Whitney U tests to
evaluate differences for Likert-scale ratings about the user experience and confidence. Written qualitative remarks
were grouped by the facilitator using thematic analysis.

6.1 Awareness and Understanding
When asked what is going to happen in the smart home, baseline participants missed 118 entity changes (out of 21
participants × 23 entity changes per participant = 483 entity changes in total). In contrast, FORTNIoT participants
were significantly more aware and missed only 7 entity changes (N = 966,p < 0.001,odds ratio = 21.9). Those
participants also understood significantly more often why changes will happen (N = 966,p < 0.001,odds ratio =
7.5). A breakdown of all entity changes is presented in Table 2.

Across all use cases, six baseline participants mentioned that the amount of entities and rules made it ‘hard to
keep an overview”, and eight commented that it was “easy to miss something. Moreover, multiple participants
remained unsure about details such as “does cloudy weather mean it is going to rain?” (six participants), ‘does the
room cool down when the floor heating is in ECO mode?”, and “is this a movie or TV show?” (P10). Such details are
important, because wrong assumptions can lead to incorrect expectations about the smart home behavior. Some
participants found the antecedence between rules to be unclear, and incorrectly assumed that some rules were
“more important than others” (P14), or “override each other” (P05, P28 and P37).

In the television case, 71.4% of the baseline participants missed E3. We believe this was caused by some
participants considering each rule only once, while in fact the IF news and somebody is home THEN turn on TV
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Table 2. The number of participants who found the entity state change and understood why it will happen. Significance
determined using Fisher’s exact test with Benjamini-Hochberg corrections (* p < 0.05, ** p < 0.01, *** p < 0.001).

Use case Entity state change Found (%) Why (%)

television

E1 TV turns on when the evening news starts 81.0 / 100.0 81.0 / 100.0
E2 TV turns off when sleeping 71.4 / 100.0 71.4 / 100.0
E3 TV turns on when the morning news starts 28.6 / 100.0 *** 28.6 / 100.0 ***
E4 TV turns off when mom leaves 76.2 / 95.2 76.2 / 95.2

temperature

E5 Target temperature −→ 21 when dad comes 95.2 / 100.0 95.2 / 100.0
E6 Target temperature −→ 15 when routine = sleeping 95.2 / 100.0 95.2 / 100.0
E7 Target temperature −→ 21 when morning 95.2 / 100.0 90.5 / 100.0
E8 Target temperature −→ 15 when mom leaves 100.0 / 100.0 100.0 / 100.0
E9 Floor heating turns on when dad comes home 66.7 / 95.2 71.4 / 90.5
E10 Floor heating turns to eco when temp reached 71.4 / 100.0 76.2 / 100.0
E11 Floor heating turns on in the morning 52.4 / 95.2 * 52.4 / 90.5
E12 Floor heating turns to eco when mom leaves 38.1 / 100.0 *** 23.8 / 95.2 ***

weather

E13 Chandelier turns on when the sun sets 85.7 / 100.0 81.0 / 100.0
E14 Floor lamp turns on when the sun sets 85.7 / 100.0 81.0 / 100.0
E15 Rolling shutters lower when the sun sets 76.2 / 100.0 * 71.4 / 100.0 *
E16 Chandelier turns off when the sun rises 85.7 / 100.0 81.0 / 90.5
E17 Floor lamp turns off when the sun rises 81.0 / 100.0 76.2 / 90.5
E18 Rolling shutters raises when the sun rises 85.7 / 100.0 81.0 / 100.0
E19 Rolling shutters lower when outdoor temp > 25°C 90.5 / 90.5 85.7 / 90.5

security

E20 Front door will unlock when dad comes home 100.0 / 100.0 100.0 / 100.0
E21 Front door will lock when routine = sleeping 90.5 / 95.2 90.5 / 100.0
E22 Front door will unlock when dad leaves 9.5 / 95.2 *** 9.5 / 52.4 *
E23 Front door will lock when mom leaves 76.2 / 100.0 76.2 / 100.0

Baseline FORTNIoT

rule triggered twice (E1 and E3). In the temperature case shown in Figure 8 and Figure 9, 47.6% and 61.9% of
baseline participants missed E11 and E12 respectively, which are caused by E7 and E8. We believe they did not
realise the action of one rule can trigger another rule (e.g. executing IF somebody home THEN target temperature

= 21 will also trigger IF target temperature > measured temperature THEN turn on floor heating).
Most of the time, participants who identified that an entity state change will happen also understood why it

will happen. This makes sense, as baseline participants had to reason correctly to find the event in the first place,
and FORTNIoT participants had an interactive feature to explore cause and effect. In the security case, however,
only 52.4% of the FORTNIoT participants who found that the front door will unlock when dad leaves (E22)
were able to explain why: when dad leaves, the IF somebody is home THEN unlock the front door rule is
triggered and its condition is evaluated. This condition (counter-intuitively) evaluates to true because mom is still
home, and thus the front door will open again. FORTNIoT participants were still drastically better informed than
the baseline participants, where only 9.5% understood why. Furthermore, 95.2% of the FORTNIoT participants
were successfully informed about this (dangerous) event, whereas only 9.5% of the baseline participants were
aware. To remedy the confusion experienced by the FORTNIoT participants, we recommend highlighting not
only the states that satisfy the condition of the rule, but also states that trigger the condition to be evaluated.
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Table 3. The percentage of participants with undertrust when validating true statements (i.e. who wrongfully claim that a
statement is false; lower is better). The remaining participants trust the behavior appropriately. No significant differences
found after the Benjamini-Hochberg corrections.

Use case True statement Undertrust (%)

television
T1 TV will turn on when the news starts and somebody is home 9.5 / 4.8
T2 Led strip turns on when the Superbowl starts 42.9 / 4.8

temperature
T3 Floor heating will start heating in the morning 9.5 / 4.8
T4 Floor heating −→ ECO when target temperature reached 0.0 / 0.0

weather
T5 Rolling shutter will raise at run rise, even when nobody is home 9.5 / 0.0
T6 Rolling shutter lowers when the wind speed reaches 55KM/H 4.8 / 0.0

security
T7 The front door unlocks when somebody leaves who is not last 23.8 / 19.1
T8 All doors unlock when smoke is detected 0.0 / 0.0

Baseline FORTNIoT

6.2 Appropriate Trust and Confidence
Having more appropriate trust means that participants have less overtrust (e.g. they agree less often with the
false statements in Table 4), and have less undertrust (e.g. they agree more often with the true statements in
Table 3). Fisher’s exact test revealed a significant difference in undertrust between FORTNIoT and the baseline
(N = 336,p < 0.01,odds ratio = 0.3). A breakdown of the number of participants with undertrust for each true
statement is shown in Table 3. The only notable difference for undertrust, although no longer significant after
the Benjamini-Hochberg correction, occurs for statement T2. In that situation, mom and dad are not home, but
the TV is on (for some reason). The Super Bowl is starting soon and because of the rule IF TV is on AND playing

sports THEN turn on led strip, the led strip will turn on. 42.9% of the baseline participants, however, thought
T2 was false. Some participants (incorrectly) assumed that the TV will turn off because of the rule IF nobody

home THEN turn off TV, but this rule was overridden by the household by turning the TV on again. Since there
are no related entity state changes before the Super Bowl starts, the rule will not be triggered again.
Fisher’s exact test also revealed a significant difference in overtrust between FORTNIoT and the baseline

(N = 336,p < 0.001,odds ratio = 0.2). A breakdown of the number of participants with overtrust for each false
statement is shown in Table 4.
One overarching mistake was that baseline participants often incorrectly assumed that when a rule exists,

the opposite of that rule is implied to automatically revert the actions when the condition no longer holds
(e.g. IF sun sets THEN turn on the lights implies IF sun rise THEN turn off the lights). This might be
attributable to the fact that our participants are non-experts and do not yet have a proper understanding of how
trigger-condition-action rules work. A significant difference in overtrust was revealed for F8, where 71.4% of
the baseline participants incorrectly assumed that all doors are locked when everyone is sleeping. Participants
received seemingly conflicting information about the future: mom and dad’s routine will become ‘sleeping’
because they usually go to bed at that time, but they actually arrive home later. The rule IF everyone is sleeping

THEN lock the front door will be triggered based on their routine, and afterwards the rule IF anyone home

THEN unlock the front door will be triggered by them coming home late. Some baseline participants incorrectly
assumed that the door will lock again: six participants assumed the rule to lock the door will trigger again,
while P19 thought the rule had a “higher priority”. P03 and P39 failed to notice the conflicting information and
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Table 4. The percentage of participants with overtrust when validating false statements (i.e. who wrongfully claim that a
statement is true; lower is better). The remaining participants trust the behavior appropriately. We determined significance
using Fisher’s exact test with Benjamini-Hochberg corrections (* p < 0.05, ** p < 0.01, *** p < 0.001).

Use case False statement Overtrust (%)

television
F1 All lights turn off when Star Wars starts 23.8 / 4.8
F2 Led strip turns on when the superbowl starts 28.6 / 0.0

temperature
F3 Airco will turn on when target temperature < measured temperature. 14.3 / 9.5
F4 Floor heating will turn on earlier to anticipate target temperature 19.0 / 4.8

weather
F5 All lights will turn off when the sun rises 4.8 / 4.8
F6 Rolling shutter will raise when the wind speed drops below 55KM/H 14.3 / 0.0

security
F7 All doors unlock when routine = sleeping ends 28.6 / 4.8
F8 All doors are locked as long as everyone is sleeping 71.4 / 14.3 **

Baseline FORTNIoT

overlooked that mom and dad will be home late. 28.6% of the baseline participants thought F2 was true because
the TV is currently on and the Super Bowl will start soon, which will trigger the rule IF tv is on AND playing

sports THEN turn on led strip. They overlooked, however, that mom and dad will leave and the TV will turn
off because of the rule IF nobody home THEN turn off tv, and as a result, the rule that turns on the led strip will
no longer be triggered.

Compared to baseline participants, FORTNIoT participants were significantly more confident in their answers
when explaining what will happen (p < 0.001,U = 4542.5,Z = 3.50, r = 0.27) and when validating statements
(p < 0.001,U = 65118.5,Z = 4.56, r = 0.18). More specifically, they were more confident when they had
appropriate trust (p < 0.05,U = 13178.5,Z = 2.54, r = 0.14) and appropriate distrust (p < 0.001,U =
11704.5,Z = 3.38, r = 0.19). Our data do not show a significant difference in confidence when participants had
undertrust or overtrust. Eight baseline participants were not completely confident in their interpretations, and
eight baseline participants were not fully confident when they could not find information (e.g. rules) about the
statement at hand. P05 and P06 even stated that they gave the smart home the benefit of the doubt when they
could not find this information. Furthermore, six baseline participants reported that it took a lot of effort to
check all information and they feared mistakes. Another source of doubt were conflicting states (six baseline
participants) and not knowing which rule “has priority” (six baseline participants). FORTNIoT participants
reported the aforementioned reasons much less often, but five of them mentioned that they lost confidence when
the deduced predictions did not match their expectations.

6.3 Solution Strategy
Based on participants’ self-reported strategies and notes taken by the facilitator, we observed clear differences
between conditions in the strategies to find answers on what and why questions. All FORTNIoT participants
except one used the dots as a starting point to understand when something will happen: the solid dots “gave
a good overview” (P12) and “can solve everything” (P18). P40 stated that the empty dots “are not important
because they don’t have any actions”, while P07 considered them “a second chance ... in case the first rule won’t be
executed”. Everyone then clicked the dots to better understand why the rule at hand will be executed. This feature
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Table 5. After completing each use case, participants responded to 5-point Likert scale questions about perceived ease the
find the answer, understanding, and trust in the smart home behavior.

Easy to answer Understand behavior Trust behavior

television
FORTNIoT

0% 25% 50% 75% 100% 0% 25% 50% 75% 100% 0% 25% 50% 75% 100%

Baseline

temperature
FORTNIoT

Baseline

weather
FORTNIoT

Baseline

security
FORTNIoT

Baseline

Strongly disagree Disagree Neutral Agree Strongly agree

proved particularly useful when multiple rules trigger in a short time span. Seventeen FORTNIoT participants
also validated the dots by reading the rules or by looking at the predicted states.

By contrast, baseline participants had to assemble answers by combining written rules with external predictions
using one of two strategies: rule-driven or state-driven. Those who employed a rule-driven strategy went over
the list of rules only once and evaluated for each rule whether or not it would be executed given the context at
hand. This strategy was inadequate, since actions of one rule can affect another rule (e.g. E11 and E12), so some
rules needed to be revisited multiple times. A state-driven strategy, on the other hand, required more mental
computation, because it required a pass over the list of rules for every future entity state. This approach resembles
our proposed algorithm, but the order in which entity states are evaluated makes or breaks this approach. Five
baseline participants used a random order, while only a chronologically ascending order guaranteed correct
answers. At least four participants across both strategies mentioned the need to start over when they encountered
a new fact that might invalidate their previous response, which was very time consuming.

Welch’s t-tests showed that, compared to baseline participants, FORTNIoT participants required significantly
less time to find out what will happen(t(146) = −4.82,p < 0.001,Cohen′s d = −0.77), and decide whether or
not to trust the behavior (t(602) = −2.47,p < 0.05,Cohen′s d = −0.20)". Since the experiment was carried out
remotely, however, we refrain from drawing any conclusions based on this data.

6.4 User Experience and System Causability Scale
After completing each use case, participants responded to 5-point Likert scale questions about perceived ease
to find the answer, perceived understanding, and self-reported trust in the smart home behavior of that use
case. Their answers are depicted in Table 5. Overall, FORTNIoT participants agreed significantly more with the
statement “It was easy to answer questions about the smart home behavior”, compared to baseline participants
(p < 0.01,U = 4497,Z = 3.27, r = 0.25). FORTNIoT provided “sufficient details” (P05) and presented them clearly
(five participants). Interestingly, five participants thought the baseline presented a clear overview as well, while
eight participants were overwhelmed, and found it hard to interpret (two participants), time consuming to apply
the rules to the states (four participants) and hard because some rules have “AND conditions” (two participants).

Regarding the statement “I understand the smart home behavior”, FORTNIoT participants agreed significantly
more than baseline participants (p < 0.01,U = 4338,Z = 2.79, r = 0.22). FORTNIoT participants commented
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that they understood causes and effects well (P17, P40), and attributed it to their visualization (P01, P04, P09) and
the clear presentation of rules (P17). In contrast, baseline participants doubted their own interpretation (P19, P22,
P26), for instance because they assumed some kind of “priority” between rules (P03, P11, P14).

Although we measured a significant difference in the levels of agreement with the statement “I trust the smart
home behavior” (p < 0.01,U = 4429,Z = 3.03, r = 0.23), the qualitative results are similar for both conditions:
some smart homes are “badly programmed” (baseline: P08; FORTNIoT: P17 and P35) and “will not work in all
situation (baseline: three participants; FORTNIoT: four participants). Some comments suggest that trust also
depended on what kind of entities the smart home behavior was dealing with: P34 (baseline) said “I don’t care when
the lights or TV are [behaving unexpectedly]”, while several participants expressed that incorrect programming of
the door’s lock could lead to dangerous situations (baseline: one participant; FORTNIoT: three participants).
Participants rated the baseline version 73.0 on the System Causability Scale, whereas FORTNIoT was rated

82.3. The Mann-Whitney U tests showed significant improvements regarding the statements “I understood the
explanations within the context of my tasks” (p < 0.05,U = 295.5,Z = 2.11, r = 0.33), “I could change the level of
detail on demand” (p < 0.05,U = 312,Z = 2.43, r = 0.37), and “I did not need more references in the explanations”
(p < 0.05,U = 312.5,Z = 2.41, r = 0.37).

7 DISCUSSION
Our between-subject study with non-experienced users yielded interesting results for both the visual demonstrator
of FORTNIoT and the baseline version. Both quantitative and qualitative results confirm that baseline participants
still experienced difficulties in understanding what will happen in the smart home. In particular, they struggled
when seemingly conflicting entity states are presented, when rules “conflict with each other”, or when rules
unexpectedly (not) trigger.

7.1 Summary and Discussion of Key Findings
Based on the results of the study, we revisit the three hypotheses that we put forward in Section 5:

H1. FORTNIoT predictions lead to amore accurate understanding of the smart home behavior. The FORTNIoT
condition shows greatly improved scores on the System Causability Scale, which participants attributed to having
more information available: they were able to answer the questions by interpreting the visualization, without
predicting the future themselves (i.e. the baseline). Usage of FORTNIoT, however, was not limited to merely read-
ing the visualization, as most participants also interacted with the dots to trigger the WHY-visualization and read
the rule descriptions to double-check their interpretation. FORTNIoT participants missed significantly less entity
states changes (1.4%) compared to baseline participants (24.4%), so the extensive predictions helped participants
to be more aware of what will happen in the smart home. In 95.4% of the cases, FORTNIoT participants also
understood why something will happen, whereas baseline participants only understood this in 73.7% of the cases.
These results confirm hypothesis H1.

H2. FORTNIoT predictions lead to a more appropriate trust in the smart home behavior. A more accurate
understanding should result in a better assessment of the statements about the smart home behavior. Indeed,
FORTNIoT participants show a reduced overtrust. Surprisingly, the data do not show a difference in undertrust,
which might be attributable to our between-subject design: participants of both groups believed that they were
using the outcome of a research project, which might have increased trust in general. Nevertheless, we have
evidence that confirms hypothesis H2.
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H3. FORTNIoT predictions lead tomore confidence in participants’ understanding of the smart home behavior.
Regardless of whether their answers were correct or not, FORTNIoT participants were significantly more confident
about them compared to the baseline participants. This is true for the open-ended what and why questions, as
well as the binary assessments of our statements. These results confirm hypothesis H3.

We are encouraged by the high numbers of participants who understood what will happen and why in
our controlled lab study with 5-7 rules and 7-11 entities per use case. Accuracy will inevitably decrease when
FORTNIoT is deployed in real smart homes with more connected entities with self-sustaining predictions, and
larger rule sets that lead to more deduced predictions. Notwithstanding, as the complexity grows, tools like
FORTNIoT become indispensable to help users to better understand and trust their smart home. For such intricate
cases, the scalability of the visualization can be improved by, for example, automatically hiding rows for entities
and rules that are not involved in the current rule execution, or employing a tree-like hierarchy based on the
rooms inside the house and/or the types of entities.
Predictions are particularly useful for inhabitants who are not yet fully aware of how the smart home is

behaving (i.e. in the early deployment of the network) [38]. They can, however, also be useful in later stages,
for example when a set of rules was modified. Based on the quantitative and qualitative results, we also gained
insights into how to improve the visual demonstrator. From E22 in our user study, it emerged that future designs
should clearly distinguish between states that trigger the rule and states that satisfy the condition of the rule.
Other properties, such as execution delays and repeating actions, can be visualized as well.

7.2 Limitations and Future Work
As FORTNIoT is the first attempt to pro-actively calculate intelligible predictions about the future, its proof-of-
concept implementation, the visual demonstrator, and the evaluation still have limitations that present interesting
opportunities for future work.

Prediction accuracy and scope. Predicting the future of a smart home is challenging, and the accuracy of the
predictions is affected by several factors. First and foremost, we assume a closed world, where all information
about the future is defined by the self-sustaining predictions and a set of trigger-condition-action rules. In an open
world, however, unpredictable events happen (e.g. an inhabitant who interferes with the intelligent lighting by
controlling some lamps manually) and the rule set might not cover all behavior (e.g. some behavior is embedded
into the firmware of an entity). Furthermore, the accuracy of predictions deduced by FORTNIoT depends on the
accuracy of the self-sustaining predictions. If the weather forecast turns out to be inaccurate, the predictions
about rules and entities that depend on it were inaccurate as well. Our proof-of-concept implementation attempts
to mediate this by considering only future paths with the highest probability, and updating all predictions for
each detected change or event [50]. The visual demonstrator could show additional feedback that emphasizes
these updates, to inform users of changes. In addition, richer models can take into account extra information,
such as probabilities or logged information about the past, to more accurately model the holistic behavior of a
smart home [11, 70]. The visual demonstrator can present these probabilities to show system confidence [42].

We envision two complementary approaches to handle probabilities: (1) defining probability density functions
that denote for each reachable state the probability of actually switching to that state (e.g. probability of rain or
sunshine in a weather forecast), and (2) calculating probability bounds that define the time window in which an
event will probably occur (e.g. a bus arriving at a bus stop). Since predictions are interdependent, the prediction of
one entity state will most likely impact other predictions as well. By branching a future prediction at each point
of uncertainty, a tree of possible futures can be generated. Computing the entire tree quickly becomes infeasible,
and visualizing it will overwhelm users. Instead, we recommend generating only the most probable future, by
selecting the most probable option at each branch point. The visual demonstrator, however, could visualize these
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branch points and allow users to select an alternative state (e.g. because they think it is more likely to happen).
The prediction algorithm would then compute an alternative future. Predicting and showing alternative futures
on-demand is important for aligning the users’ mental model with what the system is doing [11].

Evaluation. Due to the COVID-19 pandemic [58], we shifted to an online study in which we asked participants
to answer questions about smart homes that are configured by us. As a result, their interpretation of a rule might
be slightly different from ours. It would be interesting to evaluate FORTNIoT predictions in an in-the-wild study,
where participants deal with a set of trigger-condition-action rules that they composed themselves. Another
side effect of our remote study is that it was hard to measure time accurately and draw any conclusions about
this. Furthermore, the experiment included state-of-the-art methods for measuring trust and the quality of
explanations that have yet to prove their robustness.

Conflicts. Our proof-of-concept implementation of FORTNIoT is still prone to conflicts between rules, such
as loops and race conditions. These conflicts can lead to unpredictable and dangerous behavior, such as a door
that is unintentionally unlocked, a financial loss because of duplicate transactions, or health problems caused
by duplicate injections of patients. Therefore, resolving conflicts is an important challenge [12, 24, 70]. Similar
to previous work that focused on eliminating such conflicts during the composition of rules [20, 23, 46] or by
automatically generating and correcting rules on behalf of the user [40], FORTNIoT can be adapted to detect
conflicts during the prediction of the future. Since visualizations developed to enhance intelligibility can often
also be used to debug (unintended) behavior [22, 48], the visual demonstrator is highly suitable to present these
conflicts to the user, even before they happen.

8 CONCLUSION
In this paper, we introduce FORTNIoT, an approach to predict what will happen in the near future of a smart
home to help users understand how it will behave. FORTNIoT adapts information that is present in existing
IoT middleware to generate self-sustaining predictions. By simulating trigger-condition-action rules on these
self-sustaining predictions, we can deduce when these rules will trigger in the future and what state changes
they will cause to connected smart home entities. While previous work has focused on explaining what the
smart home is doing in real-time [29, 39, 47, 65, 66], what it has done it the past [13, 51], or what it would do
in a simulated context entered by the user [21, 30, 61], FORTNIoT is the first attempt to pro-actively calculate
intelligible predictions about the future. To demonstrate how such predictions can be used, we contribute a
proof-of-concept implementation and visual demonstrator.
Our between-subject study with 42 participants shows that non-experienced users have a more accurate

understanding about what will happen in a smart home, and are more confident about that understanding. The
responsibility of the user shifts from the cumbersome assembly of answers to merely verifying answers. While
our data do not show a significant difference in undertrust, we see that predictions by FORTNIoT significantly
reduce overtrust. Predictions about the future make smart homes more accountable and intelligible. As an added
benefit, the visual demonstrator can be useful as a first step in troubleshooting malfunctions in the past as
well (e.g. if a rule is unexpectedly not being triggered, the sensor that triggers the rule might be broken). The
visualization can inspire other researchers and practitioners who are focusing on making the behavior of smart
homes more intelligible, both in the past and future. We envision a wide variety of situations where predictions
can be helpful, such as debugging unintended behavior and managing conflicts by exception [38]: inhabitants are
warned about unwanted or unsafe behavior in the near future, so they can resolve the issue before it happens.
Furthermore, predictions can provide rich intelligibility when composing or editing trigger-condition-action
rules. With FORTNIoT, we contribute an important first step towards generating these predictions and hope
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to spark a new generation of intelligible tools for ubiquitous environments that include information about the
future to the benefit of inhabitants of smart homes.
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