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ABSTRACT 

 

In a Lotkaian framework there exist formulae for impact measures such as the h-index, g-

index, R-index and Randić’s H-index. 

 

Given two situations in which the h-indices are equal, we establish the functional relation of 

the R-, g- and H-index of Randić with the total number of papers. In all cases we have a 

decreasing relationship which can also be explained from a concentration point of view. 

Variants of relations between these measures are also proved. 

 

We also prove a Lotkaian formula for the  -index of Vinkler. We indicate that the square 

root of this index is better in line with the other indices and we also show that the previously 

established results on the h-, g-, R- and H-index are not valid for the   or  -index. 
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I.  Introduction 

 

The h-index (or Hirsch-index, Hirsch (2005)) is a remarkable impact measure of an author (or 

a journal, topic, institute,… - see the review Egghe (2009a)) establishing, e.g., the citation 

impact of the author’s articles (in the sense of received citations). 

 

It is generally recognized that the main disadvantage of the h-index is its insensitivity for the 

number of citations to papers in the h-core (i.e. the h  most highly cited papers where h  is the 

highest rank such that all papers on rank 1,...,h  receive h  or more citations (definition of the 

h-index), where papers are arranged in decreasing order of the number of received citations). 

As long as the papers in the h-core received h  or more citations, we have an h-index equal to 

h , independent of the actual number of citations that these papers have. 

 

This has lead several authors to the definition of variants of the h-index that take more into 

account the actual number of citations to highly cited papers. 

 

1. The g-index (Egghe (2006)): Again (here and further) order the papers of an author in 

decreasing order of the number of received citations. Then g  is the highest rank such 

that the first g  papers together received at least 2g  citations (i.e. the first g  papers 

received, on the average, at least g  citations). 

2. The R-index (Jin, Liang, Rousseau and Egghe (2007)): The R-index is the square root 

of the sum of all citations to papers in the h-core. So this definition – although simple 

– uses the h-index itself. 

3. The H-index of Randić (Randić (2009)) (to distinguish this index from the h-index of 

Hirsch we will denote this index with capital H, as in Randić (2009)): H is the sum of 

a finite sequence of h-indices. The first term is the h-index itself; the second term is 

the h-index of the same table but where ranks are doubled; the third term is the h-

index of the same original table but where ranks are multiplied by 4 and so on, until 

the procedure ends in zero (for more details, see Randić (2009)). 

4. The  -index (Vinkler (2009)): the  -index is the sum of the number of citations to 

the top square root of the number of papers. 
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Other approaches to measure impact is to look at the top 1% or 0.1% of the total number of 

papers (as e.g. used in the Web of Science (WoS)). 

 

In all these definitions it is clear that the number of citations to the highest cited papers are 

better used than in the definition of the h-index of Hirsch. So these impact measures are 

expected to discriminate better between scientists with equal h-index. This and other aspects 

will be studied in this paper. 

 

This paper will study these indices in the Lotkaian framework and in general IPPs: in general 

we have an information production process (e.g., as in the above example, an author) in which 

we have sources (e.g. the papers of this author) and items (e.g. the citations to these papers). 

 

Lotkaian informetrics supposes that the source-item relation (number of sources with j  items 

but where the variables are continuous densities) is given by a decreasing power law (Lotka’s 

law) 

 

  
C

f j
j

  (1) 

 

0C  , 1j  , 1  . 

 

In this framework it was shown in Egghe and Rousseau (2006) that the “Lotkaian” formula 

for the h-index is 

 

 

1

h T   (2) 

 

where T is the total number of sources and (2) is valid for 1  . 

Similar results on the relation between the h-index and the number of publications and 

citedness of publications can be found in Iglesias and Pecharromán (2007) and Glänzel (2006)  

 

If 2   it was shown in Egghe (2006) that the Lotkaian formula for the g-index is 
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((4) follows from (3), using (2)). 

 

Also for 2   it was shown in Jin, Liang, Rousseau and Egghe (2007) that the Lotkaian 

formula for the R-index is 

 

 

1
1

2
R T 









 (5) 
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 (6) 

 

For Randić’s H-index, for 2  , it was shown in Egghe (2009b) that 
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1

1 2

H T 











 (7) 
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For the  -index, no Lotkaian formula is proved in the literature; therefore we provide a 

formula in this paper: we will show that, if 2   
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, using (2), but in the sequel we will explain why it is more logical to use  . 

 

In the next section we will prove that, if we have two IPPs with equal h-index 
1 2h h , we 

have that R decreases with T, the total number of sources. An intuitive explanation is also 

provided. We also show that, if 
1 2R R , then h  increases with T. Also here an intuitive 

explanation is given. 

 

We also prove the same results for the g-index and the H-index. 

 

In the third section we prove the above mentioned formulas (9) and (10) for   and we also 

show that the above results for R, g and H are not valid for   or  .  This shows that   and 

  are impact measures of a different nature. 

 

The paper closes with conclusions and suggestions for further research. 

 

 

II.  The h-index in relation with the R-, g- and H-

index 

 

II.1 Relations between the h-index and the R-index 

The most important problem in this context is: given two situations (further on indicated by 

indices 1,2i  ) such that their h-indices are equal: 1 2h h , how do the R-values 1R  and 2R  

relate to each other ? We have the following theorem 

 

Theorem II.1: For two Lotkaian IPPs with Lotkaian exponent 1 2, 2    respectively such 

that their h-indices are equal: 1 2h h , we have the following equivalencies ( 1T , 2T  denote the 

total number of sources in the two IPPs): 
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(i) 1 2 1 2T T R R    

(ii) 1 2 1 2T T R R    

(iii) 1 2 1 2T T R R    

 

Proof: 1 2T T  and 1 2h h  imply that 1 2  , by (2). Hence, by (6) we have 1 2R R . 

Conversely, if 1 2R R  and 1 2h h , (6) implies that 1 2   and hence, by (2): 1 2T T . This 

proves (iii). 

 

Suppose now that 1 2T T . Then, since 1 2h h  and by (2) we have 1 2  . Since the function 

 
1

2

x
f x

x





 decreases in x  (easy proof) we have by (6) that 1 2R R  (since 1 2h h ). 

Conversely, let 1 2R R  and 1 2h h . Then, since  f x  decreases, we have that 1 2  . This 

together with 1 2h h  leads to 1 2T T . This proves (i). The proof of (ii) is obtained by 

interchanging the indices 1 and 2.                                                                             □ 

 

A shorter proof of the inequality assertions in (i) and (ii) goes as follows. An increase of T, 

for h  constant implies an increase of   (by (2)) hence a decrease of R, by (6), since h  is 

constant. Conversely, a decrease of R, for h  constant, implies an increase of  , by (6). Since 

h  is constant this implies an increase of T. Both proofs are, essentially the same. 

 

Intuitive explanation: We can give an intuitive explanation in the connection of inequality 

(concentration) theory – cf. Egghe (2005), Chapter IV. For constant h  and increasing T,   

must increase (again by (2)). In the rank-order distribution this means that the data are 

distributed more equally (see Egghe (2005), Corollary IV.3.2.1.5, p. 204-205: the Lorenz 

curve is strictly decreasing). Since h  is constant there are, hence, less items in sources in the 

h-core and hence R is smaller. 

 

We can also study what a constant R-index means for the h-index. We have the following 

result. 
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Theorem II.2: For the same Lotkaian situations as in Theorem II.1, supposing 
1 2R R , we 

have 

 

(i) 1 2 1 2T T h h    

(ii) 1 2 1 2T T h h    

(iii) 1 2 1 2T T h h    

 

Proof: Suppose 1 2T T . If 1 2   then we have, by (2) and the fact that  
1

2

x
f x

x





 

decreases, that 1 2R R  (by (6)). This is false since 1 2R R . Similarly 1 2   cannot be true. 

Hence 1 2   and hence, since 1 2T T , 1 2h h . Conversely, if 1 2R R  and 1 2h h  we have, 

by (6) 

 

 1 2

1 2

1 1

2 2

 

 

 


 
 

 

from which we have 1 2  . By (2) we conclude 1 2T T . This proves (iii). 

 

Let now 1 2T T . If 1 2   then, since  f x  decreases and by (2) we have 

1 2

1 2

1 1

2 2

 

 

 


 
 and 1 2

1 1

1 2T T
 
  and hence 1 2R R , contrary to 1 2R R . Hence 1 2  . 

But 1

1

1

1

1

2

R
h










 and 2

2

2

2

1

2

R
h










. Since 1 2R R  and since  f x  decreases, it follows 

that 1 2h h . Conversely, 1 2h h  implies, by (6) and since 1 2R R  that 1 2

1 2

1 1

2 2

 

 

 


 
. 

Since  f x  decreases we have 1 2  . This, together with 1 2h h  implies 1 2T T , by (2). □ 
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Intuitive explanation: 

Since 1 2R R  we have by (5) that   increases. As in the previous intuitive explanation, we 

have that in the rank-order distribution the data are distributed more equally and hence less 

items are in first ranks. By definition of 1R , 2R  and since 1 2R R  we must have 1 2h h . 

 

II.2 Relations between the h-index and the g-index 

The formula for the g-index ((3), (4)) has the same structure as the one of the R-index, namely 

 

  
1

g T    (11) 

 

(  

1

1

2




 





 
  

 
 for the g-index and  

1

2


 







 for the R-index). If we look 

carefully to the proofs of Theorem II.1 and II.2 we see that we can copy these proofs to the g-

index, provided that 

 

  

1

1

2




 





 
  

 
 (12) 

 

is decreasing. The following Lemma gives the proof. 

 

Lemma II.3: The function 

 

  

1

1

2

x

xx
f x

x



 
  

 
 (13) 

 

strictly decreases in 2x  . 

 

Proof: 

 

 
 

1 1

2 2

1 1 1 1 1 1
' ln

2 2 22

x

x xx x x x
f x

x x x x xx
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0  if and only if 

 

 
 

 
2

11 1
ln

2 2 2

x xx x

x x x

  
 

   
 (14) 

 

But  

 

 
 

 

2

2

1 1 1 1
ln

2 2 22

x x x x x

x x xx

      
    

     
 

 

is valid (hence (14)) and hence the proof of the Lemma is finished, if 

 

 
1 1

ln
2 2

x x

x x

  
  

  
 

 

is true. But this is always true as can be seen geometrically ( ln y y  for all 0y  ).    □ 

 

So we have proved the following Theorems on the g-index. 

 

Theorem II.4: Under the same assumptions as in Theorem II.1 we have, if 1 2h h  

 

(i) 1 2 1 2T T g g    

(ii) 1 2 1 2T T g g    

(iii) 1 2 1 2T T g g    

 

Theorem II.5: Under the same assumptions as in Theorem II.2 we have, if 1 2g g  
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(i) 
1 2 1 2T T h h    

(ii) 1 2 1 2T T h h    

(iii) 1 2 1 2T T h h    

 

II.3 Relations between the h-index and the H-index of Randić 

Also Randić’s H-index is of the form 

 

  
1

H T    (15) 

 

but now with 

 

  
1

1

1 2





 








 (16) 

 

which is clearly seen to be strictly decreasing. Hence we have the following results. 

 

Theorem II.6: Under the same assumptions as in Theorem II.1 we have, if 1 2h h  

 

(i) 1 2 1 2T T H H    

(ii) 1 2 1 2T T H H    

(iii) 1 2 1 2T T H H    

 

Theorem II.7: Under the same assumptions as in Theorem II.2 we have, if 1 2H H  

 

(i) 1 2 1 2T T h h    

(ii) 1 2 1 2T T h h    

(iii) 1 2 1 2T T h h    

 

In the next section we will study the  - and  -index and we will see that these indices are 

structurally different from the indices R, g and H. 
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III.  Study of the π-index of Vinkler and of the  -

index 

 

For the other indices we had proved the Lotkaian formulae in previous work. This is not so 

for the  -index; so we will give (and prove) the formula here. 

 

 

Theorem III.1 : The  -index equals, for 2   

 

 
 2 11

2
T












 (17) 

 

 
 

2

2 11

2
h












 (18) 

 

Proof : It is well-known (Egghe (2005), Exercise II.2.2.6 or see Egghe and Rousseau (2006), 

Appendix for an explicite proof) that (1) is equivalent with 

 

  
B

g r
r

  (19) 

 

B , 0  ,  0,r T , where  g r  is the rank-frequency function linked with the size-

frequency function (1). The relation between the parameters of  f j  and  g r  is 

 

 

1

1

1

C
B





 
  

 
 (20) 

 

 
1

1






 (21) 
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By definition of the  -index, we have that   equals the total number of items in the first T  

sources. Hence we have 

 

  
0

T

g r dr    

 

 

1

2

1

B
T











 (22) 

 

if 1   (equivalently : 2  ). Using (20) and (21), (22) reduces to (17) as is readily seen 

and (18) follows, by (2).                                                                                                □ 

 

Second proof : A second proof can be given as follows : by definition of the  -index we 

have 

 

  
0j

jf j dj


   (23) 

 

for  

 

  0

2

B
j g T

T


   (24) 

 

Since 2  , (23) equals 

 

 
 

2

2
2

2

C B

T
















 (25) 

 

Using (20) and (21), formula (25) reduces to (17), using also that 

 

  
1 1

C
T f j dj





 
  (26) 

 

□ 
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A good property for an impact measure that improves the h-index as discussed in the 

Introduction is that it equals h in the situation that we have h papers each with h citations (and 

the other papers have no citations) (i.e. h-index is h). This is true for R and g and for Randić’s 

H-index we have (as is readily seen): 

 

2
...

2 2

h h
H h     

 

 2H h  (27) 

 

(so one had better defined 
2

H
 instead of H in Randić (2009)). 

 

For the  -index we obviously have, in the above simple case 2h   (since T h  : indeed, 

by (2) 

1

h T T   since 2   here)
1
. Therefore I suggest to use, henceforth, the square 

root of the  -index, defined as the  -index (that was also the reason for the square root in 

the definition of R). Its Lotkaian formula is, by (17) and (18) 

 

 
 4 11

2
T












 (28) 

 

 
 

2

4 11

2
h












 (29) 

 

Note that in our model 2   and hence, by (2), T h . By definition of   we then have 

R  . This is also seen from (5) and (28) : 

 

 
 4 1

1

T

R
T










  

                                                 
1
 As requested by one of the referees, we underline that T h  is only valid for 2  . In Schreiber (2010) 

there are examples of the opposite inequality T h . 
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Hence 

 

 

 

 

2
2

4 1
RT R



 





   

 

The results on the relations of R, g and H versus h are not true for   or   (henceforth we 

will use   for the reasons described above but all statements are also true for  ). 

 

Suppose that h is constant. In contrast with R, g or H we now have that   is not decreasing 

in  . Indeed, from (29) it follows that, given that h is constant, 

 

 
2

lim






   (30) 

 

and  

 

 lim





   (31) 

 

(since 1h  ). 

 

and hence the theorems on the relation between R, g, H and h cannot be proved. Stronger, 

these results are false for   or  . Indeed let h be constant and let T increase. By (2)   

must increase. But, according to (30), (31),   can increase or decrease, dependent on the 

 -values. The same argument can be given to disprove the other results, obtained for R, g 

and H. 
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IV.  Conclusions and suggestions for further 

research 

 

The Lotkaian framework offers some possibilities to study the behavior of some variants of 

the h-index h (such as R, g, H or  ) in function of h. We could prove that, for h constant the 

indices R, g and H (of Randić) are decreasing with respect to T (the total number of sources). 

Also, given that R, g or H are constant, the h-index is increasing with respect to T. 

 

We also studied the  -index of Vinkler and remarked that it is more natural (in comparison 

with the h-index) to work with  . In this article we prove a Lotkaian formula for   and 

 . Then we show that the above results on R, g and H are not valid for   or  , showing 

the different nature of this impact measure. 

 

All these results are limited to the case 2   for reasons of the convergence of some 

integrals. Nevertheless they give a good insight into the T-dependencies of these measures. 

Formulas for Lotkaian informetrics in case 2   are available (see Egghe (2005)), involving 

finite item densities. It is an open problem to study these more intricate cases, hereby covering 

the case 2   but also refining the case 2  . 

 

Of course, it is known that deviations from the Lotkaian model exist in the paper-citation 

relationship (see van Raan (2001a,b), Radicchi, Fortunato and Castellano (2008), Brantle and 

Fallah (2007), Lehman, Jackson and Lautrup (2008) and Egghe (2009c)). How to generalise 

our results to these cases is also an open problem. But it is our conviction that the Lotkaian 

framework serves as a first approximation of reality. 
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