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ABSTRACT 

We present a mathematical derivation of the scale-dependence of the h-index. This formula 

can be used in two cases: one where the units are scale-dependent and one where the units are 

not scale-dependent. Examples are given.  
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Introduction 

 

The Hirsh-index or h -index is defined for a decreasing sequence of positive numbers. In the 

original article Hirsch (2005) one has a decreasing sequence of citations to articles (e.g. of a 

researcher). As such, the units are clear: a unit is a citation. So, a scale variation (say 

multiplication of these units by a number 0  ) does not apply in practise although 

theoretically one can wonder what the new h -index will be if we multiply all these numbers 

by a fixed number 0  . Similar variants have been discussed in van Eck and Waltman 

(2008) and in Wu (2010) (see also Egghe (2011)). 

 

However, this problem is not theoretical anymore if we want to apply the h -index to other 

units such as time or money (and many other features). Let us give an example. It would be 

nice to apply the h -index in econometrics, e.g. to measure poverty or wealth of a group of 

persons (cf. the discussion in Egghe (2010a), p.80). So in this case one has a decreasing 

sequence of numbers, representing amounts of money. Again, one can multiply all these 

amounts by a number 0  , meaning that all persons become richer (in case 1  ). Again 

one can wonder what the new h -index would be. But in this example one can interpret scale 

variability in a totally different way. Multiplying all these amounts by a number 0   can 

simply mean that we change the currency (e.g. from $ to € or vice-versa). In this case we 

would prefer the h -index to be the same but this will not be the case. So, a formula for the h -

index in function of 0   would help us to compare decreasing sequences of amounts of 

money expressed in different currencies. A concrete example is given by one of the referees. 

There are about 8 million millionaires in the US. Hence the h-index will be significantly 

smaller than 8 million. But expressed in Hong Kong dollars (1 US $ = 8 HK $) then there are 

about 8 million people in the US with more than 8 million Hong Kong dollars each, so the h-

index in that currency is 8 million. 

 

The same remarks can be made for time: do we express time in months or in years (cf. the 

discussion in Egghe, Bornmann and Guns (2010), see also Bornmann and Daniel (2010))? 

Also here there are two interpretations. If we keep the same time-units, multiplication by a 

number 0   means longer ( 1  ) or shorter (0 1  ) time-periods. But if we do not keep 
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the same time-units, multiplication by a number 0   means e.g. a change of time-units (e.g. 

from years to months ( 12   here)). 

 

All these examples show that, for the h -index to be useable in connection with variables for 

which scales can be changed, we need a formula for the h -index in function of 0  : or we 

have the new value of h , or we have a scaling measure to compare two situations with 

different units (e.g. $ vs. €).  

 

This will be done in this paper using the Lotkaian framework. To be able to do this we will 

repeat a few well-known results from Lotkaian informetrics (Egghe (2005)). Consider an IPP 

(Information Production Process) consisting of sources and items (Egghe (2005)). This 

framework includes a wide variety of source-item applications such as author-article relations, 

journal-article relations or article-citation relations. Let  f j  be the size-frequency function 

of this system:  f j  is the number of sources with j  items. If sources are ranked in 

decreasing order of their number of items, then  g r  is the rank-frequency function of the 

system:  g r  is the number of items in the source on rank r . In the sequel we will use a 

continuous approach since this is mathematically easier (Egghe (2005)). Let  

 

 ( )
C

f j
j

  (1) 

 

0C  , 1  , 1j   be Lotka’s law ( ( )f j  is the density of sources with item density j -

sources can, e.g., be articles and items can be citations to these articles as is the case in the 

classical Hirsch-index). The applicability of (1) to the article-citation framework is discussed 

in Egghe (2005), Chapter I, p.90 where the literature reports that the Lotkaian exponent   

varies between 1.3 and 3. 

Let  

 ( )
B

g r
r

  (2) 

 

0B  , 0  ,  0,r T  be Zipf’s law ( ( )g r  is the item density in the source on rank density 

r  and where T  denotes the total number of sources). Then the following Theorem is valid. 
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Theorem 1: The following assertions are equivalent  

 

(i) ( )
C

f j
j

 , 0C  , 1  , 1j   

 

(ii) ( )
B

g r
r

 , 0B  , 0  ,  0,r T  

 

Moreover, the relations between the parameters are 
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 (4) 

 

The result can be found in Egghe (2005), Exercise II.2.26 or Egghe and Rousseau (2006) 

where also a proof is given in the Appendix. 

 

Further in Egghe and Rousseau (2006), the following Theorem is proved. 

 

Theorem 2: If we have Lotka’s law with 1  . Then the h -index of this system is given by 

 

 
1

h T   (5) 

 

With this machinery we are able to present and prove a formula of the h -index where all 

items are multiplied by 0a   in function of the old h -index and, of course, in function of a .  

 

The h-index for scaled data 
 

Let us have a system as in Theorem 1 and hence the h -index h  satisfies (5). Let us multiply 

all item values by a fixed number 0  . Denote by ( )h   the h -index of this system. Then 

we have the following result. 
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Theorem 3: 

 
1 1

( )h T


  


  (6) 

 

 
1

( )h h


 


  (7) 

 

Proof: (7) follows from (6) by (5). Since ( )g r  denotes the item densities on rank r  in the 

original system, multiplying all item values by a number 0   means that, in the new system, 

we have the following law of Zipf: 

 

 ( )
B

g r
r


   

 

The defining relation for the h -index  h   is:  r h   if and only if 

 

 
B

r
r


  

 

, so 

    
1

1h r B      (8) 

 

But 

 
1

1B T     (9) 

 

by (3) and 

 
1 1

1



 





 

 

by (4). Hence  

  
1 1 1

1 1 1h T        

 

  
1 1

h T


  


  (10) 

 

again by (4).       □ 
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Corollary 4: If 2   (the “classical” Lotka exponent), then we have that 

 

  h h   (11) 

 

for all 0  . 

 

The general shape of the relations (7) is a concavely increasing function of  , for all 1  . 

Hence,  h   increases in   but more slowly than multiplication with   (which is the 

multiplicator of the item values). Formula (7) was already proved implicitly in Egghe (2008) 

but there a longer intricate proof was given.  

 

Example: Let us take Lotka’s law with 2  . Hence, by Theorem 1, we have Zipf’s law with 

1  : 

 

 ( )
B

g r
r

  (12) 

 

Take 100B  . Hence we have a decreasing sequence as in Table 1 (only the needed ranks are 

presented and the data are rounded-off to the nearest entire number) 

 

Table 1. Data derived from (12) 

 

r   g r  

1 100 

2 50 

3 33 

4 25 

5 20 

6 17 

7 14 

8 13 

9 11 

10 10 

11 9 

12 8 

13 8 

14 7 

15 7 
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Hence 10h   in this case. 

Take 2  . Then we have data as in Table 2. 

 

 

Table 2. The  g r -values in Table 1, multiplied by 2  

 

r   2g r  

1 200 

2 100 

3 66 

4 50 

5 40 

6 34 

7 28 

8 26 

9 22 

10 20 

11 18 

12 16 

13 16 

14 14 

15 14 

 

 

Now  2 14 2h h   since 10h  . So (11) (i.e. (7) for 2  ) is verified. In case the data 

in Table 2 are really increased data (i.e. when we keep the same item-units), then  2h  is the 

real h -index of this system. If Table 2 is only the result of a change of units, then data in the 

original units (as in Table 1) can (as far as the h -index is concerned) only be compared with 

data in the new units (as in Table 2) provided we apply the correction factor 2 . 

 

Remark: Theorem 3 also applies to many other h -type indices such as the g -index (Egghe 

(2006)), the R-index (Jin, Liang, Rousseau and Egghe (2007)), the (generalized) Wu-index 

(Egghe (2011)) and Randić’s H-index (Egghe (2010b)). In these references and in the 

Lotkaian framework it is proved that they are all a fixed multiple of the h -index (if Lotka’s 

  is fixed): denote by M  any such index, then 

 

  M h   (13) 

 

where   is a function of  . 
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Denoting by  M   any such index of the data multiplied by 0  , then (7) and (13) imply 

 

            M h     

 

                   
1

h


  


  

 

  
1

M M


 


  (14) 

 

, hence showing that Theorem 3 is also valid for all these indices. 

 

 

Discussion 
 

The mathetmatical dependence of the h-index on scaling has been proved (formula (7)). It 

could be possible to use this result to solve the problem of field-dependence of the h-index by 

standardizing the citations.  

 

As remarked by both referees, the results are limited to the validity of Lotka’s (or Zipf’s) 

Law. Empirical citation distributions might follow only approximately such distributions. It 

can then be expected that the here obtained results are approximately true. In addition to this, 

sources with zero-items (e.g. uncited articles) are not included in the Lotkaian framework. It 

must however be remarked that such sources do not contribute to the h-index (by definition).  
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