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ABSTRACT

Complex 3D interaction in virtual environments may inhibit user
interaction and cause frustration. Supporting adaptivity based on
the detected user frustration can be considered as one promising
solution to enhance user interaction. Our work proposes to provide
adaptive assistance to users who are frustrated during their interac-
tion with 3D user interfaces in virtual environments. The obtrusive-
ness of physiological measurements to detect frustration inspired
us to investigate the pressure patterns exerted on a 3D input de-
vice for this purpose. The experiment presented in this paper has
shown a great potential on utilizing the finger pressure measures as
an alternative to physiological measures to indicate user frustration
during interaction. Furthermore, the findings in this particular con-
text showed that adaptation of haptic interaction was effective in
increasing the user’s performance and making users feel less frus-
trated in performing their tasks in the 3D environment.

Index Terms: 1.3.7 [Three-Dimensional Graphics and Realism]:
Virtual reality; H.5.2 [User Interfaces]: Input devices and strate-
gies; B.4.2 [Input/Output Devices]: Channels and controllers

1 INTRODUCTION

Despite the fact that the development of three-dimensional user in-
terfaces has matured and is backed by over forty years of 3D tech-
nology research, ensuring usability for this class of user interfaces
remains cumbersome. 3D interaction is supposed to be more intu-
itive and natural - because it resembles real life - but studies show
this is highly dependent on the user [1]. There is still a large num-
ber of users that consider understanding 3D spaces and performing
actions in virtual environments to be inherently difficult, due to the
complex, highly-interactive tasks and the amount of different 3D in-
teraction techniques and devices. This may hinder user interaction,
cause user frustration and in the end also affect user performance.
Frustration is a universal experience for computer users, and for
many users frustrating experiences occur on a frequent basis during
their interaction. It was observed that due to frustrating experi-
ences, the time lost ranged from 47 to 53% of the total time users
spent on a computer [3] during the use of applications such as web
browsing, e-mail, and word processing. Owing to frustration, users
may suffer a significant decrease in their performance. According
to Norman’s interaction framework [19], the sources of difficulties
in user interaction are the gulf of execution and the gulf of evalua-
tion. The larger these gulfs are, the more easily the user becomes
frustrated. Users experience frustration when there is an inhibiting
condition which hinders the completion of an action or task. In vir-
tual environments, we presumably think that the nature of complex
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3D interaction may be the inhibitor which leads its users to experi-
ence frustration and poor performance as well.

To deal with user frustration in virtual environments, one
prospective solution is supporting adaptive 3D user interfaces by
providing adaptivity to users during their interaction in virtual envi-
ronments. The design of adaptive user interfaces is considered key
to improve user interaction with systems by facilitating user per-
formance and helping users deal with complex systems [14]. Not
much research has focused on investigating adaptive 3D user in-
terfaces in virtual environments. In particular, little attention has
been spent on providing adaptivity based on user frustration to as-
sist users while interacting in virtual environments.
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(b) After adaptation: occluded target becomes visible and high-
lighted

Figure 1: Example of adaptation in 3D environment

In this paper, we propose to provide adaptive assistance to users
who are frustrated during their interaction with 3D user interfaces
in virtual environments. The type of adaptation investigated is en-
hancing the 3D interaction with the use of multimodal feedback
such as visual or force feedback. For instance when a user is de-
tected to experience frustration, we can assist in performing object
selection tasks by guiding him towards a predefined target object
needed to be selected with the use of visual feedback. As shown in
Figure 1(b), when adaptation takes place, the target object will be
highlighted and the occluded target(s) will be made visible through



a transparency feature. We realize that the usefulness of this type
of adaptation may be limited to a situation where the system has
knowledge of what the user’s task is. For example, it might be
useful in a gaming context where the user’s selection goal is de-
fined by the system and the system can control the difficulty of the
selection based on the user’s current frustration level. Our study
aims to investigate the utilization of user frustration as trigger for
providing run-time adaptation (i.e. adaptivity) in 3D virtual envi-
ronments. This implies the establishment of a sort of monitoring
module, which assesses and makes inferences about the state of
user frustration based on the physiological signals measured during
the interaction.

Measuring users’ physiological signals has proven to be effective
for determining user frustration [9, 23]. However, attaching users to
the physiological sensor cables connected to the measuring device
has been considered to be obtrusive and troublesome, especially
if we intend to investigate user frustration continuously for a long
period of time. Therefore, we would like to explore the possibility
of utilizing other behavioral measures that might be promising to
complement or even substitute the physiological measures in order
to determine user frustration. This leads to the contribution of our
paper, which is the investigation on the potential of determining
user frustration based on the pressure patterns exerted on a 3D input
device (i.e. Phantom stylus).

2 RELATED WORK

Static interfaces, which behave in the same way regardless of the
individual user, are considered less satisfactory in many cases since
users have different characteristics (e.g. preferences, abilities, and
levels of experience) that may influence their performance in using
an interface. Adaptive user interfaces, which can be considered as
a way to accommodate these individual differences, have gained a
significant interest in the HCI research community for the past sev-
eral years. Much research has focused on the windows, icon, menu
and pointing (WIMP) applications [6, 22], while adaptive user inter-
faces for virtual environments has received only limited attention.

2.1 Adaptation in 3D Virtual Environments

One possible reason why adaptation in 3D virtual environments has
been explored less often could be that interaction in 3D interfaces
is more complex than in WIMP applications with 2D user inter-
faces. Nonetheless, there has been a number of research efforts in
this direction. Wingrave et al. [28] investigated an approach to VE
interface design, namely personalized nuance-oriented interaction,
where the designer learns the user’s preferred method of interac-
tion and adapts the interaction to behave more like what the user
wants. Hughes et al. [11] suggested adaptive navigation support
for 3D virtual environments of e-commerce applications by direct-
ing customers’ attention to significant features and integrating ideal
viewing parameters with the navigation of a virtual environment.
These works share the similar idea of supporting adaptation in 3D
virtual environments by learning user characteristics. The first work
focused on adaptivity to make the user interaction shorter and more
preferable, and the latter focused on adaptivity to assist the user to
work more efficiently by avoiding common problems encountered
during the interaction.

The aforementioned works concentrate on providing adaptation
by taking into account user preferences or interaction behavior.
Dachselt et al. [4] took one step further by not only considering
user preferences, but also device capabilities, user’s location and
other context information in their rigorous AMACONT adaptation
architecture. Although many aspects have been taken into account
in AMACONT, it may be also important to consider user frustra-
tion as another contextual information for adaptation in 3D virtual
environments. Our previous work [20] has drawn on user frustra-
tion to investigate user’s reaction concerning the adaptation of 3D

interaction techniques in virtual environments and found that users
experience less frustration when appropriate adaptations are made.
However to our knowledge, no research to date has considered con-
tinuously monitoring user frustration and using this as a trigger for
adaptations in the 3D environment. This has initiated our investiga-
tion on utilizing user frustration detected during the interaction in
the 3D environment to drive the action of providing adaptation.

2.2 Frustration-driven Adaptation

Over a decade ago, Picard [21] initiated the research area of affec-
tive computing, which has been described as computing that relates
to, arises from, or deliberately influences emotions. Ever since, her
work has inspired a number of researchers to explore how computer
systems may be designed to recognize, support and respond to user
emotions (both negative emotion such as frustration or anger, and
positive emotion such as happiness or joy). A number of works
have addressed the design of interactive systems that support users
to manage frustration.

Klein et al. [13] demonstrated an interactive-text based agent de-
signed to help frustrating users by providing active emotional sup-
port to relieve their frustration. Gilleade and Dix [7] investigated
the use of a player’s frustration as a reference point to design adap-
tive video games for assisting problematic gameplay. Healey and
Picard [10] presented a study of determining drivers’ frustration to
manage in-vehicle applications such as music selection and naviga-
tion aids for decreasing their frustration. So far, no work has inves-
tigated on how to manage frustration experienced by users during
their interaction in 3D virtual environments.

Users have many different ways of expressing frustration, they
may communicate frustration verbally (e.g. voice tones, verbal-
ized statements) or physically (e.g. body postures, facial expres-
sions). These determine the different ways of measuring user frus-
tration such as self-reports [13], observations [7] and performance
measures [3]. Besides behavioral changes, frustration also can be
measured through physiological changes within the body of users.
When people are frustrated, their heart races, their muscles tense
and their palms become sweaty. Human’s autonomic nervous sys-
tem may respond to frustration by increasing skin conductance, in-
creasing muscle tension or increasing heart rate [2].

Compared to highly subjective measures, using physiological
signals has been thought to be more objective to measure user emo-
tions [10, 29]. Mandryk et al. [17] and Scheirer et al. [23] have
elaborately described their thorough investigations on the use of
physiological sensors as input to infer the user’s emotional state.
Fairclough [5] extensively discussed the potential of physiological
computing, which employs real-time physiological measures to in-
fer users’ psychological or emotional state as the basis for real-time
system adaptation.

In this work, we aim to respond to user frustration by provid-
ing adaptive assistance with the expectation to improve user perfor-
mance and interaction in 3D virtual environments. We make use of
physiological signals to objectively measure user frustration. Thus
we expect to assist users who experience frustration during their in-
teraction in 3D virtual environments by using their state of being
frustrated as a trigger to provide adaptation.

2.3 Behavioral Indicators of Frustration

One drawback in using physiological signals to measure frustration
during user interaction is the inconvenience of doing so for a long
duration or in a situation where the mobility of the user is necessary.
Users might find the idea of being continuously attached to physio-
logical sensor cables while they have to perform complex tasks, to
be obtrusive and impractical.

Several studies have investigated the use of behavioral measures
as indicators of user frustration, such as facial expressions, body
postures or gestures, and pressure applied on devices, which are



considered to be less obtrusive. Jaksic et al. [12] employed users’
facial expression to indicate user frustration while browsing an on-
line shopping website; a social agent is designed to respond and
reduce user frustration. van den Hoogen [26] investigated the use
of multiple behavioral measures, body postures and pressure on in-
put devices (mouse and keyboard), as indicators of users’ game-
play experience, including frustration. A few more studies have
demonstrated that pressure exerted on other input devices, such as
a touchpad [18] and buttons on a game console [25], can also be
used to recognize user frustration. All of their findings suggested
that the pressure applied on such input devices increases with user’s
frustrating experiences and difficulty levels in a game.

Most of the previously mentioned works examine the user state
of being frustrated and determine the level of frustration based on
subjective responses such as self-reported data or questionnaires.
The users had to identify the critical incidents when they feel frus-
trated and rate their frustration on a five- or seven-point Likert-type
scale. Based on this information, the behavioral measures were then
analyzed to find a correlation with the self-reported measures with
regard to frustration. In our approach, we propose to investigate the
correlation between behavioral measures and the user frustration
state, which is determined based on the user’s physiological mea-
sures. As discussed before, using physiological signals to measure
user frustration is considered to be more objective. The behavioral
measure investigated in this study is the finger pressure exerted on
a 3D input device, which to our knowledge no one has considered
for this purpose before. By exploring these pressure patterns, we
expect to utilize this measure as a behavioral indicator of frustra-
tion that may be potential as an alternative to using physiological
measures.

3 DETECTING USER FRUSTRATION

Our goal in the presented research is to objectively measure the
level of frustration of users during their interaction in 3D virtual
environments and respond to it by providing adaptation whenever
user frustration is detected. Frustration discovery is not only en-
abled by physiological measures, but we also investigate the poten-
tial of detecting this user state by using behavioral measures, which
is the finger pressure exerted on a 3D input device in our case.

Several physiological measures have demonstrated to be effec-
tive in determining user frustration [2]: facial muscle activity or
Electromyography (EMG), skin conductance or Galvanic skin re-
sponse (GSR), blood volume pulse (BVP), heart rate (HR) and
respiration rate [9, 10, 17, 23]. Based on these previous works,
we chose to collect three physiological signals: EMG, GSR and
BVP (to derive HR measures later on) to measure user frustration
in our work. We utilized the ProComp Infiniti hardware' and Bi-
ograph software, a device for real-time computerized biofeedback
and physiological data acquisition, as shown in Figure 2.
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Figure 2: ProComp Infiniti encoder and the physiological sensors:
EMG, GSR, BVP (from left to right).

During their interaction in 3D virtual environments, users were
attached to the physiological sensors, which pass the captured sig-
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Figure 3: One participant attached to the three physiological sensors
used in this study.

nals to a computer via the microprocessor-controlled ProComp In-
finiti encoder, as illustrated in Figure 3. To measure the facial mus-
cle activity, the Surface Electromyography sensor (MyoScan-Pro
400) was placed on the forehead of users near to the eyebrow. The
other two sensors for measuring skin conductance and blood vol-
ume pulse were fixed on the idle hand of users (not used during
the interaction). The Skin Conductance sensor (SC-Flex/Pro) was
placed on the palmar surface of the index finger and the ring finger,
while the Blood Volume Pulse sensor (BVP-Flex/Pro) was placed
by pressing it against the palmar surface of the middle finger.

Our approach to deduce the emotional state is inspired by
Mandryk [16]. In her research, a fuzzy logic approach was used
to develop two models to determine user emotions: the first model
transforms four physiological signals (EMG £y, EMGgpije, GSR,
HR) into arousal and valence, and the second model transforms
arousal and valence into five emotions: frustration, boredom, chal-
lenge, excitement and fun. Arousal is described as a state of
heightened physiological activity and valence describes where an
emotional reaction sits on an axis from the positive to the nega-
tive. Based on these models, a number of rules have been estab-
lished to enable the transformation of physiological signals into five
emotional states by means of arousal and valence [16]. For this
study, we adopted the rules to transform three physiological signals
(EMG f,61n, GSR, HR) into frustration as follows.

If (arousal is High) and (valence is Low) then (frustration is High)
If (GSR is High) then (arousal is High)

If (HR is High) then (arousal is High)

If (EMG frovn is High) then (valence is Low)

To determine the user frustration state, first we collected the raw
data of EMGyyy,, BVP, and GSR. These captured signals were
digitized, encoded and transmitted to a computer running the Bio-
graph software. EMG data were collected at 2048 Hz, while BVP
and GSR were collected at 256 Hz. To remove unwanted noise and
other unnecessary frequencies from the data, it is important to filter
the raw data of the physiological signals being collected [24]. With
the help of Biograph software, we filtered the raw data using the In-
finite Impulse Response (IIR) filter. For EMG and BVP, we filtered
the data with a Butterworth band pass filter at a defined low and
high cutoff frequency (EMG at 0.8Hz, 2.5Hz; BVP at 0.2Hz and
2.2Hz). For GSR, we used a Butterworth low pass filter at 0.6Hz.
After filtering the BVP signals, we derived the measure of Heart
Rate (HR) by computing the beat-to-beat inter-beat interval of the
signals.



Since EMG and BVP/HR are bipolar signals, we conducted a
rectification process to convert them to monopolar signals (the pos-
itive and negative signals were converted into all positive values).
For this purpose, we used the Root Mean Square (RMS) sliding
window technique and smoothed the data with an averaging factor
of 128 over a time period of 0.125 seconds. Then, we calculated the
running mean of the computed EMG, BVP/HR, and GSR signals.
We used these mean values as inputs to our designed application of
a 3D virtual environment. The Biograph software is supplemented
with the Connection Instrument, which gives the possibility to con-
nect a computer running Biograph to third-party applications utiliz-
ing the measured signals.

In order to realize real-time detection of user frustration, we es-
tablished a monitoring module that assesses and makes inferences
about the state of user frustration based on the physiological signals
measured during the interaction. This monitoring module takes in-
put from the Biograph software and performs a decision-making
process to determine whether a user is frustrated or not in real-
time. The assessment of user frustration is made with reference to
absolute criteria [5], usually referred to as the baseline. The base-
line measures the resting level of an activity of the physiological
measures prior to simulation. In our study, we measured the base-
line and made the assessment of frustration with reference to it (the
physiological measures are considered to be high when they exceed
5% of the normal baseline [15]). The decision-making rules to de-
termine the detection of user frustration are expressed as simple
If/Then statements as follows.

If (mean EMG > 1.05 * baseline EMG) and
(mean GSR > 1.05 * baseline GSR) then (frustration is detected)

If (mean EMG > 1.05 * baseline EMG) and
(mean HR > 1.05 * baseline HR) then (frustration is detected)

Through the monitoring module, it is possible to detect in real-
time user frustration in 3D virtual environments based on user’s
physiological measures. Whenever user frustration is detected,
adaptive assistance is provided to the users as response to their frus-
tration. Furthermore, we will investigate the potential of detecting
user frustration in 3D virtual environments through the measures of
finger pressure exerted on the 3D input device.

4 EXPERIMENT

Before describing the user experiment, we recapitulate our research
objective. The goal is to provide adaptive assistance to users based
on their frustration detected during the interaction with 3D user in-
terfaces in virtual environments. To deal with the obtrusiveness of
using physiological sensors to detect frustration, we investigate the
possibility of detecting user frustration based on the pressure pat-
terns exerted on a 3D input device. For this purpose, an experiment
was conducted with a controlled setting of a virtual environment
where participants perform object selection tasks to acquire certain
targets. Object selection is a fundamental task in virtual environ-
ments and any interactive 3D user interfaces must support perform-
ing this task [27].

4.1 Context

In this study, we focused on investigating user interaction when per-
forming a 3D target acquisition task in a virtual environment, where
users are required to search and select certain objects. As shown in
Figure 4, the scene of the experiment resembles a library environ-
ment, where several objects are scattered around the room and are
sometimes hidden behind the bookshelves. For each target object
to be found, a clue was given beforehand as a brief description of
the object’s attributes. To select the target objects, we employed the

bubble cursor technique [8] since a former study proved that this
selection technique performs better than the others when selecting
objects in dense and occluded virtual environments [27].

Figure 4: The experiment environment.

Once user frustration is detected while interacting in the virtual
library, we aim to enhance the 3D interaction of users by providing
adaptive assistance through the incorporation of feedback, namely
visual feedback, haptic feedback and multimodal feedback (visual
and haptic). The integrated feedback aims to provide assistance by
guiding the users towards a target object to be selected. The visual
feedback takes the form of highlighting the target object and adding
transparency to make the occluded target visible, while the form of
the haptic feedback is giving a drawing force towards the target
object. The feedback is designed to be temporary (only lasts for 5
seconds) so the given assistance somewhat acts like an extra hint
for the users to perform the task more efficiently.

4.2 Methods
4.2.1 Participants

Sixteen participants (13 males and 3 females) ranging between 21
and 35 years old were recruited to take part in the experiment. A
large number of participants were people with a computer science
background, most of them have previously experienced interacting
with 3D user interfaces in virtual environments (only 1 participant
was a first-timer). Only six participants have prior experience in
performing object selection tasks with the bubble cursor technique,
while the rest have never used this selection technique. All of them
were right-handed and used their dominant hand to operate the de-
vice.

4.2.2 Apparatus

We used two desktop computers (2.33 Ghz, 1.96 Gb RAM) con-
nected over a LAN, one computer is used for running the 3D envi-
ronment (19” monitor at 1680 x 1050 resolution) and the other one
is for running the Biograph software. As input device, a Phantom
Premium 1.0 haptic device with stylus was used. Since we intend
to capture the finger pressure measures exerted on the input device,
we embedded the Phantom stylus with two pressure sensors, Flex-
iForce Sensor Model A201 (6” length with force ranges of 0-25
Ibs), as shown in Figure 5(a). As previously indicated in Section 3,
we utilized a physiological measuring device, the ProComp Infiniti
encoder SA7500 and the Biograph Infiniti software version 5.0.3,
with three physiological sensors (EMG, GSR and BVP) attached to
the fingers of participants. Figure 5(b) illustrates the setup of the
experiment apparatus.

4.2.3 Procedure

The experiment consisted of four sessions, each session was rep-
resented with a different scene (such as the one in Figure 4). Par-
ticipants were asked to execute a target acquisition task based on



(a) The Phantom stylus embedded with pressure sensors

(b) The experiment setting

Figure 5: The experiment apparatus.

the given clues. They had to search for the target objects as fast as
possible and then select the targets when found. For each scene,
participants were required to acquire five targets within the given
maximum time of 3 minutes. We continuously captured and trans-
ferred the physiological signals of the participants during the ex-
periment sessions into the Biograph software to enable detecting
frustration and providing adaptation when necessary.

Before the experiment, participants were given a practice ses-
sion to help them get acquainted with the 3D environment and the
Phantom device. At the beginning of each session, we measured
the physiological baseline of the participants for 3 minutes. During
the baseline measurement, participants were asked to relax as much
as possible while watching a relaxing aquatic movie clip. To deter-
mine individuals’ pressure indexes, after the baseline measurement
of the first session, participants were asked to hold the Phantom sty-
lus as hard as they can (but still in a natural and comfortable way)
for 30 seconds. This was done to acquire the maximum pressure
value that one user is likely to exert. After each session of the ex-
periment, participants completed a post-experiment questionnaire
regarding their experience when interacting in the 3D environment
with regard to the level of frustration and difficulty they experi-
enced. Averagely, the experiment lasted for about 45 minutes per
participant.

4.2.4 Design

A within-subjects (repeated measures) design was used in this ex-
periment. The independent variable was the condition of adapta-
tion with four levels: no adaptation, adaptive assistance with visual
feedback, adaptive assistance with haptic feedback, and adaptive
assistance with multimodal feedback. To deal with carryover ef-
fects, the order of these conditions was counterbalanced across the
participants using a 4 x 4 balanced Latin square. We measured task
completion time and pressure index as dependent variables.

5 RESULTS AND DISCUSSION

In this study, we have established a monitoring module that enables
continuous observation of user’s physiological measures and de-
termines in real-time whether the user is frustrated or not. In this
monitoring module, user frustration is recognized and monitored as
a trigger for providing adaptation. In our experiment, we put the
monitoring module in practice and analyzed the patterns of pres-
sure that users exerted on the Phantom stylus as a possible way to
detect user frustration more unobtrusively. In addition to that, we
also investigated the effectiveness of adaptation provided as a result
of user frustration.

5.1 Pressure Exertion on Input Device with respect to
User Frustration

To achieve detecting user frustration in a more unobtrusive manner,
we investigated the pressure measure that users exerted on a 3D
input device and its relation with user frustration. Previous studies
have indicated that the pressure applied on input devices increases
with user’s frustrating experiences [18, 25, 26]. We believe that the
finger pressure exerted on the Phantom stylus will increase when
user frustration is detected. Our hypothesis is that participants will
exert higher pressure when they are frustrated.

From the raw data collected by the pressure sensors, we calcu-
lated pressure indexes using a linear interpolation approach. We in-
terpolated every pressure value measured into the range of pressure
values, to determine a pressure index between 0 and 1. We dis-
tinguished the data into two categories, the pressure indexes when
the user is frustrated and when the user is not frustrated. The dis-
tinction of the two conditions, frustrated or not frustrated, is deter-
mined by the physiological measures (see the algorithms described
in Section 3). One-way ANOVA showed that there is a significant
difference of Pressure index (Fy 319 = 20.68, p<0.001) between the
frustrated and not frustrated condition. Average pressure indexes
were 0.397 (SD = 0.017) for condition when the user is frustrated
and 0.296 (SD =0.018) for condition when the user is not frustrated.
This finding showed that the pressure exerted by participants on the
Phantom stylus were significantly higher when they were frustrated
than when they were not. In conclusion, when users are frustrated,
they exert more pressure on the input device.

We also investigated the relationship between the physiological
measures and the pressure measures. From the collected physio-
logical data, we derived the physiological indexes that represent a
fraction of the measured physiological data from the baseline (see
Section 3). Based on Pearson’s correlation tests, we found signifi-
cant positive correlations of the physiological indexes (EMG, GSR,
and HR) with the pressure index (r = 0.467 for EMG, r = 0.655 for
GSR, r = 0.573 for HR, p<0.001). The measures of pressure are
highly correlated with the measures of physiological signals. The
finding suggested that as the participant’s physiological measures
increase, the pressure exerted by participants on the Phantom stylus
increases as well. In another way, we can say that the more frus-
trated users are, the more amount of pressure they exert on the input
device.

We would like to further examine the possibility of substitut-
ing the physiological measures with the pressure measures to de-
termine user frustration. For this purpose, we built two predictive
models of frustration using linear discriminant analysis: the first



model used the physiological indexes (EMG, GSR, and HR) as the
predictors and the second model based the prediction on the pres-
sure index. The results of the discriminant analysis showed that
all of the discriminant functions have significant Wilks Lambda
(0.876 for EMG, 0.731 for GSR, 0.623 for HR, 0.438 for Pres-
sure, p<0.001). For the first model, the overall classification ac-
curacy is 83.3% (65.8% for frustrated and 100% for not frustrated).
With the second model, the accuracy decreases to 81.3% (79.5%
for frustrated and 83.1% for not frustrated). These findings sug-
gested that 81.3% of the time, inferring frustration based on the
pressure measures is the same (i.e. has the same accuracy) as in-
ferring it based on the combined physiological measures of EMG,
GSR and HR. Only 2% of accuracy is lost when inferring frustra-
tion by using the pressure sensors alone. Based on this, the idea of
utilizing the finger pressure measures as a behavioral indicator of
frustration as an alternative to using physiological measures shows
a great potential. More research is necessary to enable inferring
user’s frustration state with its severity based on the pressure they
exert on an input device. In our experiment to infer user frustra-
tion based on the physical pressure exerted by users on a 3D input
device, we want to verify whether certain patterns of users’ finger
pressure exist.

5.2 Exploratory Investigation of Pressure Patterns

To investigate the pressure patterns, we looked at the trends of pres-
sure values measured (described by pressure index) during their in-
teraction in a virtual environment. During the experiment, we ob-
served three kinds of situations encountered by users with regard
to frustrating experiences. First, a user is never frustrated from the
beginning until the end of the interaction. Second, a user always
experiences frustration during the whole interaction. And the last
situation is where a user only starts to get frustrated in the middle
of the interaction, with a possibility that the frustration stops during
the interaction.

Exactly half of the participants experienced all of the aforemen-
tioned situations in the experiment. Although in different orders,
8 participants experienced being never frustrated, always frustrated
and partially frustrated, in 3 out of 4 sessions of the experiment.
Figure 6(a) and Figure 6(b) illustrate the pressure indexes of partic-
ipants for the situation of them being never frustrated and always
frustrated during the whole interaction. As we can see, both situa-
tions showed a tendency of having approximately flat lines without
any pronounced peaks or depressions of pressure indexes. The main
observed difference was the values of pressure indexes between the
two situations. When always frustrated, participants’ pressure in-
dexes were higher (ranging from 0.2 to 0.4) compared to when they
were never frustrated (between 0.05 and 0.2). We can also observe
that when participants were always frustrated, the task completion
times were faster due to the adaptation provided when frustration
was detected.

Another situation was where participants were partially frus-
trated. The participants started with a state of being not frustrated,
but then began to experience frustration during the experiment ses-
sion after few seconds of interaction. As shown in Figure 6(c), pro-
nounced changes of pressure indexes can be observed. At the mo-
ment participants got frustrated, a significant increase of pressure
index occurred until it became stagnant. In a few cases, the partici-
pants experienced a decrease of frustration shown by the decreasing
of the pressure indexes. Two participants (Participant 1 and 8) even
reached the initial point, which means that they returned to the state
of being not frustrated.

Based on our data, we can deduce that when a user is at one dis-
tinctive state, either frustrated or not frustrated, the pressure indexes
form a flat trend line. When a change of state occurs, for example
the user becomes frustrated from being not frustrated, the pressure
indexes break the flat trend line and a significant change (either an

increment or a decrement) can be observed. Figure 6(d) gives a
brief overview of this observation.

5.3 User’s Performance with respect to Adaptation

When users are frustrated, it is most likely that they will experience
a significant decrease in their performance [3]. However adaptation
has been considered as a solution to improve user interaction in
complex interactive systems by facilitating user performance [14].
We believe that the performance of frustrating users in virtual en-
vironments will increase when adaptation is provided. Therefore,
we hypothesized that participants will perform faster when adaptive
assistance is provided.

We analyzed four conditions of adaptation in this experiment:
(1) no adaptation, (2) adaptive assistance with visual feedback, (3)
adaptive assistance with haptic feedback, and (4) adaptive assis-
tance with multimodal feedback. Repeated measures analysis of
variance (RM ANOVA) showed a significant main effect of Condi-
tion on Task completion time (F3 45 = 5.09, p<0.005). This indi-
cates a significant difference between the four conditions. Average
task completion times were 22.14 s (SD = 2.22) for condition of no
adaptation, 20.33 s (SD = 2.68) for condition of adaptive assistance
with visual feedback, 13.15 s (SD = 1.89) for condition of adaptive
assistance with haptic feedback, and 12.53 s (SD = 1.7) for con-
dition of adaptive assistance with multimodal feedback. Tukey’s
HSD post hoc comparisons showed that both conditions of adap-
tive assistance with haptic feedback and multimodal feedback were
significantly faster than the condition of no adaptation and adaptive
assistance with visual feedback (p<0.05). However, the condition
of adaptive assistance with visual feedback was not significantly
faster than the condition of no adaptation (p=0.6). Moreover, the
condition of adaptive assistance with multimodal feedback was not
significantly faster than the condition of adaptive assistance with
haptic feedback (p=0.79).

Based on these findings, we discovered that providing adapta-
tion increases user performance since participants performed faster
when adaptive assistance was provided. The insignificant differ-
ence found between the conditions of no adaptation and adaptive
assistance with visual feedback, suggests that the implemented vi-
sual feedback may not be appropriate for the users. We suspected
that the action of highlighting and adding transparency was not suc-
cessful to capture the attention of participants towards the target
object needed to be selected. Some participants agreed that the vi-
sual feedback could have helped them to focus on where to look.
However, they failed to notice the visual feedback since they were
looking and paying attention to the other part in the environment.
One participant remarked that making the target object to blink or
flicker might help him better.

A significant increase of performance was only shown when
adaptive assistance was provided through the incorporation of hap-
tic and multimodal feedback (visual and haptic combined alto-
gether). However, no significant difference was observed between
them. This is not surprising when taking into account the fact that
our visual feedback was not that effective. The multimodal feed-
back might have better results when the haptic feedback is com-
bined with a better designed visual feedback. From these find-
ings, we can conclude that providing adaptation in haptic interac-
tion based on the frustration of the user results in a better overall
performance in this particular interaction scenario.

5.4 User’s Subjective Ratings on Adaptation

In the experiment, we acquired the subjective responses of partici-
pants concerning their opinion with respect to the level of frustra-
tion and difficulty they experienced in the four conditions of adapta-
tion. After each session of the experiment, participants were asked
to complete a questionnaire and indicate their responses on a 5-
point scale rating (e.g. I not frustrated at all to 5 very frustrated).
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(d) Overview of the trends observed on two participants

Figure 6: Pressure patterns (shown timeline is concatenated for five target acquisition tasks of the whole session).




Based on the subjective ratings, we found that the average ratings
for conditions where adaptive assistance is provided was higher
than the no adaptation condition. Concerning the level of frus-
tration, participants felt the most frustrated in the condition of no
adaptation (3.44) and the least in the condition of adaptive assis-
tance with haptic feedback (2.19). For the other conditions, adap-
tive assistance with visual feedback and multimodal feedback, the
average ratings were 2.63 and 2.44 respectively. Regarding the dif-
ficulty level, participants perceived the condition of no adaptation
to be most difficult (3.06) and the condition of adaptive assistance
with haptic feedback to be least difficult (2.56). The average ratings
were 2.88 and 2.63 for the conditions of adaptive assistance with vi-
sual feedback and multimodal feedback respectively. This finding
confirms that users perceive themselves to undergo less frustration
and perform the task less difficult when the investigated adaptation
is incorporated.

6 CONCLUSION

In this paper, we have discussed our work of supporting adaptivity
to users for dealing with their frustration during interaction in vir-
tual environments. We established a monitoring module that con-
tinuously captures the physiological measures of users and detected
in real-time when frustration takes place. When user frustration is
recognized, it triggers an action of providing adaptive assistance to
users through the incorporation of feedback (visual, haptic and mul-
timodal). The paper contributes with the investigation of the possi-
bility of detecting user frustration based on the pressure exerted by
users on a 3D input device. We observed that a significantly higher
pressure is exerted on the input device as users experience frustra-
tion, and a linear relationship is shown between the measures of
exerted pressure and the severity of frustration. We also presented
an overview of the pressure patterns observed with regard to the
user frustration states.

An experiment was conducted to investigate the effect of adap-
tation provided as a response to the detected user frustration. Our
findings confirm that providing adaptation resulted in a significant
increase of user’s performance in this 3D interaction scenario, but
only through the adaptation of incorporating haptic feedback. Be-
sides increased performance, another advantage of adaptation is
that users discover themselves to feel less frustrated and experience
less difficulty in performing the tasks. However, we are aware that
the effectiveness of the adaptation as such is not proven. Follow
up research is planned to study the effect of the initial situation, the
personalization of the adaptation and the recurring adaptation, such
as switching back and forth between types of adaptations.
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