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Abstract

In a period of time where knowledge management is a very important issue and the
problem of information overload is growing, there is a need for systems that can help
to obtain information, knowledge and data.

Knowledge management is all about getting the right knowledge, in the right place, at
the right time. It is based on the idea that an organisation’s most valuable resource is
the knowledge of their people. Raw information may be widely available to a lot of
organisations, but only some organisations will be able to convert the information into
relevant knowledge and to use this knowledge to achieve their goals.

Information and communication technology has made information abundant. Because of
the Internet you can basically get any information you might desire in seconds. However,
the reliability, usefulness, and timeliness of the information is difficult to verify. There is
an existence of excess low quality information that can lead to inefficient decision

making.

To help organisations in the process of knowledge management and to overcome the
problem of information overload, recommender systems can be used.

A recommender system is a software system whose main goal is to aid in the social
collaborative process of indicating or receiving indication, when the number of options is
enormous. They supply users with information in order to help them make decisions or to
solve problems, without users have to search for it themselves.

Using recommender systems will lead to more efficient knowledge acquisition. They
can provide a reduction in this very time-consuming process and this can lead to a

decrease in costs for enterprises for which knowledge acquisition is important.

This master thesis will propose an architecture for a recommender system. The
recommender system proposed, will be based on the technology of the Semantic Web
and Linked Data. It will take advantage of the inference mechanisms involving semantic
description developed in the Semantic Web. This will allow the recommender system to
discover hidden semantic associations by exploring the knowledge and structure of the
ontological model. Using Linked Data will make the recommender system able to create
links between data, and by doing so suggesting more relevant information. In the case
study performed in this master thesis, Linked Data from the Linking Open Data project

was used.



Ontologies have become the cornerstone in the Semantic Web for two reasons. Firstly,
because these conceptualizations represent formally a specific domain, ontologies enable
inference processes to discover new knowledge from the formalized information.
Secondly, ontologies make it easier to automate knowledge sharing, by allowing easy
reuse between users and software agents. The ontologies that will supply the Semantic

Web are and will be developed, managed and supported by practice communities.

Two other important parts of the recommender system proposed in this master thesis are
the Resource Description Framework (RDF) and the SPARQL Protocol and RDF Query
Language. RDF is a W3C standard format for storing arbitrary data on the Web and
elsewhere. In other words, it is a framework for representing information in the Web. It
was created as a language for encoding knowledge on Web pages to make it
understandable to electronic agents searching for information. RDF provides a machine-
readable way to say anything about anything.

SPARQL provides a query language that can be utilized to express queries across diverse
data sources, whether the data is stored natively as RDF or viewed as RDF via

middleware.

In the second part of this master thesis, a case study is executed in cooperation with
the company iKnow. This case study was performed in order to get practical insight in
recommender systems. The goal of this case study with iKnow is to get an understanding
of the way these software systems are built and how they work. A step by step analysis
of the process that a recommender system will adopt, reveals the architecture behind
these recommender systems. The case study will also further clarify topics that were

explained in the study of literature by giving practical examples.

The last part of the master thesis combines the results from the case study with the
results from the study of literature in order to make a proposition of the architecture
for a recommender system. The proposed recommender system will make use of the
Semantic Web and Linked Data in order to suggest more relevant information. A Text
Mining Module will analyze unstructured text and give input for a Recommender Module.

This Recommender Module will provide the user with timely, relevant suggestions.
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Chapter 1: Introduction to the subject and defining a problem

statement

The aim of this first chapter is to introduce and generally present the subject of this
master thesis and its relevance. This chapter will also point out the purpose and
limitations, as well as the central research question and the research sub-questions. Next
to these topics, the research approach is explained and finally the structure of the master

thesis is explicated.
1.1 Problem statement

In an age of globalisation and information explosion, creating and sharing market
information and market knowledge is crucial for organisations. There is a significant
information overload that can lead to inefficient decision-making. Organisations need to
apply efficient methods when searching and sharing information and knowledge. The
information and knowledge that is required for decision-making needs to be available and
accessible in an easy way for the right person, at the time the information or knowledge
is needed. The Internet is a source of a gigantic amount of data and information, but this
data and information is often obscure and contains less relevant items. It is very

important that correct and relevant supporting information reaches the right persons.

This is why there is the need to transform an enormous amount of unstructured
information into clarified structured information. For this purpose, there already have
been developed a number of software applications that can filter the most important and
relevant information out of the mass of information. An example of such a software
application that is capable of searching and filtering information and knowledge is a
recommender system. The recommender system helps the user to make a decision when
huge amounts of options are available or to make relevant suggestions. This is done by

providing the user with information and data that is useful to make a decision.

There already exist many kinds of recommender systems. The most familiar
recommender systems are the one use in E-commerce. These software systems make
suggestions for products a customer might like to buy. However, these systems are not
capable to recommend related information and data to professionals in real-time.

Recommender systems that can make differences for organisations by assisting



professional in this search for information and knowledge, are very different. These
software systems need to suggest related articles, papers, publications, etc. to their
users. There already exist various types recommender systems already existing that
comply to this need, yet they are not yet widespread.

Recommender systems that meet the terms for modern and future requirements, need to
include the latest technologies. This master thesis will give an overview of the existing
recommender system and these latest technologies in order to propose a description for

a modern recommender system.

1.2 Limitations

This master thesis has some limitations. The goal will not be to create a fully functional
recommender system. There will not be any programming of software in this master
thesis. The result of this master thesis will be to make a proposition of the architecture

for a modern recommender system.

1.3 Purpose of research

The purpose of this research is, in the first instance, to explain what recommender
systems are and why they are needed. The second purpose of this master thesis is to
show how recommender systems are built and how their architectures look like. The final
purpose of this master thesis is to combine the results from the study of literature and
the case study in order to make a proposal for the architecture of a recommender

system.

1.4 Research questions

1.4.1 Central research question

In order to meet the research objective, formulating research questions is necessary. The

following question is central in this master thesis:

A recommender system that delivers just in time and task relevant information,
will help professionals improving their knowledge-intensive tasks. What are the

required technical elements of its architecture?



1.4.2 Research sub-questions

In order to help find the answer to the central research question, some sub-questions

have been formulated:

1) What is a recommender system and what are its functions?

2) Why is a recommender system needed?

3) What are the technological building blocks of recommender systems?

4) How are recommender systems built in detail?

5) How does the architecture of a modern/next generation recommender system looks

like?

1.5 Research approach

This part will justify the research approach that will be used in this master thesis. A
research approach is a general plan for the method of operation that is employed, when
trying to answer the research questions. The research approach will also take into

account the purpose of the research.

In the first part of the master thesis, the existing literature about recommender systems
and related topics will be analyzed. This will provide an answers on the “what”, “why”,
“when” and “how"” questions for recommender systems. The literature that will be used in
this master thesis, was primarily obtained by searching the Web, the library of the
University of Hasselt and via EBSCO Host. This literature contains papers published by
reliable instances or articles published by scientific (information system) magazines. The
goal is to provide a short, but an as complete as possible literature review of
recommender systems and related topics by using the leading and most influential

authors in these domains.

In the second part of the master thesis, practical applications will be studied in
cooperation with a best practice company iKnow. This case study will make use of several
topics described in the literature review. The case study will be a part by part analysis of
the architecture of a recommender system. It will examine its building blocks by applying

them in some real situations. Carrying out this case study will clarify how a recommender



system works and will give a practical view of several topics discussed in the literature

review.

In the third part, the literature review from the first part and the case study from the
second part will be combined to make a proposal for a recommender system. This
proposal for a recommender system will be based on the findings throughout the whole

research carried out in this master thesis.

1.6 Structure of the master thesis

Chapter 2 of this master thesis will give a general view of knowledge management and
the problem of information overload. This chapter gives reasons why a recommender
system could or should be introduced. In the third chapter, the different technical
building blocks of a recommender system that need to be clarified before a further
analysis of these systems can be executed, are explained. Chapter 4 explains what
recommender systems are and gives examples them. This chapter gives a case example
by summarizing a paper about a complete recommender system that will give an
introduction to the case study. The fifth chapter describes the case study with iKnow.
Chapter 6 gives a proposition of the architecture for a recommender system by
combining the results of the literature review with the case study. In the final chapter,

chapter 7, the conclusions of this master thesis are drawn.



Chapter 2: Knowledge management and information overload

2.1 Knowledge management

The first part of the literature review will explain knowledge management. Knowledge
management is at the foundation of the subject of this master thesis, because
recommender systems are becoming an important alternative to support knowledge
acquisition (X,2010).

We will start by defining knowledge. Knowledge will be an important term during the
whole master thesis. Mekhilef, et al. (2004) use the following definition:

“"Knowledge is the combination of data and information, to which is added expert opinion,
skills and experience, to result in a valuable asset which can be used to aid decision
making. Knowledge may be explicit and/or tacit, individual and/or collective” (Chaffey,
2009).

Knowledge is derived from information but, it is richer and more meaningful than
information. “Knowledge includes familiarity, awareness and understanding gained
through experience or study and results from making comparisons, identifying
consequences, and making connections” (NHS, 2005). Some experts also include wisdom
and insight in their definition of knowledge (NHS, 2005).

Next, we will give several definitions of knowledge management. The literature
concerning knowledge management provides a lot of definitions that define the term in
their own way. We cannot give one single or one best definition because more definitions

are suitable.

Here are a few definitions:

“Knowledge management is the management of the activities and processes for
leveraging knowledge to enhance competitiveness through better use and creation of

individual and collective knowledge resources.” (Chaffey, 2009)

“"Knowledge management is a process that emphasises generating, capturing and sharing

information know how and integrating these into business practices and decision making



for greater organisational benefit.” By Maggie Haines, NHS Acting Director of KM (NHS,
2005)

“The capabilities by which communities within an organisation capture the knowledge
that is critical to them, constantly improve it, and make it available in the most effective
manner to those people who need it, so that they can exploit it creatively to add value as

a normal part of their work.” By BSI’s A Guide to Good Practice in KM (ibidem)

“Knowledge management in general tries to organize and make available important
know-how, wherever and whenever it's needed. This includes processes, procedures,
patents, reference works, formulas, “best practices”, forecasts and fixes. Technologically,
intranets, groupware, data warehouses, networks, bulletin boards videoconferencing are
key tools for storing and distributing this intelligence.” By Maglitta (1996) (Malhotra,
2000)

“Knowledge management incorporates intelligent searching, categorizing and accessing
of data from disparate databases, E-mail and files.” By Willet & Copeland (1998) (ibidem)

To summarize, good knowledge management is all about getting the right knowledge, in
the right place, at the right time. Knowledge management is based on the idea that an
organisation’s most valuable resource is the knowledge of their people. It is essentially
about facilitating the processes that creates, shares and uses knowledge in organisations.
It is not about setting up a new department or providing a new computer system. It is
about making small changes to the way everyone in the organisation works (NHS, 2005).
Raw information may be widely available to a lot of organisations, but only some
organisations will be able to convert the information into relevant knowledge and to use
this knowledge to achieve their goals. The processes by which these organisations do this

are known as knowledge management strategies (Hovland, 2003)

Knowledge in organisations is often classified into two types: explicit and tacit

knowledge.

Explicit knowledge is knowledge that can be confined and written down in documents
or databases. Some examples of explicit knowledge are instruction manuals, written

procedures, best practices, lessons learned and research findings. Explicit knowledge can



be categorised structured or unstructured. Documents, databases, and spreadsheets are
examples of structured knowledge, because the data or information in them is organised
in a particular manner for future retrieval. On the other hand, e-mails, images, training
courses, and audio and video selections are examples of unstructured knowledge

because the information they enclose is not referenced for future retrieval (NHS, 2005).

Tacit knowledge is the knowledge that is less tangible than explicit knowledge. People
carry in their heads. It is the experience of how to react to a situation when many
different variables are involved (Chaffey, 2009). Tacit knowledge is context-specific and
contains, among other things, insights, intuitions and experiences (Research Matters,
2008). It is like an “unspoken understanding” about something. Knowledge that is
difficult to write down in a document or a database and can be difficult to access. In fact,
most people are not aware of the knowledge they possess or of the value of this
knowledge to others. Tacit knowledge is considered more valuable than explicit
knowledge because it provides context for people, places, ideas and experiences (NHS,
2005).

One approach is to think of knowledge management in terms of three components,

namely people, processes and technology.

People: The most important and yet often the most difficult part of knowledge
management is getting the culture of an organisation “right” (NHS, 2005). The culture of
organisations has to be appropriate or will need to be adapted in order to create a proper

knowledge management environment.

Processes: To improve knowledge sharing, organisations often need to make changes to
the manner in which their internal processes are structured, and sometimes even the
organisational structure itself. An organisation needs to know if and how these processes
can be adapted or what new processes can be introduced to support people in creating,

sharing and using knowledge (ibidem).

Technology: A widespread misconception is that knowledge management is mainly
about technology, for example: getting an intranet, linking people by e-mail, compiling

information databases etc. Technology is in most cases a crucial element of knowledge



management because it connects people with information, and people with each other,

but is not the solution (ibidem).

The people component is the most important element of these three components, but all
three components will need to be reviewed by organisations. That is why it is important
for organisations to develop a knowledge-friendly culture and knowledge-friendly
behaviours among its people. This should be supported by the appropriate processes and

enabled through technology (ibidem).

2.2 Information overload

Studies have shown that as a decision maker is given more information, decision quality
initially increases. Once the information level reaches a certain point, however, the
quality of the decision decreases if he is given additional information. The idea is that at
some point (many studies suggest between five and ten attributes per choice) people
become overloaded with information and begin to make worse decisions (Paredes, 2003).
This is simply because people have limits in the amount of information they can process.
That is why parts of the information will be ignored, forgotten, distorted or otherwise lost
(Heylighen, 2005a).

Information and communication technology has made information abundant. Because of
the Internet you can basically get any information you might desire in seconds. By using
information and communication technology, information can be retrieved, produced and
distributed much more easier than in earlier periods (ibidem). However, the reliability,
usefulness, and timeliness of the information is difficult to verify (Laud & Schepers,
2009). There is an existence of excess low quality information that is called data smog
(Heylighen, 2005a).

The impact of information overload on decision making has been well researched over
the past ten years as the introduction and the growth of the Internet caused a explosion
of information (Davenport & Beck 2000). Executives needed to deal with new and huge
volumes of data, determine relevancy, and identify reliability of information sources
(Laud & Schepers, 2009).



For example, quickly changing business valuations, price-earnings multiples, mergers
and acquisitions activity, restructuring, “unforeseen” restatements, and even bankruptcy
have allowed some privileged stakeholders and corporate leaders to accrue windfall
gains, while many other investors have suffered dramatic losses. The business reporting
that surrounds these events is performed by skilled professionals including corporate and
tax lawyers, accountants, auditors, board members, trust advisors, investment bankers,

finance specialists, and analysts (ibidem).

Information overload can lead to anxiety and loss of control. This can eventually lead to
increasing stress, that can go together with physical, psychological and social problems
(Heylighen, 2005a). A world-wide survey, executed by Waddington (1996) found that
two thirds of managers suffer from increased tension and one third from ill health as the

result of information overload (ibidem).

The previous paragraphs may suggest that the increase of information can only be seen
as a bad thing, but this is not correct. The availability of huge amounts of information, if

managed properly, can be seen as an opportunity.

A solution to tackle information overload is proposed by the paper of Heylighen (2005b).
The paper indicates that the solution is the integration of the three basic resources,
namely human intelligence, computer intelligence (computers are much less limited in
the amount of information that can be processed than humans), and coordination
mechanisms that direct an issue to the cognitive resource (document, person, or
computer program) most fit to address it. This requires a distributed, self-organizing
system, formed by all individuals, computers and the communication links that connect
them. The resulting information system would be available always and everywhere and
would be able to react immediately to any request for guidance. New information would
be constantly added, from the human users and computer agents (ibidem). The
recommender system that is the subject of this master thesis is an example of a software

system that will help tackling the problem of information overload.



2.3 Conclusion research sub-question 2: Why is a recommender system

needed?

Knowledge management has become a very important concept. Knowledge management
is all about getting the right knowledge, in the right place, at the right time. It is based
on the idea that an organisation’s most valuable resource is the knowledge of their
people. Raw information may be widely available to a lot of organisations, but only some
organisations will be able to convert the information into relevant knowledge and to use

this knowledge to achieve their goals.

Information and communication technology has made information abundant. Because of
the Internet you can basically get any information you might desire in seconds. However,
the reliability, usefulness, and timeliness of the information is difficult to verify. There is
an existence of excess low quality information that can lead to inefficient decision

making.

To help organisations in their knowledge management process and to overcome the
problem of information overload, recommender systems can be used. Recommender
systems will lead to more efficient knowledge acquisition. They can lead to a reduction of
time in this very time-consuming process and this can result in a decrease of costs for

enterprises for which knowledge acquisition is important.
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Chapter 3: Technological blocks of recommender systems

A recommender system is a software system whose main goal is to aid in the social
collaborative process of indicating or receiving indication, when the number of options is
enormous (Resnick & Varian, 1997). Recommender systems are proactive devices and
their goal is to supply people with information useful for decision making or to solve
problems. This information may be about books, documents, music, restaurants and
whatever (ibidem). Recommender systems will be explained in more detail in chapter 4
(p.30).

When creating a recommender system that complies to the needs of users nowadays, it

is necessary to involve and understand the following topics.

3.1 Ontology

An ontology is a concept that has several meanings and can be explained in a number of
ways. First of all, an ontology is a representation of a vocabulary, often specialized to
some domain or subject matter. “"More precisely, it is not the vocabulary as such that
qualifies as an ontology, but the conceptualizations that the terms in the vocabulary are
intended to capture” (Chandrasekaran, et al., 1999). According to Uschold & Gruninger
(1996), “"Ontology is a term used to refer to the shared understanding of some domain of
interest which may be used as a unifying framework.” They say that an ontology entails
or embodies some sort of world view with respect to a given domain. This world view is
often conceived as a set of concepts (e.g. entities, attributes, processes), their definitions
and their inter-relationships, which is referred to as a conceptualization. It is important to
point out that an ontology is language-dependent, while a conceptualisation is language
independent (Guarino, 1998). So, two ontologies can use different vocabulary, for
example ontologies in different languages, while sharing the same conceptualization
(ibidem).

Blanco-Fernandez, et al. (2008) say “an ontology characterizes that semantics in terms
of concepts and their relationships, represented by classes and properties, respectively.
Both entities are hierarchically organized in the conceptualization, which is populated by
including specific instances of both classes and properties. For example, in the context of
a recommender system, instances of classes represent the available items and their

attributes, whereas instances of properties link the items and attributes to each other.”

-11 -



An example of a graphical illustration for an ontology of a TV domain is given in figure
3.1 (p.13).

“In this figure, we have several instances referred to specific TV programs that belong to
a hierarchy of genres, whose root node is TV CONTENTS (e.g., FICTION, SPORTS,
MUSIC, LEISURE). The attributes of these programs (e.g., cast, intended audience,
topics) are also identified by hierarchically organized classes, and are related to each

program by means of labelled properties (e.g., hasActor, hasIntendedAudience, isAbout)

(Blanco-Fernandez, et al., 2008).

Ontological analysis clarifies the structure of knowledge and enables knowledge sharing.
The knowledge representation language that an ontology uses can be shared with others
who have similar needs for knowledge representation. Hereby, there is no need to

replicate the knowledge that already has been created (Chandrasekaran, et al., 1999).

Staab & Studer (2004) say that it is not easy to agree on a common definition, because
ontology is being used in such a diverse application context. They state that, in the
informatics community, there has been some agreement on using the following
definition: “An ontology is a formal explicit specification of a shared conceptualization for
a domain of interest.” The ontology has to be specified in a language that comes with a
formal semantics. This formal approach ontologies will provide a machine interpretable
meaning of concepts and relations that is expected when using an ontology-based

approach (ibidem).

The type of ontology that will be used in the rest of this paper, is the use of an ontology
as a database component. In this component, an ontology can be compared with the
schema component of a database. At the development time, an ontology can play an
important role in the requirement

analysis and conceptual modelling phase, “The resulting conceptual model can be
represented as a computer processable ontology and from there mapped to concrete
target platforms” (Guarino, 1998). Guarino also points out that an ontology can support

queries regarding the content of a particular database.
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The WWW Consortium (W3C) developed the Resource Description Framework (RDF) (see
infra, section 3.2, p. 14), a language for encoding knowledge on Web pages to make it
understandable to electronic agents searching for information (Noy & McGuinness, 2001).
Other technologies, like the Web Ontology Language (OWL) (see infra, section 3.3.,
p.16), build on RDF and provide language for defining structured, Web-based ontologies
which enable richer integration and interoperability of data among descriptive

communities (http://www.w3.0rg/TR/owl-guide/).

Sharing common understanding of the structure of information among people or software
agents is one of the common goals of developing ontologies. For example, when different
websites of the same domain contain information about this domain, they can share and
publish the same underlying ontology of the terms they use. If they al use the same
ontology, computer agents can extract and aggregate information to answer the users’
queries or as input data to other applications (Noy & McGuiness, 2001)

“Ontologies have become the cornerstone in the Semantic Web due to two reasons”
(Blanco-Fernandez, et al., 2008). On the one hand, as these conceptualizations represent
formally a specific domain, ontologies enable inference processes to discover new
knowledge from the formalized information. On the other hand, ontologies make it easier
to automate knowledge sharing, by allowing easy reuse between users and software

agents (ibidem).

However there are some challenges regarding ontology development and management.
The ontologies that will supply the Semantic Web must be developed, managed and
supported by practice communities (Shadbolt, et al. 2006). These communities need to
provide the definitions used in the ontologies. Although some denotations are more
persistent than others, others will not be fixed over all time. Some ontologies might
endure long periods (for example terms describing the elements of the periodic table),
while others are more volatile (for example terms describing parts of the Internet).

When different members of a community create their own ontology, containing
autonomous entities, there will also be the problem of ontological inconsistency. Though
full ontological consistency is not reachable in these large communities, there has to be
some degree of consistency between ontologies (Zurawski, et al., 2008).

Communities and practice will change norms, conceptualisations and terminologies over

time. The issue for the Semantic Web, that is built from these parts, is to know when
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these parts needs revision. The problem here is the cost of ontology development

and maintenance, an often quoted concern about the Semantic Web (ibidem).

3.2 Resource Description Framework (RDF)

3.2.1 What is RDF?

The Resource Description Framework (RDF) is a W3C standard format for storing
arbitrary data on the Web and elsewhere (Ducharme, 2005). It is a standard model for
data interchange on the Web (http://w3c.org/RDF/). In other words, it is a framework for
representing information in the Web. RDF provides a machine-readable way to say

anything about anything (Ducharme, 2005).

The WWW Consortium (W3C) developed the Resource Description Framework as a
language for encoding knowledge on Web pages to make it understandable to electronic

agents searching for information (Noy & McGuinness, 2001).

RDF allows the description of resources by expressing statements about them in the form
of triples: subject, predicate and object. Resources are identified by a Unique Resource
Identifier (URI). A Uniform Resource Identifier (URI) is a string of characters used to
identify a name or a resource on the Internet. While Uniform Resource Locators (URL)
have become familiar as addresses for documents and other entities that can be located
on the Web, URIs provide a more generic way to identify any entity that exists in the
world (Bizer, et al. 2009).

The underlying structure of any expression in RDF is a collection of triples. The structure

is clarified in figure 3.2.

-14 -



Figure 3.2: Representation of the parts of a triple

Subject Object

Predicate

Source: http://www.w3.0rg/TR/2004/REC-rdf-concepts-20040210/

Each triple represents a statement of a relationship between the things denoted by the
nodes that it links. Each triple has three parts:

1. a subject,

2. an object, and

3. a predicate (also called a property) that specifies a relationship.

3.2.2 Syntax of RDF

Now a part of the RDF syntax will be explained. The parts in this explanation, shown in

figure 3.3, will be used in the case study later on in this master thesis.

Figure 3.3: Standard syntax of an RDF file

<rxml version="1.0"7>

<rdf:RDF

¥mlns:rdf="http: /A wmmr. w3i. org,/ 1999 /02 /22 -rdf -syntax-nsg" =
W Descrpiption goes here. ..

</rdf:FDF-

The first part of a typical RDF file contains the <?xml version="1.0"?> syntax. This
syntax will specify that xml encoding will be used. The next part is the “rdf:RDF” element
of the syntax. It defines the xml document to be an RDF document. The namespaces are
given in the following line “xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-

ns#ll>"
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A namespace is an abstract container or environment created to hold a logical grouping
of unique identifiers or symbols (i.e., names). An identifier defined in a namespace is
associated with that namespace. XML namespaces provide a simple method for
qualifying element and attribute names used in Extensible Markup Language documents
by  associating them with namespaces identified by URI references
(http://www.w3.0org/TR/REC-xmlI-names/). Thus, a namespace will give a URI for an
element or attribute name in the beginning of the RDF file, so that it will not be
necessary to give the whole URI again in the rest of the file, when the element or
attribute is included.

For example, the URI “http://purl.org/dc/elements/1.1/title” can be shortened by
including the namespace URI “xmins:dc="http:// purl.org/dc/elements/1.1/” in the

rdf:RDF start tag. Than it can be re-used as <dc:title> later on.

The namespace that is given in figure 3.3 is a namespace that needs to be included in
every RDF file because it will provide a description of the syntax of the “"RDF element”.
Next to this namespace, typical RDF files will contain more namespaces.

After these steps, the description of the RDF file will be given, providing the necessary

information that was the reason for creating the file.

3.2.3 Problems with creating RDF

Halb, et al. (2008) point out a few bottlenecks when creating datasets of enormous size
in RDF. First of all, it is a very time consuming process to generate a static file-structure
with small RDF files. Another challenge can be the ambiguity of the raw data used for
creating RDF. This only can be resolved by analysing the corresponding document. An
example of this is given by Halb, et al. (2008) for raw data of Eurostat. They give the
example of the time indicator “2007"”. This can stand for the value over a period of time
(for example the entire year) or at the end of a reporting period (for example, 31

December) (ibidem).
3.3 OWL
Another term that needs to be explained about this subject is the Web Ontology

Language (OWL). This an example of an ontology language based on RDF. “OWL is

designed for use by applications that need to process the content of information instead
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of just presenting information to humans. OWL facilitates greater machine interpretability
of Web content than that supported by XML, RDF, and RDF Schema (RDF-S) by providing
additional vocabulary along with a formal semantics” (http://www.w3.0rg/TR/owl-

features/).

3.4 SPARQL

3.4.1 What is SPARQL?

SPARQL, an acronym standing for SPARQL Protocol and RDF Query Language, is a
general term for both a protocol and a query language. Most uses of the SPARQL

acronym refer to the RDF query language (Prud'hommeaux & Seaborne, 2008).

“"SPARQL can be utilized to express queries across diverse data sources, whether the data

is stored natively as RDF or viewed as RDF via middleware” (ibidem).

A typical SPARQL query consist of three parts. The first part will identify the prefixes
used in the query, so that there is no need the type it in full every time it is referenced in
the query. The next part is the SELECT clause that will identify the variables that will
appear in the query results. The last part is the WHERE clause. This clause provides the
basic graph pattern to match against the data graph (Prud'hommeaux & Seaborne,
2008). It will define what will be queried for.

SPARQL queries need to be executed at a SPARQL endpoint. A SPARQL endpoint makes
it possible for users to query a knowledge base by using the SPARQL language. Results
are typically returned in one or more machine-processable formats. Therefore, a SPARQL
endpoint is mostly conceived as a machine-friendly interface towards a knowledge base.
(http://semanticweb.org/wiki/SPARQL_endpoint).

3.4.2 Example of a SPARQL query
This example will clarify what is explained in the section above. It is an example that will

query the DBpedia database and will look for all landlocked countries with a population

greater than 15 million.
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PREFIX rdfs: <http://www.w3.0rg/2000/01/rdf-schema# >
PREFIX type: <http://dbpedia.org/class/yago/>
PREFIX prop: <http://dbpedia.org/property/>
SELECT ?country_name ?population
WHERE {
?country a type:LandlockedCountries ;
rdfs:label ?country_name ;
prop:populationEstimate ?population .
FILTER (?population > 15000000) .

First of al, the PREFIXES “rdfs:”, “type:” and “prop:” are specified. The SELECT clause
tells us that the variables “country_name” and “population” will be selected to present in
the results. In the WHERE clause, the landlocked countries are separated from all the
countries and a filter is provided to make sure that only countries with a population over

15 million are selected in the results.

3.5 The Semantic Web

The Semantic Web is not a separate Web, but an extension of the World Wide Web. The
Semantic Web gives information a well-defined meaning that enables computers and
people to work better in cooperation (Berners-Lee, et al. 2001). The Semantic Web
allows people to share content beyond the boundaries of applications and websites
(http://semanticweb.org/wiki/Main_Page). It will bring structure to the meaningful
content of Web pages, creating an environment where software agents roaming from
page to page can carry out sophisticated tasks for users (Berners-Lee, et al., 2001). Like

the Internet, the Semantic Web is as decentralized as possible (ibidem).

“"While a Web browser navigates along links between documents, a Semantic Web
browser navigates along relationships (or predicates as explained in section 3.2, p.14) in
a web of concepts” (Berners-Lee, et al., 2006). However, a Semantic Web browser must
also include an awareness of the underlying web of documents and query services
(ibidem).
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In order for the Semantic Web to function, computers must have access to structured
collections of information and sets of rules that they can use to conduct automatic
reasoning. The two most important technologies for developing the Semantic Web are
XML and RDF. eXtensible Markup Language (XML) allows everyone to add arbitrary
structure to their documents but says nothing about what the structure means. The
meaning is expressed in RDF (see infra, section 3.2, p.14) (Berners-Lee, et al., 2001).

A third basic component of the Semantic Web are ontologies (see infra, section 3.1,
p.11). In context of the Semantic Web, they are used to provide a way to discover
common meanings for whatever database it uses. Common meanings are encountered
when a program wants to compare or combine information of two or more databases

when two different terms are being used for the same thing (Berners-Lee, et al., 2001).

Oren, et al. (2008) say that the Semantic Web can be seen as a large knowledge-base
formed by sources that serve information as RDF files or through SPARQL endpoints. A
fundamental feature of the Semantic Web is that the graphs are decentralised, meaning
that it has no single knowledge-base of statements but instead anyone can contribute
statements by making them available. The sources of the knowledge bases (for example
web pages) might have nothing in common, but by using URIs and shared terms, their
information can be merged to offer useful services to both humans and software clients
(ibidem).

Five years after the article The Semantic Web was published by Berners-Lee, et al.
(2001), the progress of the Semantic Web is reviewed by Shadbolt, et al. (2006).
Because there hasn’t yet been delivered a large-scale, agent-based mediation, some
commentators argue that the Semantic Web has failed. The authors of this article argue
with this and say that agents can only flourish when standards are well established and
the Web standard necessary for the Semantic web have progressed steadily in the period
after 2001 (ibidem).

After 2001, the need for shared semantics and a web of data and information derived
from it, has increased. The importance of ontologies has also risen and they are utilized
more and more.

The next step according to these authors will be making substantial reuse of existing
ontologies and data. They see the Semantic Web as a linked information space in which
data is being enriched and added. In 2006, they could already see an increasing need

and a rising obligation for people and organizations to make their data available (ibidem).
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The Semantic Web technologies allow to create a web of data. Such a web of data
embeds interlinked ontologies, giving formal specifications of concepts and relationships
relevant for describing a set of objects in a given domain. So, the data is linked to its

meaning (Raimond, et al., 2007).

3.6 Linked Data

3.6.1 What is Linked Data?

A fully functional Semantic Web is based on the availability of large amounts of data as
RDF. This RDF data has to be interlinked as a web of data and should not be in isolated
datasets (Bizer, et al., 2007).

The term Linked Data refers to a set of best practices for publishing and connecting
structured data on the Web. Key technologies that support Linked Data are URIs, HTTP
and RDF (http://linkeddata.org/).

Linked Data is about using the Web to connect related data that was not yet linked
before, or using the Web to lower the barriers to linking data that is currently linked by
using other methods. Wikipedia defines Linked Data as "a term used to describe a
recommended best practice for exposing, sharing, and connecting pieces of data,

information, and knowledge on the Semantic Web using URIs and RDF" (ibidem).

According to Hausenblas (2009) and Bizer, et al. (2009), the fundamental idea of Linked
Data has first been outlined by Sir Tim Berners-Lee in 2006. He described the four

principles of Linked Data as:

1. All items should be identified using URIs;

2. Use HTTP URIs so that people can look up these names (dereferenceable);

3. When someone looks up a URI, provide useful information, using the standards (RDF,
SPARQL);

4. Links to other URIs should be included in order to enable the discovery of

more data.
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Linked Data is mainly about publishing structured data in RDF using URIs rather than
focusing on the ontological level. This simplification lowers barriers to enter for data
providers and by doing so, fosters a wide spread adoption (Hausenblas, 2009). The
Linked Data initiative has given rise to an increasing number of RDF datasets of which
many are accessible on line for free. The resources often arise as a result of database
exports (Jaffri, et al., 2008)

Publishing Linked Data on the web needs to be done according to the Linked Data
principles that involve the following three steps. The first step is to assign URIs to the
entities described by the data set and provide for dereferencing these URIs over the
HTTP protocol into RDF representation. The second step is to set RDF links to other data
sources on the Web, so clients can navigate the Web of Data as a whole by following RDF
links. The final step is to provide metadata about published data, so that clients can
asses the quality of published data and choose between different means of access (Bizer,
et al., 2009).

Opinions of the relationship between the Semantic Web and Linked Data differ
somewhat. However a widely held view is that the Semantic Web is made up of Linked
Data. This means that the Semantic Web is the whole, while Linked Data are the parts.
Tim Berners-Lee has frequently described Linked Data as "the Semantic Web done right"
(http://linkeddata.org/).

The goal of the open data movement is to make data freely available to everyone. The
Linking Open Data (LOD) project aims at making these datasets available in RDF and
create RDF links between them (Raimond, et al., 2007). The linking open data project is
an open, collaborative effort carried out in the area of the W3C SWEO Community
Projects initiative (Hausenblas, 2009). It aims at bootstrapping the Web of Data by
publishing datasets in RDF on the Web and creating large numbers of links between
these datasets (ibidem). The project began in 2007 with a relatively modest number of
datasets and participants and has grown ever since in terms of depth, impact and
contributors. “Currently, the project includes over 50 different datasets with over two
billion RDF triples and three million (semantic) links at the time of writing, representing a
steadily growing, open implementation of the linked data principles” (ibidem). The
content of the cloud is very diverse, comprising data about geographic locations, people,

companies, books, scientific publications, films, music, television and radio programmes,
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genes, proteins, drugs and clinical trials, online communities, statistical data, census
results and reviews (Bizer, et al., 2009) Figure 3.4 (on page 24) shows the LOD cloud
that illustrates these different datasets and shows their relations with each other. The
arcs in figure 3.4 indicate the links that exist between items in the two connected
datasets. Heavier arcs correspond to a greater number of links between the two
datasets, while bidirectional arcs point out the outward links to the other exist in each
dataset (Bizer, et al.,2009). However these interlinked datasets through reuse of
common vocabulary and shared URIs are starting to expand, they are not yet widespread
(Oren, et al., 2008). That is why Tim Berners-Lee, a very important man in this domain,
summons everyone to publish "Raw Data Now” in his TED talk (2009). People,
companies, governments, etc. should put their data on line as Linked Data to uncover a
huge unlocked potential. An example of this can be given for the revenue of a company.
At the moment, the revenue for a given company can, for example, be found in the
DBpedia database. This is because a person who is a member of the Wikipedia
community has uploaded this data in the database. The goal in the future will be that the
company itself publishes its data (revenue) and link it to other data (for example

DBpedia). This will make data more reliable and accurate.

Besides this problem, there is another difficulty concerning Linked Data, namely URI
disambiguation. Linking data has been widely encouraged, but there has been little
analysis of the accuracy of the links or the datasets themselves (Jaffri, et al., 2008). This
is because datasets are often converted from existing sources that can themselves be
incomplete or inaccurate. This can also be due to incorrect information that is publicised
by members of the community. When linking these inconsistencies, a snowball effect of
incomplete or inaccurate data is produced as more datasets are added. The main area in
which problems arise is in co-referencing (ibidem). Co-referencing can occur in two ways.
Firstly, when a single URI indentifies more than one resource. Secondly, when multiple
URIs identify the same resource. Both situations occur frequently when studying Linked
Data. An example of the first situation can be when a URI identifies a single author when,
in fact, there are a number of people with the same name, that are wrongly identified as
the same person. The second situation of URI multiplicity occurs much more frequently.
An example of this situation can be given for the country Spain. This country would be
identified by different URIs in different datasets. For example, the DBpedia and

GeoNames will have different URIs to define Spain.
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The problem occurs when these URIs are linked to other URIs via ow/:sameAs. Because
the URI identity can often depend on the context in which it is used, there can not be any
guarantee that the two URIs are in fact the same. For a human, this can be simple to
work out, but machines will struggle with this problem (ibidem).

The problem described in this paragraph is found in many digital repositories, due to the
lack of resources that leads to insufficient time to rigorously check the input for
correctness or completeness. This lack of resources can be explained by the free
availability and community based approach of the Linked Data initiative. There need to
be made investments in measuring and guaranteeing of the correctness of this

information.

Shabir & Clarke (2009) say that the Linking Open Data movement has conducted
excellent work, but they also have a fourfold critique on it.

Firstly, there is a concern about the sustainability of Linked Data. This is because many
Linked Open Data endpoints are maintained by hobbyists or by projects or programmes
with time-limited funding. Developers of applications that either link to this Linked Data
or extract data from Linked Data sources, need to be confident that the data sources will
continue to be available, even if the original host disappears. For the moment, there is
not yet enough assurance that this will be the case. The second critique that the authors
give is about the provenance. A user needs to be able to trace a piece of data that is
represented on the Web of Linked Data. When data is aggregated together in RDF, it is
not easy to identify how each data set contributed to the aggregated view. A third point
of critique is licensing, that will to explain to users what they can and can not do with the
original work. The problem for Linked Data is that large proportion of the data in the
Linked Data cloud is not specifically licensed at all. The last concern about Linked Data is
the reliability of the data. On the document Web, sites frequently disappear, leading
users to experience, expect and work around 404 errors. Developers of Linked Data
applications need to ensure that their systems will still be able to operate if Linked Data

sources are temporarily or permanently unavailable (ibidem).
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3.6.2 Examples of Linked Data Applications

An example of Linked Data is given by Raimond, et al. (2007). For example, a festival
happening in Montreal on 28 June 2007, from a music database can be linked. The
Festival can be linked to its geographic location from a geographical database (for
example GeoNames). A user agent crawling the web of data can then jump from their
knowledge base to the GeoNames one (ibidem). These links can also be made to other
databases for bands performing at the festival, the companies that sponsor the festival,

etc.

Other examples in which linked datasets are used, are provided in a paper from
Hausenblas (2009). Faviki is a social bookmarking tool that allows to tag Web-pages with
“semantic tags” originated from Wikipedia. The purpose of the Web of Data in this
example is to provide unambiguous space for identifying concepts. The tool uses URIs
from DBpedia for tagging. An example is given in figure 3.5. This example uses the
DBpedia resource of the “Internet” as a tag. So anyone who is interested in this term can
dereference this URI and is able to obtain further information about it.

Another example is DBpedia mobile, which is an application for mobile environments. It
is a location-centric DBpedia application for mobile devices based on a GPS signal of a
mobile, that will create a map indicating nearby locations from the DBpedia dataset,
reviews from Revyu and photos from Flickr photo sharing API. DBpedia mobile also
enables users to publish their current location, pictures and reviews to the Web as Linked
Data, so they can be used in other applications (Bizer, et al., 2009) A screenshot of

DBpedia mobile is shown in figure 3.6.

- 25 -



Figure 3.5: Screenshot of Faviki with the example of the “Internet” tag
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Figure 3.6: Screenshot of DBpedia mobile
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3.6.3 Challenges for Linked Data

There still remain some research challenges that must be overcome before the ultimate

goal of using the Web like a single global database could be reached.

A first challenge is to create user interfaces that are able to integrate data from sources
that are not explicitly selected by the user (Bizer, et al., 2009).

There are also scalability problems when widespread crawling and caching for huge
amounts of Linked Data. Because the amount of data can be huge, it can be difficult to
provide the results in a timely fashion.

Another problem can be found in the domain of data fusion. Data fusion is the process of
integrating multiple data items representing the same real-world object into a single,
consistent and clean representation. The most important challenge in data fusion is
choosing a value in situations where multiple sources provide different values for the

same property of an object (ibidem).
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Because the content of Linked Data sources changes, when data about new entities is
added or outdated data is changed or removed, the RDF links between data sources need
to be updated. Today, link maintenance of these RDF links only occurs sporadically,
which leads to dead links pointing at URIs that are no longer maintained and to potential
links not being set as new data is published. Another challenges is addressing the
licensing issue. It needs to be guaranteed that when using data from a publisher in a
certain way, it does not infringe the rights of others.

One of the most significant challenges for Linked Data is how to ensure that the data that
is most relevant or appropriate to the users’ needs is identified and made available. This
means providing relevant trustworthy data of good quality.

A last important challenge for Linked Data is privacy. The ultimate goal of Linked Data is
to be able to use the Web like a single global database. When integrating data from

distinct sources, it can’t be allowed to violate the privacy of these sources (ibidem).

3.7 Conclusion research sub-question 3: What are the technological building

blocks of recommender systems?

To formulate an answer to the second research sub-question, this chapter described the
various building block that developers of a modern recommender systems need to
consider. A first concept that was explained in the context of recommender systems are
ontologies. An ontology is a representation of a vocabulary, often specialized to some
domain or subject matter. An ontology characterizes the semantics in terms of concepts
and their relationships, represented by classes and properties, respectively. In the
context of a recommender system, instances of classes represent the available items and
their attributes, whereas instances of properties link the items and attributes to each
other.

Secondly, RDF is another concept explained in this chapter. The resource description
framework (RDF) is a W3C standard format for storing arbitrary data on the Web and
elsewhere. In other words, it is a framework for representing information in the Web.
RDF provides a machine-readable way to say anything about anything.

SPARQL, an acronym standing for SPARQL Protocol and RDF Query Language, is a
general term for both a protocol and a query language. SPARQL can be utilized to
express queries across RDF data.

Another important building block which a recommender system can make use of is the

Semantic Web. The Semantic Web is not a separate Web, but an extension of the World
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Wide Web. The Semantic Web gives information a well-defined meaning that enables
computers and people to work better in cooperation. It will bring structure to the
meaningful content of Web pages, creating an environment where software agents
roaming from page to page can carry out sophisticated tasks for users.

A fully functional Semantic Web is based on the availability of large amounts of data as
RDF that is interlinked as a web of data. Linked Data refers to a set of best practices for
publishing and connecting structured data on the Web in order to achieve this interlinking
of data. There are projects, like the Linking Open Data project, that aim at making huge
amounts of data freely available by publishing datasets in RDF and create RDF links

between them.
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Chapter 4: Recommender systems

This chapter will explain what recommender systems are, give examples of existing
recommender systems, and give a case example of a recommender system that delivers
relevant information during chat discussions. This chapter will give an answer to research

sub-question 1: What is a recommender system and what are its functions and?

4.1 What is a recommender system?

A recommender system is a software system whose main goal is to aid in the social
collaborative process of indicating or receiving indication, when the number of options is
enormous (Resnick & Varian, 1997). "Recommender systems are proactive devices and
their goal is to supply people with information useful for decision making. This
information may be about books, documents, music, restaurants and whatever” (ibidem).
The most important benefit of a recommender system is that it can supply information
without people have to search for it. "Recommender systems are becoming an important
alternative to support knowledge acquisition” (X,2010). Recommender systems will lead
more efficient knowledge acquisition. The reduction of time in this time-consuming
process can lead to a decrease in costs for enterprises for which knowledge acquisition

is important, especially with the increased information overload nowadays.

As explained in section 2.2, information and communication technology has made
information abundant. It has become a complex activity to gather information on the
Web (Porcel, et al., 2008). Especially because information gathering on the Internet has
become very important, a lot of recommender systems these days aim at helping to

support end users with their search for information on the web.

According to Hanani, et al. (2001) and Resnick & Varian (1997), the recommender

systems can be characterized because they:

e “are applicable for unstructured or semi-structured data (e.g. Web documents or
e-mail messages),

e the users have long time information needs that are described by means of user
profiles,

e handle large amounts of data,
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e deal primarily with textual data and

e their objective is to remove irrelevant data from incoming streams of data items.”

The most important authors agree that there are two main categories of recommender
systems, namely content-based recommender systems and collaborative recommender

systems.

Content-based recommender systems or content-based filtering suggests items to a user
which are similar to those he/she liked in the past, by matching their respective content
descriptions (i.e., the features defined in the user’s profile and the attributes of the
available items) (Blanco-Fernandez, et al., 2008). The most important strength of this
contend-based filtering is that recommendations can be done without knowing the
preferences of others. However, this method has some drawbacks. For example, the
content description for the available items is a time-consuming task and usually requires
an expert to describe accurately the application domain (ibidem). Another downside is
that this method will only recommend items that are excessively similar to those the user
already knows (Adomavicius, G. & Tuzhilin, A., 2005).

The last problem of traditional content-based approaches is called “new user ramp-up”.
This problem occurs when a new user arrives in the system, the recommender usually
knows little information about his/her preferences, and so the offered suggestions are

poor and imprecise (Montaner, et al., 2003).

Collaborative recommender systems or collaborative filtering recommends to a user
items which have been appealing to others with similar preferences, called neighbours.
Firstly, the user’s neighbourhood is formed. Next, his/her levels of interest in the items
defined in the neighbours’ profiles are predicted, and those with the highest ratings are
finally recommended to the user (Blanco-Fernandez, et al., 2008). “Since collaborative
systems do not only consider the user’'s preferences - but also his/her neighbours’
interests - they offer diverse recommendations, beyond the overspecialized suggestions
of content-based approaches” (ibidem). This method also has some weaknesses

according to Blanco-Fernandez, et al. (2008).

e Sparsity problem: The effects of this limitation are apparent as the number of

available items increases. In this case, it is unlikely that two users have rated the
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same items in their profiles, thus hampering the selection of the user’s
neighbours.

e Scalability: As the number of available items gets higher, the users’ rating vectors
also increase in size. Consequently, the creation of neighbourhoods (based on
computing correlations between users’ vectors) becomes very demanding in
computational terms.

e Latency problem: Since collaborative approaches only suggest to the user items
defined in their neighbours’ profiles, new items available in the system cannot be
used in a recommendation before a significant number of users have rated them

in their profiles.

Because of this limitations, researchers have commonly opted for hybrid systems, where
content-based and collaborative filtering are combined with the goal to make use of the
advantages and lessen the weaknesses of both systems. “Hybrid approaches unify
collaborative and content-based filtering under a single framework, by operating on both

the user’s ratings and the attributes of items” (Blanco-Fernandez, et al., 2008).

There are also Semantic-based approaches. Instead of using techniques like in the
previous systems, this system will reason about the semantics of the compared items.
For that purpose, it takes advantage of the inference mechanisms involving semantic
descriptions developed in the Semantic Web. This means it will discover hidden semantic
associations by exploring the knowledge and structure of the ontological model. “"Such an
enhanced reasoning process permits the recommender system to learn additional
knowledge about the users’ preferences, thus improving the accuracy of the final
suggestions” (ibidem). With a semantically structured representation of Web data,
recommender systems can use semantic-based similarity measures in order to improve
their effectiveness (Drumond & Girardi, 2008).

The next generation recommender systems will rely more on implicit information, such as
the items that a user clicks on while navigating a site (Monroe, 2009). Recommendations
will be made, based on, for example, your navigation patterns or your correlating

products (ibidem).

An important remark that needs to be made with these recommender systems is that the

privacy of the user has to be protected. “Privacy is an important issue in recommender
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applications. In order to provide personal recommendations, recommender systems must
know something about the customers” (Schafer, et al. 2001). Users are reasonably
concerned about what information is collected, whether it is stored, and how it is used.
Users that share data about themselves need to be assured that this data will be
carefully protected. For instance, a user may give false information when he is not
protected properly (ibidem).

When agents of recommender systems are crawling, they collect and index data from
websites. This involves ethical issues with regard to the behaviour of the crawler.
Crawling should be done in accordance with accepted ethics of good behaviour. The

privacy of data publishers should be protected (Oren, et al., 2008)

4.2 Examples of recommender systems

In the following section, a series of existing recommender systems are described. There
are numerous forms of recommender systems existing in many domains. It is not the
intention to give a complete overview of the existing recommender systems, but to give

some examples to clarify these systems.

Well known recommender systems are found in the domain of E-commerce. They are
created to help customers find products to purchase and to boost revenue from on line
sales. In a way, recommender systems enable the creation of a new stores that are
personally designed for each consumer (Schafer, et al., 2001). Recommender systems
can boost E-commerce sales in three ways. The first one is by converting visitors of a
website into buyers by helping them find the products they want to buy. A manner in
which sales can be enhanced by recommender systems is increased cross-selling.
Increased cross-selling can be accomplished by suggesting additional products to the
customer to purchase. A last way in which a recommender system can increase sales is
by building loyalty. Recommender systems increase the customers loyalty by creating a
value-added relationship between the site and the customer (ibidem). “Sites invest in
learning about their customers, use recommender systems to operationalize that
learning, and present custom interfaces that match consumer needs. Consumers repay

these sites by returning to the ones that best match their needs” (ibidem).

A well-known E-commerce recommender system is the one used by Amazon.com in

their book section. This recommender system contains several items that help a
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customer find products to purchase. “Customers Who bought” is a first part of the
system. This recommends books frequently purchased by customers who purchased a
selected book. “Your Recommendation” uses customer feedback to select other books
they might like. Other features of the recommender system of Amazon.com can provide
the customer with new information, about for example an author who has published a
new book. “Customer Comments” allows customers to receive text recommendations
based on the opinions of other customers. A last part of the recommender system used
by Amazon.com are the “Purchase circles”. This feature provides the customer with a
“top 10" list for a given geographic region, company, educational institution, government

or other organisation (Schafer, et al., 2001).

The iTunes Music Store uses very similar features to recommend music songs to
customers. However, they use another feature called Genius. Genius scans the library of
songs owned by the customer (this library might also contain songs not purchased at the
iTunes Music Store). After scanning the tags of the songs in the library, it makes a list of

suggestions of songs that the customer might like.

The example of Amazon.com makes recommendations that comply the customers’
preferences. However, this advice might not be useful when a user returns to the site
and is searching for a different type of product (Zhang, et al., 2007). Zhang, et al.
(2007) present a system of website personalisation by using data mining in order to
make the navigation of a site easier, enabling products that could meet the customer’s
requirements to be easily located. “This personal support is based on their current
(rather than previous) navigation behaviour, which is discovered in real-time during their
current visit” (ibidem). However, Zhang, et al. (2001) also point out that real-time
recommendations by using data mining is a very computer intensive tasks and is not yet
possible with today’s processing capability. Though, their results show strong potential
for data mining to be used by recommender services. The engine they propose only
needs to collect the active user’s click trail data and match this to the discovered off line

patterns in order to generate a set of recommendations (ibidem).

Another kind of recommender system is the Web page recommender system. These
recommender systems predict the information needs of users and provide them with
recommendations to facilitate their navigation. By analyzing the actions of the current

user, the goal is to predict which Web pages will be accessed next. Many Web sites on
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the Internet use Web page recommender systems to increase their usability and user
satisfaction (Goksedef & Giindiiz-Og~ lidiicii, 2010).

An example of a recommender system using the Semantic Web is given by Blanco-
Fernandez, et al. (2008). Their recommender system, named AVATAR, will make
recommendations to select interesting TV programs for viewers of Digital TV. Instead of
using the traditional approaches, they employ a reasoning-based strategy that will
discover semantic relationships between users’ preferences and the items available in the
domain ontology. These relationships provide the system with more information about
the users’ interest, so it can make more accurate recommendations (Blanco-Fernandez,
et al., 2008).

Recommender systems that will provide users with suggestions for documents like
papers or scientific articles, also exist. An example of such a recommender system is
Infonorma, described by Drumond & Girardi (2008). Infonorma is a system that makes
recommendations of legal normative instruments they might be interested in. The
system classifies these legal normative instruments represented as Semantic Web
documents into legal branches and performs a content-based similarity analysis
(Drumond & Girardi, 2008). Infonorma uses an ontology, which is written according to
Semantic Web standards, as information source. A recommender system in the legal
domain can be very useful, because legal information sources are updated continuously

since new laws are written every day (ibidem).

A model of a recommender system that will provide a user with suggestions regarding
news that might interest them is given by Medo, et al. (2009). The model that they
suggest, is very different from other existing recommender systems that use
collaborative and content-based filtering. Medo, et al. (2009) aim at creating a model
that will personalize news recommendation by observing the past reading patterns of
readers, identify their “taste mates” and constructing a directed local neighbourhood

III

network. The model is based on an either “approval” or “disapproval” of the readers.
When news is approved, it will spread in the neighbourhood network to the next
prospective readers. This process is very comparable to an epidemic spreading in a social
network or to a rumour spreading in a society. “Simultaneously with the spreading of
news, the network of contacts gradually evolves to best capture the users’ similarities”

(Medo, et al., 2009).
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Zhen, et al. (2010) propose a model of a inner-enterprise knowledge recommender
system. Because the core of the enterprise is moving towards being knowledge
intensive, knowledge management is becoming a critical issue for enterprises’
management. As already mentioned in chapter 2, knowledge searching is a very time
consuming task. The goal of this system is to provide recommendations for office
workers of an enterprise. It will suggest information to the user on topics like technical
standards, patents, design formulas, design rules, references to successful or failure
cases of product design in the past, contact information of experts, etc. The
recommendations will be based on a user profile containing information about the users’

role and tasks in the enterprise as well as his background and personal interests.

4.3 Case example: A recommender system to deliver relevant information

during chat discussions

The following section will give a summary of the article Recommendation of
Complementary Material during Chat Discussions (X,2010). Summarizing this article
introduces a recommender system and will give a view on the general picture of these

systems.

4.3.1 Introduction

The number of technology-based environments that support knowledge sharing is
growing in a very fast way. In the context of the World Wide Web, such environments
enable the rise of Virtual Learning Communities, that gather people that are
geographically scattered but have similar interests. People in these communities
exchange knowledge, documents, bibliographic references and other information sources

about similar topics.

The paper presents a recommender system for online discussions. The system

consists in a Web chat, where users exchange messages. The textual messages posted in
the chat are analyzed so that relevant complementary information can be recommended
during the chat session according to the topics being discussed. Recommendations are

personalized to the profile of the users.
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4.3.2 Description of the proposed recommender system

The system consists of a Text Mining Module that analyzes each message posted in the
chat. The words in the message are compared against terms present in a domain
ontology. After that, it passes the identified concept to the recommender system module,
that searches in the database for items to suggest.

The database is composed by:

- a Digital Library, including electronic documents, Web links and bibliographic
references;

- a base of Past Discussions, containing historical discussions; and

- a Profile base, including the profiles of the registered users.
Figure 4.1 shows the architecture of the recommender system

Figure 4.1: Architecture of the recommender system
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The Web chat works like a traditional chat over the Web, but the chat in this system is
specifically designed for the proposed system and it is not open to non-registered users.
The main component of the system is a Text Mining Module. It works by examining
each message sent in the chat. This module is responsible for identifying themes or
subjects in the messages. Themes are identified by comparing words that are sent in the
message against terms defined in the ontology. Each message is compared online
against all the concepts in the ontology. The concepts identified in the messages
represent the topics being discussed in the chat and are forwarded to the Recommender
Module.

The ontology is used to identify themes in textual messages sent in the chat, to
automatically classify items of the digital library and to relate people to subjects for
identifying interest areas (stored in the profile of the users). The ontology is also utilized
to retrieve items from the Digital Library or to search the base of past discussions. A
group of experts should be responsible for creating and updating the ontology. These
experts should define the concepts of the domain ontology and the relationships among
concepts (the hierarchy).

The Digital Library is a repository of information sources containing electronic
documents, links to Web pages and bibliographic references.

The profile base contains identification of the authorized users. Next to administrative
data like name, institution, department, e-mail, etc., the profile base also stores the
interest areas of each person, as well an associated degree, informing the degree of
interest of user in the area. These areas are related to concepts in the ontology.

This base of past discussions records everything that occurs in the chat, during a
discussion session. Discussions are stored by sessions, identified by data. Associated to
the session, the base must also store who participated in the session, all the messages
sent (with a label indicating who sent it), the concept identified in each message, the
recommendations that where during the session for each user and the documents that

where downloaded or read during the session.

The goal of the Recommender Module is to provide information stored in the different
bases to the participants of the chat discussion. The action of this module starts when it
receives a concept from the Text Mining Module. After this, it searches the different
bases for items classified in the same concept. Each time the Text Mining Module

identifies a concept in a message, it sends this concept to the Recommender Module that
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searches the database for more items to recommend. Since the discussion in the chat is
synchronous, recommendations should not interrupt the participants of the chart
discussion. That is why indications are given in a separate frame and not inside the chat
window. To avoid information overload, experts advise that the list of suggestions is
minimized. The quality of the recommendations depends directly on the quality of the
ontology and on the text mining method that is used on the chat messages and on the

documents in the digital library.

An experiment of the recommender system was executed. The findings of the
experiment pointed out that the majority of the test subject reported benefits when using
the system because they did not have to search the digital library for documents and the
system returned new and interesting documents. However, none of the students was
comfortable to read an entire document during the session. Some test subjects reported
that, when they were viewing the content of recommended documents, they lost part of
the discussion. On the other side, they reported that this is not necessarily a
disadvantage of the system because in some way the process is like searching the Web
with search engines. We can conclude that the system is better suited for retrieving
documents to the user, hoping that the user will see the documents after the chat

session.
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Chapter 5: Case study iKnow: Experimenting with the building
blocks of a recommender system by applying them in some real

situations

5.1 Introduction

In order to get practical insight on the subject of this master thesis, a case study is
performed in cooperation with the company iKnow. The company has a great deal of
knowledge and experience with recommender systems. The goal of the cooperation with
iKnow was to get an understanding of the way these software systems are built and how
they work. A step by step analysis of the process that a recommender system will use,

reveals the architecture behind these recommender systems.

“iKnow is a young, small software company located in Diepenbeek (Belgium). The
company is a specialist in "Knowledge streaming”, the automatic extraction of
important information from data coming from different sources. iKnow also focuses on
“Information forensics”, a process that reveals links and interprets complex and
ambiguous information, so users can understand situations very fast and real-time. The
“important information” will be identified by a semantic analysis motor. According to
Michaél Brands, co-founder of iKnow, is the relation between things, the network of

relationships of great essence” (Doucet, 2009).

iKnow has the following vision: “The digital information universe is continuously
expanding. The problem is no longer gathering but targeting the right information to the
right people, processes and applications at the right place and at the right time. Simply
said the question is no longer *Where can I find it ?” but it became “"What’s in it and how
can I use it ? More and more this capability to efficiently transform relevant information
into applicable knowledge will be a critical success factor for individuals, companies and

organisations.”

iKnow specialises in transforming data into information, and thus into knowledge. This
process needs to be fast and has to take place autonomously because enterprises in the
medical, publishing, financial and public industry no longer have the time to consult

knowledge at experts, search for additional information and make a synthesis. iKnow
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focuses on these domain because they are all confronted with unstructured information

flows.

Knowledge Streaming (KS) bundles multiple information sources into a single stream.
In this way, enterprises have all the necessary information available in real-time using
only one interface.

Transforming data into information, and thus into knowledge ought to be fast and take
place autonomously. Enterprises no longer have the time to consult experts for additional
information and to make a synthesis. KS automates this process. As soon as new data
occur, it automatically streams the information in order to provide enterprises with

critical knowledge.

e Real-time knowledge
e From enterprises

e On the spot

At the base of this Knowledge Streaming process lies Information Forensics (IF). IF is
a digital information expert system, which digs into piles of data with humanlike precision
and automatically brings knowledge to the surface. By providing businesses with critical
knowledge, IF reveals links between facts so that enterprises can grasp business
situations in on the spot. Information Forensics (IF) delivers to enterprises business
critical knowledge. In this way, enterprises can grasp medical situations in just a few

seconds time and make well considered decisions.

Information Forensics builds up indexes of meaningful elements (Smart Indexing) and

links terms via meaningful relations between the terms (int.for®) (ibidem).

Figure 5.1 gives a visualisation of the filtering of the software from iKnow described in

the paragraphs above.
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Figure 5.1: Information Forensics
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5.2 Case Study

As explained in the introduction, this case study contains a deeper step by step analyses
of the building blocks of recommender systems. The case study aims at explaining how a
recommender system is built and how it works. The project is split up into different steps
that can be linked together in the end. The step by step analyses is explained in the

following sections.

As already mentioned, the case study is executed in order to get a better understanding
of the building blocks of a recommender system, how it is built, and how it works. Before
starting the case study, iKnow provided an explanation about the tasks that needed to be
done to reach these goals. After this, it was my task to create examples of these building
blocks to clarify these goals. So, it was my task to create the examples in the following
sections about various subjects (here: geographic locations and companies) in
compliance with the directions given by iKnow, with the intention of revealing more

information about the building blocks of the architecture for recommender systems.

5.2.1 Unstructured text and selecting labels

The first step in the case study is to search random news articles (unstructured text)
from random websites containing words (labels) referring to specific subjects. For
example: cities, countries, companies, music bands, diseases, etc. One of the articles
used in the project is illustrated beneath. In this simplified example, only a geographic
locations and companies are used for deeper analysis. In the news article beneath, the
company labels are marked in grey and the geographic locations labels in yellow.
Recommender systems make use of Text Mining Modules to identify these labels by

comparing them to the ontology that is defined.
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Luxury carmaker Spyker moves assembly line to Coventry

LONDON - Dutch-based luxury carmaker Spyker is to relocate its assembly line
to Coventry, creating up to 45 new jobs.

Spyker Cars said its new 20,000sq ft plant at CPP Manufacturing in Whitley, would help it

to increase production levels and cut costs.

Moving from Zeewolde in the Netherlands to Coventry will bring Spyker's assembly

operation to the same area as some of its major suppliers.

The plant will be able to turn out five Spyker Aileron supercars each week.

Spyker's founder Victor Muller said: "This move makes sense on many different levels.

"More than half our components are sourced from the UK, so moving here will bring us

considerable efficiency savings, which is vital for a car company of our size."

In January the firm announced it is to buy Sweden's loss-making Saab from General

Motors.

The next step is to link the specific labels in the article with data that is already available
on these subjects. The Linked Data community comprises a great amount of datasets
that are linked together as explained in the literature review in chapter 3. These datasets

are databases of ontologies that describe these subjects.

For example GeoNames is a geographical database that contains more than eight million
geographical names and 7 million unique features comprising 2.6 million populated
places and 2.8 million alternate names (http://www.geonames.org/about.html).

Another database that will be used in this case study is DBpedia. "DBpedia is a
community effort to extract structured information from Wikipedia and to make this
information available on the Web. DBpedia allows you to ask sophisticated queries
against Wikipedia, and to link other data sets on the Web to Wikipedia data. The
developers of DBpedia hope this will make it easier forthe amazing amount
of information in Wikipedia to be used in new and interesting ways, and that it might

inspire new mechanisms for navigating, linking and improving the encyclopaedia itself”
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(http://wiki.dbpedia.org/About). “The DBpedia knowledge base currently describes more
than 3.4 million things, out of which 1.5 million are classified in a consistent ontology,
including 312,000 persons, 413,000 places, 94,000 music albums, 49,000 films, 15,000
video games, 140,000 organizations, 146,000 species and 4,600 diseases. The DBpedia
data set features labels and abstracts for these 3.2 million things in up to 92 different
languages; 1,460,000 links toimages and 5,543,000 links to external web pages;
4,887,000 external links into other RDF datasets, 565,000 Wikipedia categories,
and 75,000 YAGO categories. The DBpedia knowledge base altogether consists of over 1
billion pieces of information (RDF triples) out of which 257 million were extracted from
the English edition of Wikipedia and 766 million were extracted from other language

editions”. (ibidem).

5.2.2 Creating the RDF file

In order to link these labels, extracted from the news article above, with the already
existing data in the Linked Data databases (in this example GeoNames and DBpedia), an
RDF file has to be created. This file will link the labels selected from the news article with
the existing databases that contain information about the label.

In the following examples, the creation of the RDF syntax for two of the labels from the
article will be explained to illustrate the different parts of the RDF file. The first example
is the geographic location “London” from the GeoNames database and the second

example is the company “General motors” from the DBpedia database.

Example 1: GeoNames with the label "London”

e Query and RDF location: In order to find the RDF file of the concerning
geographic location, the GeoNames database needs to be queried. This action will

be demonstrated in the next steps.

At the GeoNames website (http://www.geonames.org/), users can query for a
geographic location, in this example: “London”. After entering “London” in the search
bar, GeoNames will provide a list containing several geographic locations with the string
“London” together with the class they belong to. From this list, the geographic location
conforming with the search query needs to be selected. After this step, a map shows the

results of the query. This map can be seen in figure 5.2.
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The text balloon, created by GeoNames, not only contains a lot of information such as a
description of the geographic location (class), the population, the geographic coordinates,
etc., but also the link to RDF file ("semantic web rdf”), partly illustrated in figure 5.3 and
figure 5.4. Figure 5.3 shows the first part of the RDF file. It gives the anchor of the city
London: “Feature rdf:about=http://sws.geonames.org/2643743/”. Next to this anchor, it
displays a list of alternate names that refer to London. Figure 5.4 shows the part of the
RDF file below the list of the alternate names. This part of the RDF file contains the links

to other databases that provide more information about London.

Figure 5.3: Part of the GeoNames RDF file of London (1)

| ) GeoNames # | .} http://sws.geona...43743/about.rdf x

—<rdf:RDF>
—<Feature rdf:about="http://sws geonames org/2643743/"=
<name>London</name>
<alternateName xml:lang="ko">21 & </alternateName>
<alternateName xml:lang="arc">_ oua\</alternateName>
<alternateName xml:lang="am">A7£7</alternateName>
<alternateName xml:lang="ja">0_/ "/ </alternateName>
<alternateName xml:lang="bn">%G</alternateName>
<alternateName xml:lang="th">aauaa</alternateName>
<alternateName xml:lang="ta”>@ 6L 6OUTL_60T</alternateName>
<alternateName xml:lang="en">City</alternateName>
<alternateName xml:lang="en">City of London</alternateName>
<alternateName xml:lang="link">hitp://en wikipedia org/wildTondon</alternateName>
—<alternateName xml:lang="link">
http-//ru wikdpedia. org/wild/%eD0%9B%D0%BE%D0%BD%D0%B4%D0%BE%D0%BD
</alternateName>
<alternateName xml:lang="cy">Lhmndain</alternateName:>
<alternateName xml:lang="iata">L. ON</alternateName>
<alternateName xml:lang="ga">Londain</alternateName>
<alternateName xml:lang="li">Londe</alternateName>
<alternateName xml:lang="af">] onden</alternateName>
<alternateName xml:lang="fy">Londen</alternate Name>
<alternateName xml:lang="nl">L onden</alternateName>
<alternateName xml:lang="la">Londinum</alternateName=>>
<alternateName xml:lang="als">London</alternateName>
<alternateName xml:lang="az">L ondon</alternateName>
<alternateName xml:lang="bs">London</alternateName>
<alternateName xml:lang="da">London</alternateName>
<alternateName xml:lang="de">London</alternateName>
<alternateName xml:lang="en">London</alternateName>
<alternateName xml:lang="et">London</alternateName>
<alternateName xml:lang="eu">London</alternateName>
<alternateName xml:lang="hr">London</alternateName>
<alternateName xml:lang="tm">L ondon</alternateName>
<alternateName xml:lang="ia">London</alternateName>
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¢ Parts of the RDF syntax:

The complete RDF syntax of this label that will be admitted in the RDF file is:

london;capital of a political entity;xmIns:geonames =
"http://www.geonames.org/ontology#" <rdf:type
rdf:resource="http://www.geonames.org/2643743"/>

If we subdivide this syntax we come to these different segments:

london: label, word from the news article

b. capital of a political entity: ontological concept according to the GeoNames
ontology

Cc. xmlns:geonames = http://www.geonames.org/ontology#: defining  the
namespace (see infra, section 3.2.2, p.15).

d. <rdf:type rdf:resource="http://www.geonames.org/2643743"/>: anchor, this is a

unique code that the database uses to indentify a single unit of the database.

Example 2: DBpedia with the label "General Motors”

¢ Query and RDF location:

The second example is the company “General Motors”, which is part of the DBpedia
database.

An easy way to search the Semantic Web is provided by Falcons
(http://iws.seu.edu.cn/services/falcons/objectsearch/index.jsp)

Falcons is a keyword-based search engine that queries the Semantic Web. Falcons
provides a keyword-based search engine for URIs that identify objects, concepts (classes
and properties), and documents on the Semantic Web. Falcons allows users to search the
Semantic Web in the same way as the Google search engine. Figure 5.5 gives the result
given by Falcons when searching for "General Motors”. Because in this example DBpedia
is used, the third result needs to be used, namely
http://dbpedia.org/resource/General_Motors. This link gives a very clear arrangement of
the available data of General Motors is given. Figure 5.6 illustrates this with a screenshot

of this link. By clicking on the RDF Data symbol (upper right corner of figure 5.6), the
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RDF data file of General Motors is provided. A screenshot of this RDF file is shown

figure 5.7.

Figure 5.5: Screenshot of the Falcons search engine

Bestand Bewerken Beeld Geschiedenis Bladwijzers Extra Help

@ ~ 4y SW - [E httpy/iws.seu.edu.cn/senvicesffalcons/objectsearch/result jspTquery=General+ motors v »p
[T General motors - Falcons Object ... X | | About: General Motors | hitpi//cbpedis.on..enersl Motorsidf % | -
Falcons oves coest pscumen
e 4 General motors Search Objects
ype Objects 1 - 10 of 2,564 for your search General motors (1.21 seconds)
Any type
:b:'"'f“‘“" General Motors - Concept
g -labe!: General Motors |2
Aliac - geprefereerds label: General M
e geprefereerde |abel: General Motors
B” ; type: Concept
HiSmEs - heeft breder concept: Categaries named afier vehicle manufacturing companies of the United States
Company hittp-//dbpedia ategory General_Motors
Concept
D t
53;:::9" GENERAL MOTORS
General Motors Vehicles | 1202 GENERAL MOTORS
gt Iabel: General Motors -
e — -Emp\u\,’erAggregatedCunlnbullun:s.ug'ectl);\rnzgnm
Organization ~ToCampaign: H 6 MI 08163
Physical Entity « Amount- 2750
Social Group -EmployerAggregatsdContribution: something
- Cycle:2000
~ToCampaign: H 0 MO 01066
- Amount: 250
- EmployerAggregatedContribution: something
- Cycle:2004
~ToCampaign: H 4 MI 05115
- Amount: 1500
http: /v rdfabout Omot
General Motors - aker, Corr , Can r, Mo
-Iabel: General Motors
-comment: La General Motors Corporation, nota anche come GM, e un‘azienda statunitense produttrice di automabili, con marchi presenti in tutta il mondo quali- Bedford, Buick, Cadillac, Chevrolet,
Daewoo, GMC, Holden, Hummer, Opel, Pontiac, Saturn, Saab, e Vauxhall.
-sameAs® hitp /dbpedia Motors
“type: Car Manufacturer
-image: hitp #upload wikimedia g
http-/idbpedia |_Motors
General Motors transmissions -
label: General Motors transmissions
- geprefereerde label: General Motors transmissions -
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¢ Parts of the RDF syntax:

The complete RDF syntax of the company label that will be admitted in the RDF file is:

general motors;company;xmins:dbpedia="http://dbpedia.org/ontology/" <rdf:type
rdf:resource="http://dbpedia.org/page/General_Motors"/>

If we subdivide this syntax we come to these different segment:

General motors: label, word from the news article

b. company: ontological concept according to the DBpedia ontology

c. "http://dbpedia.org/ontology/": defining the namespace (see infra, section 3.2.2,
p.15).

d. <rdf:type rdf:resource="http://dbpedia.org/page/General_Motors"/>: anchor,
this is a unique code that the database uses to indentify a single unit of the

database.

A common remark about this RDF syntax is that the unstructured text may contain
several labels that have the same meaning. For example the label “"General Motors” has
the same meaning as the label “"General Motor Company”, but the link between these to
labels will not be made automatically. That is why the RDF syntax has created “alternate
names”. In order to make these two different labels consistent with each other, the

following syntax needs to be included in the RDF file.

general motors company; alternatename;
xmins:dbpedia="http://dbpedia.org/ontology/" <rdf:type
rdf:resource="http://dbpedia.org/page/General_Motors"/>

This can be very important for RDF files about geographic locations, because the notation
of geographic names may differ significantly across languages. So by including the
“alternatename” syntax in the RDF file for these labels, the corresponding information is

available for queries in different languages.

On the next page, the complete RDF syntax for the geographical and company labels

from the news article is given. This example contains only one news article. This needs
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repeated for a series of news articles and also for other subjects, like music bands,
diseases, sport topics, etc. In the end, the goal is to link a lot of articles, so that the

labels from several articles are linked.
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5.2.3 Linking with similar labels

The next step in the process is to link other similar labels in the articles with the existing
keys. Before this can be done, a concept cluster has to be created. The concept cluster in
this case study was made by iKnow with specialised software. This software analyzes
unstructured text (in this case: the news articles). After the analysis, the software
creates an output file that contains a list of concepts. The software is designed to

recognize related words: clusters. A part of this output file is illustrated in figure 5.8.

Figure 5.8: Example of a part of a concept list

CACE &)= i Know.2010.03.10 (0800)-ConceptList - Microsoft Excel ENEE] >
j?j Home Insert Page Layout Farmulas Data Review View Mitro PDF Muance PDF '@J - B X
== X ||| calibri -l -~ == 5 A ||| & nsert Z-A ﬁ
_j BB I u-|Xs||IEEE A ||HE % | P Delete 5 - & -
F‘a;ste 7 || [ é &l [ Ell'é} | [ %68 %8| Styvles ILE:_I]FUFI'TIEIt = || A~ FS;TTIL-:‘ SF;:cht&'

Clipboard ™ Font (] Alignment Mumber Cells Editing
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'.546 london 1
(547 london - beatles fans 1
I|548 london 2012 olympics 1
i1549 london 2012 olympics rise 1

550/ london olympic games organising committee 1

551 london-based music company | 1
1552 long 1

553 long-term u.s population-based study 1
:554 looks 1
(555 low 1
f[4 4 » ¥ | i.Know.2010.03.10 (D8u00)-Conce %] ol m |
I;-Edit HEHO P T p—

This figure shows an example of the concept “london-based music company”
This concept was a part of a sentence from one of the newspaper articles. A closer look

at the output of this will make this process more comprehensible.

Terra Firma may inject as much as 120 million pounds into EMI to prevent the London-

based music company from breaching debt levels.

- 56 -



The software analyzes the phrase and gives the following result (table 5.1).

Table 5.1: Concept list of the above sentence

Concept Frequency
terra firma 1
120 million pounds 1
emi 3
london-based music company 1
breaching debt levels 1

As mentioned earlier, these concepts need to be linked with the existing keys. For
example, the concept “london-based music company” can be linked to the existing key
for the city London (step 5.2.2).

Example 1:

The RDF syntax of “london” is (see 5.2.2):

london;capital of a political entity;xmIns:geonames =
"http://www.geonames.org/ontology#" <rdf:type

rdf:resource="http://www.geonames.org/2643743"/>

The string “london” can be replaced by the related concept “london-based music

company":

london-based music company;capital of a political entity;xmlns:geonames =
"http://www.geonames.org/ontology#" <rdf:type
rdf:resource="http://www.geonames.org/2643743"/>

Example 2:

In the following example, the subject of the RDF syntax is a company. The article in

5.2.1 includes the following sentence:
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In January the firm announced it is to buy Sweden's loss-making Saab from General

Motors.

One of the concepts that the software identifies is "sweden's loss-making saab”

If we analyze this concept, we can see that the concept “sweden's loss-making saab”
includes two existing keys, namely “sweden” and “saab” (see 5.2.2). The RDF syntax of

these two keys is:

sweden;independent political entity;xmlns:geonames =
"http://www.geonames.org/ontology#" <rdf:type
rdf:resource="http://www.geonames.org/2661886"/>

saab;company;xmins:dbpedia="http://dbpedia.org/ontology/" <rdf:type
rdf:resource="http://dbpedia.org/page/Saab"/>

The concept “sweden's loss-making saab” can be linked to “sweden” or to “saab”. In this

example it is linked to “saab”.

sweden's loss-making saab;company;xmins:dbpedia="http://dbpedia.org/ontology/"

<rdf:type rdf:resource="http://dbpedia.org/page/Saab"/>

5.2.4 Query with SPARQL

SPARQL queries can be executed at a SPARQL endpoint.

The SPARQL endpoint that will be used in the next examples, is the DBpedia SPARQL
endpoint: http://dbpedia.org/snorqgl/. At this SPARQL endpoint the whole DBpedia
database can be queried.

The most important prefixes used in SPARQL queries are already included in this
endpoint, so there is no need to add them again in the query itself.

To be consistent with the previous examples, geographic locations and companies are

queried.
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a) Writing of a SPARQL query

The first step in executing SPARQL queries is writing the query itself. For more

information about SPARQL queries, see section 3.4 (on page 17).

Example of a geographic location

The following query is an example of a query written for the country "Belgium”. As can
be seen in SPARQL query 1, the name (commonName), capital, population
(populationCensus), GDP (gdpPpp), GDP per capita (gdpPppPerCapita), currency and

official languages will be selected.

SPARQL Query 1

SELECT ?commonName ?capital ?populationCensus ?gdpPpp ?gdpPppPerCapita ?currency
?officialLanguages

WHERE {

{ <http://dbpedia.org/resource/Belgium> <http://dbpedia.org/property/commonName>
?commonName}

{ <http://dbpedia.org/resource/Belgium> <http://dbpedia.org/ontology/capital>
?capital }

{ <http://dbpedia.org/resource/Belgium>
<http://dbpedia.org/property/populationCensus>

?populationCensus?}

{ <http://dbpedia.org/resource/Belgium> <http://dbpedia.org/property/gdpPpp>
?gdpPpp }

{ <http://dbpedia.org/resource/Belgium>
<http://dbpedia.org/property/gdpPppPerCapita>

?gdpPppPerCapita}

{ <http://dbpedia.org/resource/Belgium> <http://dbpedia.org/property/currency>
?currency’}

{ <http://dbpedia.org/resource/Belgium>
<http://dbpedia.org/property/officialLanguages>

?officialLanguages?}

b

- 590 -



Example of a company

The following query is written for the company “"General Motors”. As can be seen in
SPARQL query 2, the name, industry, location, revenue, number of employees and

homepage will be selected.

SPARQL Query 2

SELECT ?name ?industry ?type ?location ?revenue ?numEmployees ?homepage
WHERE {

{ <http://dbpedia.org/resource/General_Motors> <http://dbpedia.org/property/name>
?name }

{ <http://dbpedia.org/resource/General_Motors>
<http://dbpedia.org/ontology/industry>

?industry }

{ <http://dbpedia.org/resource/General_Motors> <http://dbpedia.org/property/type>
?type }

{ <http://dbpedia.org/resource/General_Motors>
<http://dbpedia.org/ontology/location>

?location }

{ <http://dbpedia.org/resource/General_Motors>
<http://dbpedia.org/ontology/revenue>

?revenue }

{ <http://dbpedia.org/resource/General_Motors>
<http://dbpedia.org/property/numEmployees>

?numEmployees }

{ <http://dbpedia.org/resource/General_Motors>
<http://dbpedia.org/property/homepage>

?homepage }

b
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b) Enter query in SPARQL endpoint

Example of a geographic location

Entering SPARQL query 1 in the DBpedia endpoint gives the results in figure 5.9.

Figure 5.9: Results from SPARQL query 1 (http://dbpedia.org/snorql/)

"Belgium"@en  Brussels_%28municipality%29 & 10296350 "3.89793E11"dbpedia:ontology/usDollar "36415.0"*dbpedia:ontology/usDollar "1.0"*dbpedia:ontology/euro -French_language &
"Belgium"@en  :Brussels_%28municipality%29 & 10296350 "3.89793E11"**dbpedia:ontology/usDollar  "36415.0"**dbpedia:ontology/usDollar "1.0"*"dbpedia:ontologyfeuro :German_language &'
"Belgium"@en  -Brussels_%28municipality%29 &7 10296350 "3.89793E11"+dbpedia-ontology/usDollar 36415 0"*dbpedia:ontology/usDollar "1.0"*dbpedia:ontology/euro -Dutch_language &7

OpenLink iSPARQL (http://demo.openlinksw.com/isparql/) is better suited to present
SPARQL queries. This is illustrated in figure 5.10.

Figure 5.10: Results from SPARQL query 1 (http://demo.openlinksw.com/isparql/)
File Help Logged in as demo
QBE| |Advanced| Results

Machine-readable

|Result] [SPARGL Params | [Response] [Query] ke @ | A J

Execute Permalink

commonName  capital populationCensus  gdpPpp gdpPppPerCapita currency language

Belgium http://dbpedia.org/resource/Brussels %628 municipality %629 [ 10296350 389518000000 | 34905 Eurc (gjl http://dbpedia.org/rescurce/French langus
Belgium http://dbpedia.org/resource/Brussels %28municipality:29 | 10296350 389518000000 | 34905 Euro (g]l http://dbpedia.org/resource/Dutch langua
Belgium http://dbpedia.org/resource/Brussels %628 municipality %629 [ 10296350 389518000000 | 34905 Eurc (gjl http://dbpedia.org/rescurce/German langu

Bookmarklet - drag this link to your browser's bookmark bar: iISPARQL

Example of a company

Entering SPARQL query 2 in the DBpedia endpoint gives the results in figure 5.11.

Figure 5.11: Results from SPARQL query 2 (http://dbpedia.org/snorqgl/)
"General Motors Company"@en -Automotive_industry &2 -Limited_Liability_Company i@ Renaissance_Center &7 "1.48979E11"**dbpedia-ontology/usDollar 244500 <http-/fwww_gm.com: &

"General Motors Company"@en -Automotive_industry &2 :Limited_Liability_Company &@ :Detroit & "1.48979E11"*dbpedia:ontology/usDollar 244500 <http:/fwww.gm.comz &

5.2.5 Visualising the results

The last step in this case study is to visualise the results of these SPARQL queries. The

information that was available on the researched labels, it can be visualised in tables,

- 61 -



maps, lists of recommended articles or websites, etc. In this case study, simple
visualisations from Google API will be used
(http://code.google.com/intl/nl/apis/charttools/). These Google Chart Tools can be used
to create image charts or interactive charts (in JavaScript). To illustrate the possibilities

of these visualisation, some examples will be given.

Example 1: Visualisation of information about countries

This example will visualise, among others, SPARQL Query 1 from the previous part
(5.2.4). For this example, we have added other countries to the example using the same
query.

After slightly adjusting the output from the SPARQL queries (changing the column titles,

deleting hyperlinks, sorting the numbers, etc.) the results are displayed in table 5.2.

-62 -



lmol

abenbue| asaueder x| 00°00T°#€ $| 00°000°000°000°+SE+ $|000°065°£CT 0AxoL ueder
abenbue| ysijbuz ‘abenbue| youaig duely| 00°¢ST°C$ 00°000°000°€ZL T+ $|000°22S°6T Ppunoep uooJtswe)
V4D UBDLYY [R3Ud)
abenbue| ysiueds osad aunpuably | 00'ETH HT $ 00'000°000°098°'2/S $|000°Z8% 0% Ssadly souang eunusbly
abenbue| ysiueds osad ueqnd | 00°00S°6 $ 00°000°000°002°80T $|2S9°TISH'TT eueAeH eqnd
abenbue| ysipams ‘sbenbue| ysiuul4 (3) 04n3 | 00'2T2°9€ $ 00°000°000°298°06T $ | ¥PECHE'S IMUIS|9H puejuld
abenbue| ueisiad ( @) 1erd | 00°0ST°TT $ 00°000°000°66£°6T8 $ |000°96T ¥/ uedyal ued]
abenbue| ueissny aIgqnJ ueissny | 00°2Z6°ST $| 00°000°000°000°T9Z°C $ | 8€8°800°THT MODJSO eISsny
abenbue| uewts (3) 04n3 | 00‘2HH'SE $| 00°000°000°000°0T6°C $[000°090°28 ui4eg Auewsen
abenbue| yoing (3) oung | 00‘TEV OV $ 00°000°000°G2£°529 $|9ST1°005°9T wepJajsuy | SpuelayiaN
a3
abenbue uewua (3) 04n3 | 00'S06°VE $ 00°000°000°8TS°68€ $|£98°599°0T s|essnug wnibjag
‘abenbue| youal4 ‘abenbue| yosng
abenbue Aduaaan)y eyded das 2jewiysy jeyide) aweN
J1a9d dao uonejndod

T 9jdwexa JoJ uollesijensiA J4oj Indug :Z's a|qel




Google API can use this table as the basis for a lot of different visualisations. Now, some

examples of maps and tables are illustrated.

A. Map:

One of the applications of Google API is to quickly create a map. For instance, a map of
the first column of table 5.2 gives the result shown in figure 5.12. Figure 5.12 gives a
static illustration as an image. However, Google makes it possible to export this map as
JavaScript, so an interactive version of this map can be saved as html. This interactive

version allows users to zoom in on, click and drag the map.

B. Table:

Another example of a possible visualisation is a table as illustrated in figure 5.13. Again,
the table gives a static illustration as an image. Google makes it possible to export this
table as JavaScript, so an interactive version of this table can be saved as html. This
interactive version allows users to change the graph. For instance, it is possible to group

the rows, and to make calculations.
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Figure 5.13: Screenshot of the Google table output of example 1

File i View f Help
Table by Google

Cefine groupings and calculsticns

Example 2: Visualisation of information about companies

Name Capital Population Estimate GDP GDP per capita Currency Language
(Al - (Al - (Al - (Al » (Al ~ (Al - (A -
Belgium Brussels 10.665.667 § 389.518.000.000,00 $ 34.905.00 Euro (€) Dutch language, French language, German Language
the Metherlands Amsterdam 16.500.156 § 675.375.000.000,00 540.431,00 Euro (€) Dutch language
Germany Berlin 82.060.000 § 2.910.000.000.000.00 $ 3544200 Euro (€) German language
Russia Moscow 142.008.638 § 2.261.000.000.000,00 $15.922.00 Russian ruble Russian language
Iran Tehran 74.196.000 §819.799.000.000,00 $11.250,00 Rial (Ji) Persian language
Finland Helsinki 5342344 5190.862.000.000,00 $ 36.217,00 Euro (€) Finnish language, Swedish language
Cuba Havana 11.451.652 5 108.200.000.000,00 $9.500.00 Cuban peso Spanish language
Argentina Buenos Aires 40.482.000 §572.860.000.000,00 5 14.413,00 Argentine peso Spanish language
Cameroon ‘Yaound 19.522.000  §41.723.000.000,00 § 215200 Central African CFA franc French language, English language
Japan Tokyo 127.550.000 § 4.354.000.000.000,00 53410000 ¥ Japanese language

This example will visualise, among others, SPARQL Query 2 from the previous part

(5.2.4). For this example, we have added other companies to the example using the

same query.

After slightly adjusting the output from the SPARQL queries (changing the column titles,

deleting hyperlinks, ordering the numbers, etc.), are displayed in table 5.3. The parts of

the table in red were not available using the same SPARQL query, because of ontological

inconsistency, a topic which is discussed in section 3.1 (on page 11). Another problem

can be found in the column “Revenue”. This column shows the revenue of the different

companies the currency of the country of origin. Because of this inconsistency, it is not

easy to compare the results with each other.
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Again, Google API can use this table as the basis for a lot of different visualisations.

A. Map:

As in the previous example, a map can be created with Google API. In this example we
can create a map with the locations of the headquarters of the companies. The result is
shown in figure 5.14. Again, figure 5.14 gives a static illustration as an image. Again,
Google makes it possible to export this map as JavaScript, so an interactive version of
this map can be saved as html. This interactive version allows users to zoom in on, click

and drag the map.

B. Table:

Another example of a possible visualisation is a table as in figure 5.15. Again, the table
gives a static illustration as an image. Google makes it possible to export this table as
JavaScript, so an interactive version of this table can be saved as html. This interactive
version allows users to change the graph. For instance, it is possible to group the rows,

and to make calculations.
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5.3 Example of possible output

In the previous section (5.3), the different parts of a recommender system are explained.
In this part of the case study, the result of bringing together these previous parts will be
illustrated. The goal of this case study was not to create a fully operational recommender
system, but rather to understand the architecture. Because a fully operational
recommender system is to complicated to develop, we will now try to demonstrate how

this system could look like by providing an example.

Figure 5.16 and figure 5.17 are suggestions of how a recommender system could look
like. It will be presumed in this example that these figures are the graphical user
interface of a simple recommender system. Figure 5.16 is the possible result of a simple
recommender system for the city “"London” and figure 5.17 is the result for the company

“General Motors”.

Both figures have the same disposition. The unstructured text, in this case a news article,
can be found on the left-hand side of the figures. The results (the recommendations)
regarding the labels “London” and “General Motors” are given at the right-hand side of
the figures. The recommendations contain three different parts, namely a table, a map
and related websites. The table provides more information about the subject. The map in
figure X gives the location of the city “London” and the map in figure X shows the
location of the General motors’ global headquarters. The “related websites” section gives
a list of websites that might be of interest. These three parts are merely suggestions.
Additional options could be a list of relevant scientific papers, a series of photos,

complementary or similar products, etc.

-71 -



INNI

UUPUO | I B — SN[ PUE SUDLIGIYRS  SjUEINE|SY)
*SWN3SNW ‘S]uaka uopuo Buipnjaul UOPUOT UI UD 51BYM Jo) SaINEa) pue sBunsi pui4
)< UOpUOTINQ 8WI] — UOpUoT Ul Op 0] SbUIjL

PEUED - /W03 UMOJUOPUO] MMM
*** UGPUOT 'S134I1) Ja]EAL | "UDNBLUOJUN JSUNO] J3U10 PUE LodRIYE ‘Buiaasiybig
‘UOIEPOWWIODIE JSERERI] PUE Pag UOPUOT PUE [sjoy uopuo Buipes| uo sjunoasig

< " pUBDUT] WOPUOT 10] 8IS 18UIaU[ SUQ JSqUIni 801 [ W0 UMD [UOPUO |

UITS - PEIDET - 0B Saynuil § - AU0D POdIEMOLIaY MM
yodiny mosypea 12 Bunyped pue “‘asaupe 3 smau
‘sainyedap g s[eALIE *sawi g sjybiy awy - asqam uodiny moIyieaH [B1aW0 " 0L0Z Jdv g}

¢ T9H1) HOGINY MOJUFes UopuoT]

- PaugED - uopuaypjmyBio-epadnim us
*** 3y} pue eale ueyjodonaw snojndod 50w pue 1sabie| syn syl

51 ‘wopBury] payun ay) pue puejbug jo |epded ay) si (juepuv] j Basieyeadspno ) uopuo
) TIP3doAOUS eal] o] "BIpadbjA) - UOPUO]

S - PAUTED - /WD UOPUO|ISIA MMM
- 05 0] sade|d - SUDNIE]y UDpUoT O} Go1

“aloWw pue sieq ‘sdew

*SUO[IIEINE ‘SIUEINEISAI UOPUOT SNid 'aUIUO S[310Y UOPUOT 2|qEX00G JO UONIF|AS ISIPIAL

< SI3I0H UOPUGT % 9pMY [0 BP0 - UOPUOTIGIA
S$311sqaM paje|ay

dep

Pin"A0B-uopuo) mmmyfdny _mEF uea|y ;u,szmmkw?ommmm\. Tﬁou&:_x pauun) v:m_mcuiwonm Big w.ﬁ uopuo
ansqam _ Buogz awn| T_n_.a_:%i Knunoy i awewyay i aurey

NOQNO1

‘ I [ Ts

‘ Aeg inoj aney
*SI010j [EJSUSD WOLL
|« gees Bupjew-sso| s,uspamsg Ang o3 si 31 pasunouue uLy sy} Alenuer ur

sawwesbold

oIpn pue o3pIA
g 72215 Ino jo Auedwod ied

& e 10§ [EYIA S1 yoIym ‘sBuires ASusioyys s|geispisu0s sn Buug [im siay
i Buinow 0s ‘3N 3UY Woul P32INos 3l sjuaLodwod Jno Jjey ueyy a0k,

Ssmau By} w1 oSy
JusueRiug
= s|aAa| JualayIp ABojouyda)

sy.  AuEwW UO Bs5USS SEHjEW BAOW SIUL, PIES J3[NI J0IDIA JBPUNCY SJEADS  juswcaiauz B aduans

15 4 A38M Sl
1= yoes sienladns uosspy JeyAds aAy Ino wing o) 3|qe 2q |im ueld syl SESureng
uond3P2 N
97 *sisiiddns Jolew S31 JO BIWOS SE ESIE SWES 5L P
25 ¢ 01 uonesade Alqussse s axAds -
>feam yoea sieaiadns uoneanp3
&0 i e i Buug [im Anusao) 0] SpUBLSIEN e
ur « 313 Ul apjomasz woy Buinopw
-5 puEpoos

"51503 IN3 PuE S[aA3| uononpoid
aseainul 01 31 diay plom ‘Aspigm
ul Buunyoejnuen dd> 1e juejd 3
bspoo’‘nz meu s31 pies sied JjAds

PUB|2.T WSYION

— puejbuz

eISY yanos
-sqol mau gt 03 dn Bupeas 1523 3|ppIl
‘Aiuanod o1 auy| Ajquiasse s adoang
3103024 01 51 sonjAds svRLIED SHEEEE
Aanxn| peseq-yoing e e
ey

J2sse sanouw J2)Ads Jayewaed AinxnT

uorsima s(g=ULd

pusuy & o3 sip pew-a gm

2l u

abed Juoad sman

010Z A1enigad 6 ‘Aepsan] ‘| WD £0:ZT 1@ peiepdn 3se| 3begq

TEANNVHD SM3N D48 3a0 4)

| 1fds 1oxeusses anxny - sman Jag eem |

[ e donsag /g sEsn 0/ ) - ME D =
dpf enfg siziimpElg suspangdss§  pleag  usyaEiag ncﬂﬂm

aniAds svpeuies K - swan a8 (@)

,UOpuUOT, J0J WDISAS JopuaWILIODda. e 10j uonnsabbns e jo uonesiensip (971G a4nbid




IMNI

TEIITG - PEU5ET - s1ojouje1auab/ssauisng N 0o teipient

= 1sabie| s plom ay) awedaq s1010)| [elauag MoK (saimaid 57)

fis|es zzgL 8y Aq Ajpnoid spueys siojoy [eiauas jo sepunay [euibuo ueing Ang, Welim.
< 0D UBIPIENG [ SSaUIsng | SIOJOf [1eUsn

T FA[IWE PATETEI Z - SUIUQ SSWIL
- ye ST SE[ES S SAAINS New JU0joe] JaA0y pUE | Jenber

sawl] anwouos]

ss8l 8814 J0UEQ
- W0 WEpISaY SN PIRYLIODIE B pury “Spanpoud s Auedins au; se flam se
siaxiom 511 01 paydde ,30Us|[80% Jo YIB, SI010}] [IBUAS 3U] HILISSOH JOr AS
obe sinoy ¢~ ye. IS TS0 O] PACII 58000 DE[EY oL NW

$I0JOW [e18Ua D) 10] SYNsal SMaN

. I T T>

S - paipeEn - siojopy je1eussywBio-eipediim ua
17 - BTGy JUO - AJ0TSIH - Maliann ATedmoy) (K] AeS Ino, aney
- ‘g 1sabig] sy} se payuel |9 “sajes Ag uebiyoiy ‘NonsQ U sispenbpeay geﬁ SSEEE

UM J8HELIOINE PESEG SBIEIS PAlUM € 1 IO SE umowy osje ‘Auedwo?) s1olop| [eleuas |+ qees Bupbjew-sso| S,uSpaMS Ang 6] S1 1 pasunouUe Wi BT AEnuer ur
¢ BIPadopAILS 551] 90) ‘EIDadDII, - G010 [ElaUaD oipny pue 03piA
. 8715 1no Jo Auedwon 1eo
$91ISqoM paje|oy A B 10} [BIA 51 Udiym "sBuines Adusioyle s|qeisspisuod sn Buug um assy Smau S1 wl 05|y
2 fE] BuiAcw 05 ‘3 U3 Wolj PaoInos aie SJUSUGdWSD INo JjBy UBL] 310, E
- ‘5|2AB| JUBIBHIP ABojouyday
syy AUBW UD B5UBS SBXEW BAOW SILL, PIES IB[NI 103DIA J5PUNCY 5153AdS  JuswionAul B 3dusDS
15 4 “Haam HigoH
138 yoes sieosadns uosapy JayAds @Ay Jno W o3 Bjge aq M Jueid Byl ssauisng
uorpaja N
5z *s181|ddns Jolew s3I Jo BWOS SE ESIE BUES BUY .
2g « 01 uonesado Alquasse ss3Ads
333M Yoes sieauadns uonesnp3
80 2A143N0 W3 [m Jueld MIU 2y L Buuq i Aquancy o3 spueiaLan saem
AT au3 U apjomasz woy Buinow
10 4ing pueposg
"53502 IND pUE S[8AS| Uononposd puejaI] wiaypoN

aseausur 03 11 dipy pinom “Aspium R
un Buunyoesnuen ddd e Jueid 3

bsa00‘0z Mau s ples sies sadAds

BISV Inos

-sqol mau ¢ 03 dn Bunea. 1503 24ppI

‘Anuano) 01 auj Ajquuasse sy1 adoang

a1e00]24 0] 1 JaxyAds JerEULIED T

™ Asnxn| paseq-yaing - uopuo it
ey

19sse sanow 1)Ads 1a)ewsed Ainxng

ueisian Bjg=uld pusLy = 03 siy 1Pw-3 gy

mi 010Z AJBnigsd  ‘AEpSanL ‘LW (01T 38 peiepdn ise| sbeq
W TANNVHD SM3N 084 3an

'y

dew |,

|- =
onaq - ueBiyan - Jejuan mu%mm_mc&?mnzu; el _UE,E:_ annowoiny|Auedwag siojop eisusy || (| s e A= siiel D |

| adfy | Rusnpu sweN Auedwio) U [ sy spme/dopsag g s/l an) - S B D @

dp enfy sezlimpBlg SuapadsID pjag uayEMag  puelssy

<woo wh mmmy-duy=| 006 772 /E1100 SN =u=u==m~mmvf7
jdw3 jo Jsquiny anuanay

SYOLONW TYH3INID

3un Ajquiasse saaow sayhds

euiies funxn - smap 538

,S1010|N |BJaUBD), 10} WIISAS JopuUSWLLIODII e 10j uoisabbns e Jo uonesijensip :/1°S ainbidg



5.4 Conclusion research sub-question 4: How are recommender systems built in
detail?

Chapter 5 conducted a more detailed analyses of some building blocks from chapter 3 in
order to get a better insight in them.

A recommender system contains a text mining tool that has to goal to analyze
unstructured text and uncover labels in them. These labels are words or concepts that
are part of a certain domain that will be the basis for providing relevant additional
information. The identified labels will be the input for the Recommender Module.

An RDF file will contain information about these labels. URIs in this RDF file will provide
more information about this label and are the source for other RDF files that contain data
that is linked to this URI.

Chapter 5 presents some examples of how the URI links of labels can be found. Examples
of RDF syntaxes is presented in the case study to demonstrate how this is used in
practice.

When the RDF data is available, this data can be queried by SPARQL via SPARQL
endpoints in order for the Recommender Module to give suggestions for relevant
additional information. The case study provides some examples of simple SPARQL
queries.

Chapter 5 also presents some examples of visualising the results of SPARQL queries in
tables and maps. These tables and maps are examples of how the results from the
Recommender Module could be presented to users of the recommender system. It also
illustrates an example of a suggestion for a graphical user interface that shows how

the recommended information can be shown to the user.
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Chapter 6: Proposed architecture for the recommender system

composed of building blocks

6.1 Introduction

The case study executed in cooperation with iKnow, in combination with the literature
review, will now result in a proposition of the architecture for a recommender system.
This chapter will also give an answer to research sub-question 5: How does the

architecture of a modern/next generation recommender system looks like?
6.2 Important technical building blocks of the proposed recommender system

The recommender system proposed here will make use of the Semantic Web. The
Semantic Web is not a separate Web, but an extension of the World Wide Web. The
Semantic Web gives information a well-defined meaning that enables computers and
people to work better in cooperation. It will take advantage of the inference mechanisms
involving semantic description developed in the Semantic Web. This will allow the
recommender system to discover hidden semantic associations by exploring the
knowledge and structure of the ontological model (Blanco-Fernandez, et al., 2008). It
can use semantic-based similarity measures in order to improve their effectiveness
(Drumond & Girardi, 2008). The recommender system will also make use of Linked Data,
that is based on the availability of large amount of data in RDF. This will make the
recommender system able to create links between data, and by doing so suggesting
more relevant information. In the case study performed in this master thesis, Linked
Data from the Linking Open Data project (LOD) was used. However, these interlinked
datasets trough reuse of common vocabulary are not yet widespread, they are starting to
expand.

As already mentioned, the Linking Open Data project utilizes an ontology that is based on
reuse and common vocabulary. This makes it easier for recommender systems to
interpret data and make good suggestions to its users. The Linking Open Data project
aims at making datasets freely available in RDF and create RDF links between them
(Raimond, et al., 2007). It aims at bootstrapping the Web of Data by publishing datasets
in RDF on the web and creating large numbers of links between these datasets
(Hausenblas, 2009).
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6.3 Analyzing unstructured text by the Text Mining Module

The creation of input for the proposed recommender system was described in the case
study. The first step in creating input for the recommender system will be the analyses of
the unstructured text that will be the basis of recommendations by a Text Mining Module.
The Text Mining Module will analyze and filter the unstructured text in order to identify
labels (words from specific domains) that can be the basis for further suggestions. This
Text Mining Module will identify themes and subjects by analyzing the labels in the
unstructured text and pass them trough to the Recommender Module. The examples of
labels used in the case study come from two domains, namely geographic locations or
companies. For the proposed recommender system, there need to be added numerous
other domains. The number of domains can be determined by the developers of the
recommender system and depends on the kind of recommendations that need to be
made. When a domain is used, it should be based on a proper and complete ontology.
Analogous with this filtering, a concept cluster needs to be created in order to link similar
labels to each other. The concept cluster in this case study (a csv file) was made by
iKnow with their specialised software. This software analyzes unstructured text (in the
case study: news articles). After the analysis, the software creates an output file that
contains a list of concepts. The software is designed to recognize related words: clusters.
When the labels and the similar labels are identified, they need to be linked with URIs to
the RDF files that contain information about them. These RDF files also contain URI links
to other data that is linked with these concerning labels. A Uniform Resource Identifier
(URI) is a string of characters used to identify a nhame or a resource on the Internet.
After the unstructured text is analyzed, the engine of the recommender system will
create an RDF file that will be the input for the Recommender Module. This RDF file
contains information that will be the basis for suggestions that the proposed

recommender system will provide.

To visualise the previous paragraph, figure 6.1 is given. This figure shows the input for
the engine as a separate data and (RDF) triple storage, together with various files. The
(i.Know) engine forms the centre of this figure. When the processes in the engine are
complete, the output is delivered. In this figure, a lot of possible outputs are illustrated.
For the proposed recommender system in this master thesis, the output of the engine
will be an RDF file.
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Figure 6.1: Visualisation of the input of the engine, the engine and the output of the

engine for the proposed recommender system
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Problem
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Encoding
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Source: iKnow

6.4 The Recommender Module

The goal of the Recommender Module is to provide information stored in the different
data sets to the users. The action of this module starts when it receives a concept (label)
from the Text Mining Module. After this, it searches the different data sets for items
classified in the same concept. Each time the Text Mining Module identifies a concept in a
message, it sends this concept to the Recommender Module that searches the data sets

for more items to recommend.
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6.4.1 Querying datasets

When a recommender system makes suggestions, the Recommender Module has to
query datasets in order to obtain results. In the recommender system that is proposed,
querying the RDF files will be done with the SPARQL query language at SPARQL
endpoints.

However, there might be some problems when querying via SPARQL endpoints. Much
Semantic Web data lives inside triple stores and can only be accessed by querying a
SPARQL endpoint with SPARQL queries. It can be difficult to connect information in these
stores with other external data sources. The problem is that the URIs in a lot of these
datasets are not dereferenceable as mentioned in section 3.6 (see infra, p.20).
Dereferenceable means that HTTP URIs are used, so that people can look them up. A
possible solution is provided by Pubby (http://www4.wiwiss.fu-berlin.de/pubby/). Pubby
is a publishing tool that can be used to add Linked Data interfaces to SPARQL. When
setting up a Pubby server for a SPARQL endpoint, these not deferenceable URIs will be
translated into dereferenceable URIs. Pubby will handle requests by connecting to the
SPARQL endpoint, asking it for information about the original URI, and pass the results
back to the client. That is why the SPARQL endpoints used in this proposed recommender

system should be set up with a Pubby or a similar server.

6.4.2 Presenting the results from the Recommender Module

The results of the queries that are created by the Recommender Module can be very
diverse and in different formats. Everything depends on the type of recommendation that
need to be made by the recommender system. For example, a recommender system for
scientific researchers can suggest related PDF papers or presentations to the topic he is
reading about. When a journalist is writing an article, a recommender system can
suggest information about the topic he is writing about. This can be information like the
information that was provided in the case study. For example, if the journalist is writing
an article that includes a company name, the recommender system can filter this label
from the text and suggest related information in real-time about this company like for
example existing articles about the company, the number of employees, revenue,
location of the headquarters or website.

Keep in mind that the recommendations are made by comparing the output from the

Text Mining Module against an ontology. The quality of the recommendations are
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depending directly on the quality of the ontologies and the text mining tools used. This is
as well a reason why experts should be responsible for updating the ontology.

The result of the recommendation system can also be personalized by equipping it with a
profile of the user. This profile can contain administrative information about the user like
name, institution, job description, as well as his interests areas. This can make the
recommender system better capable to provide relevant suggestions.

An evaluation system by users can also be built into the recommender system to make
itself able to improve after time. If users are able to criticize the suggestions made by
the Recommender Module with “good” or “bad”, the suggestions could be adapted in the
future.

A possible subject of discussion could be in what manner the recommendations should be
made. Should they be given in a separate frame to avoid interruption, or should they be
given in the same frame to draw the attention of the user.

It is also important to limit the number of suggestion that will be made by the
recommender system. When a too large list of recommendations is provided, the

problem of information overload will still be present.
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Chapter 7: Conclusions

This chapter will draw the conclusions of this master thesis, will give answers to the
central research question and the research sub-questions and will give recommendations

for further research.

A recommender system is a software system whose main goal is to aid in the social
collaborative process of indicating or receiving indication, when the number of options is
enormous. They supply users with information in order to help them make decisions or to

solve problems, without users have to search for it themselves.

Knowledge management has become a very important subject. Knowledge
management is all about getting the right knowledge, in the right place, at the right
time. It is based on the idea that an organisation’s most valuable resource is the
knowledge of their people. Raw information may be widely available to a lot of
organisations, but only some organisations will be able to convert the information into
relevant knowledge and to use this knowledge to achieve their goals.

Information and communication technology has made information abundant. Because of
the Internet you can basically get any information you might desire in seconds. However,
the reliability, usefulness, and timeliness of the information is difficult to verify. There is
an information overload due to an existence of excess low quality information that can
lead to inefficient decision making.

To help organisations in their knowledge management process and to overcome the
problem of information overload, recommender systems can be used. Recommender
systems will lead to more efficient knowledge acquisition. They can lead to a
reduction of time in this very time-consuming process and this can result in a decrease

in costs for enterprises for which knowledge acquisition is important.

Modern recommender systems exist of several technical building blocks. The proposal for
the recommender system in this master thesis will contain the building blocks described
next. A first building block, that is also used in many other recommender systems, is an
ontology. An ontology is a representation of a vocabulary, often specialized to some
domain or subject matter. An ontology characterizes the semantics in terms of concepts
and their relationships, represented by classes and properties, respectively. In the

context of a recommender system, instances of classes represent the available items and
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their attributes, whereas instances of properties link the items and attributes to each
other.

Modern recommender system are based on RDF for storing data. The resource
description framework (RDF) is a W3C standard format for storing arbitrary data on the
Web and elsewhere. In other words, it is a framework for representing information in the
Web. RDF provides a machine-readable way to say anything about anything.

SPARQL is another building block of modern recommender systems, used for querying
the RDF data sets. SPARQL, an acronym standing for SPARQL Protocol and RDF Query
Language, is a general term for both a protocol and a query language. SPARQL can be
utilized to express queries across RDF data.

Another important building block from which a modern recommender system can make
use of is the Semantic Web. The Semantic Web is not a separate Web, but an extension
of the World Wide Web. The Semantic Web gives information a well-defined meaning that
enables computers and people to work better in cooperation. It will bring structure to the
meaningful content of Web pages, creating an environment where software agents
roaming from page to page can carry out sophisticated tasks for users.

A fully functional Semantic Web is based on the availability of large amounts of data as
RDF that is interlinked as a web of data. Linked Data refers to a set of best practices for
publishing and connecting structured data on the Web in order to achieve this interlinking
of data. There are projects, like the Linking Open Data (LOD) project, that aim at make
huge amounts of data freely available by publishing datasets in RDF and create RDF links
between them. Linked Data from the LOD project is at the foundation of the proposed
recommender system in this master thesis. The use of Linked Data from the LOD
project distinguishes the proposed recommender system from already existing

recommender systems.

The proposed recommender system consists of a Text Mining Module and a
Recommender Module. The Text Mining Module will analyze and filter the unstructured
text in order to identify labels or concepts that can be the basis for further suggestions.
These labels are words or concepts that are part of a certain domain that will be the basis
for providing relevant additional information. The identified labels will be the input for the
Recommender Module. The examples of labels used in the case study came from two
domains, namely geographic locations or companies. For the proposed recommender
system, there need to be added numerous other domains. The number of domains can

be determined by the developers of the recommender system and depend on the kind of
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recommendations that need to be made. When a domain is used, it should be based on a

suitable and complete ontology.

After the unstructured text is analyzed, the engine of the recommender system will
create an RDF file that will be the input for the Recommender Module. This RDF file
contains information that will be the basis for suggestions that the proposed
recommender system will provide.

The RDF file will contain information about the labels in URIs that will provide more
information about these labels and are the source for other RDF files that contain data
that is linked to this URI.

When a recommender system makes suggestions, it has to query datasets in order to
obtain results. In the recommender system that is proposed, querying of the RDF files
will be done with the SPARQL query language at SPARQL endpoints.

When the RDF data from labels is available, this data can be queried by SPARQL via
SPARQL endpoints in order for the Recommender Module to give suggestions for relevant
additional information.

When the corresponding recommendations have been found by the Recommender
Module, they need to be visualised for the user. The results of the queries that are
created by the Recommender Module can be very diverse and in different formats.
Everything depends on the type of recommendation that needs to be made by the
recommender system. The case study presented an example of visualising the results of
the SPARQL queries in tables and maps. It also illustrates an example of a suggestion for
a graphical user interface that shows how the recommended information can be

shown to the user.

We can conclude that a recommender system that is based on the Semantic Web and
Linked Data has a lot of potential. The results of recommended information can be
considerably improved by using these two building blocks. However, there are some
problems with the use of Linked Data. The interlinked datasets through reuse of
common vocabulary and shared URIs, that are the basis for Linked Data, are starting to
expand, but they are not yet widespread. The data from the Open Linked Data
movement needs to be sustainable, licensed, reliable and able to trace the provenance.
Besides these problems, there is also the difficulty of URI disambiguation. Linking data
has been widely encouraged, but there has been little analysis of the accuracy of the

links or the datasets themselves. This is because datasets are often converted from
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existing sources that can themselves be incomplete or inaccurate. This can also be due to
incorrect information that is publicised by members of the community. When linking
these inconsistencies, a snowball effect of incomplete or inaccurate data is produced as
more datasets are added. This problem, due to the lack of resources that leads to
insufficient time to rigorously check the input for correctness or completeness, can be
found in many digital repositories. This lack of resources can be explained by the free
availability and community based approach of the Linked Data initiative. There need to
be made investments in measuring and guaranteeing of the correctness of this

information.

There are some recommendations for further research that I would like to give. First
of all, there needs to be done more research about the accuracy, reliability, sustainability
and licensing of Linked Data. This research is necessary to make sure that the proposed
recommender system in this master thesis has a solid basis. Another problem that has
come up in this master thesis is the technical capability of providing real-time
suggestions. This problem also needs additional examination. Furthermore, the
recommender system proposed in this master thesis, that is based on the Semantic Web
and Linked Data, could be developed in order to experiment with the possibilities and

limitations of this software system.
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