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Abstract

With digital photo and video cameras currently taking an indispensable part of many
domestic households, a vast amount of research and software development has been
aimed towards tools for facilitating the manipulation of images and videos. Ranging
from foreground segmentation to deblurring, many powerful tools have been made
available.

In this dissertation we mainly focus on the use of video sprites in so called
image- and video-based animation, synthesis and augmentation techniques. These
techniques use one or more images as input, analyse this data and animate, synthe-
size or augment it to obtain new images inspired by the original. The best known
video-based synthesis example is the Video Textures algorithm from Schodl et al.
]. Starting from a relatively short video sequence, a new video is created
by rearranging the input frames in such a way that the resulting video can be infinitely
looped while adhering to the appearance of the original content and avoiding visually
harsh transitions.

An important extension to this work was provided in 2002 with the Video Sprites
technique of Schodl et al. M]. Instead of playing back whole frames, im-
ages of a character are extracted from video and concatenated to form new anima-
tions. Where video textures are mostly limited to work with videos that inherently
feature repetitive visual content like natural phenomena, the video sprites algorithm
allows the animation of small characters like hamsters or flies. With both techniques
allowing only a limited amount of possible input videos, we introduce two video
based animation and synthesis techniques that are aimed at videos containing differ-
ent kinds of subjects.



We first present a novel technique to synthesize videos featuring traffic scenes.
Given an input traffic video, we are able to reproduce a traffic scene from the same
viewpoint in which the configuration of the vehicles has been altered by the user.
The main application of our technique is the validation and training of camera-based
traffic analysis systems, e.g. for accident, queue and presence detection.

Secondly, we present a new approach to video sprites that allows for animating
articulated characters such as animals and humans. Articulated characters possess an
underlying structure in the form of skeletons. We exploit this by using 2D skeletal
representations instead of the visual appearance of the subject. Having a desired ani-
mation defined as a sequence of skeletons, we look for the best matching input frames
and arrange these in such a way that the subject performs the desired movement.

When solely using input frames to create new animations, the quality and variety
of the results is limited by the diversity of the input data. To extend the amount of
available input data, we introduce a technique that facilitates the creation of novel
human poses by synthesizing images. Existing approaches commonly deform one
single image, often resulting in a distorted image due to texture and illumination
artifacts. We present a novel image-based pose synthesis technique that accurately
reconstructs texture details by combining information from multiple photographs.
Given a user-specified 2D target pose, our solution merges different parts of the input
photographs in order to conform to the desired pose, solely using 2D operations. We
illustrate how novel poses can be generated from only a few example images, requir-
ing little user intervention. Combining this technique with our articulated characters
aimed approach to video sprites allows for a larger variety of possible target poses to
animate the filmed subject.

In the final part of this dissertation we take a side-step from these animation
algorithms and discuss a video editing and mosaicing system called Augmented
Panoramic Video. We focus on a common type of video sequence, in which the
videographer shoots a scene by rotating the camera to capture the entire panorama,
possibly zooming into areas of particular interest that can contain dynamic subjects
such as people or animals. We wish to re-display and manipulate such sequences in
a meaningful way, presenting a technique that gives the user control over the cam-
era’s motion and field of view. The presented results show this technique produces
high quality panoramas without parallax artifacts, seams or blurring, while retaining
repetitive dynamic elements.
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1.1 Problem Statement

Animating and rendering images and videos in a convincing and realistic way has
always been an important goal in computer graphics research. One of the best known
photorealistic rendering techniques is called ray tracing ]. Ray tracing
algorithms can render scenes with a high degree of photorealism, this due to the
fact that they translate nature’s illumination rules into mathematical formulas. With
ray tracing, simulated rays of light are traversed throughout a scene, starting from
a virtual camera that can be customized by the user. The mathematical calculations
take account of reflection and refraction physics as well as shadows. Unfortunately,
these kind of calculations can be complex and mostly yield large computational
costs. With recent improvements in computer hardware and ray tracing research,
ray tracing has finally become interactive. However, most of these techniques only
support walk-through applications for static scenes.
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Figure 1.1: Ray traced scene featuring spheres of different sizes.

An image produced by a ray tracer is shown in Figure [I.Il This image looks
highly realistic, which is not only the merit of the technique, but also of the provided
scene input. Scene input can be represented in different ways. One can use point
clouds, geometry descriptions, surfaces, etc, which can be accompanied by material
properties of the objects as well as lighting information of the scene. Coming up with
an accurate description for objects is not always straight-forward, the quality of the
results is therefore often highly dependent of the designers or ‘artists’. The shown
figure also has an artificial feeling, which occurs often with ray traced images.

When considering dynamic scenes, physically correct rendered natural phenom-
ena can fairly diminish the artificial feel and boost the perceived level of realism.
Examples of this are the wind blowing through trees, a flowing river, smoke, etc,
which unfortunately are all very hard to model visually correct.

Next to photorealistic renderings, ray tracing techniques have also been used in
the production of quite a lot of Hollywood animation productions. Figure [I.2]shows
a ray traced image from the Pixar animation movie Cars ME]. However,
when the goal is to render a scene in which a real-life actor performs a (physically
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Figure 1.2: Ray traced poster for the PIXAR movie Cars.

difficult) motion in a realistic looking way, computer graphics research is not neces-
sarily the right domain to look into.

Recently, computer vision researchers have come up with many interesting
image- and video-based rendering techniques thth_LODd S&thLQﬂAgamLala_QEl
]. Compared to ray tracing algorithms, these vision techniques are fast and
computationally inexpensive, with computations being fully independent of the
complexity of the scene. These techniques display the scene as recorded, inherently
eliminating the artificial feel, however not providing any degree of freedom on
changing camera and lighting parameters in post-production. In addition, since little
or no geometric information of the captured scene is known, adjusting the scene
content in post-production can be quite cumbersome.
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Figure 1.3: Camera setup used in the Matrix Trilogy, used to create the “bullet time”
rotating camera effects. (http://whatisthematrix.warnerbros.com/)

The Matrix Trilogy is an example of a big Hollywood production using computer
vision algorithms. Bullet-time effects have been obtained by using a large amount of
expensive high quality video cameras, positioned close to each other in a circle. This
camera setup is illustrated in Figure

Over the last decade, digital photo and video cameras have appeared in
many domestic households. With captured images and videos being inherently
photorealistic, a very accessible alternative to standard modeling and render-
ing techniques has arised. Many researchers and software developers lately
have been creating tools for facilitating the manipulation and editing of pho-
tographs ﬂQh_Q;IJ |§;huang_O_EJ Lalonde 07, |A\Li_dﬁ.|]_01|], with Adobe Photoshop being
one of the best known. These tools range from seamless cloning m to
automatic image-based rendering ], with the work of Joshi et al. M]
illustrated in Figure [I.4l Joshi et al describe a framework for improving the quality
of personal photos by using a person’s favorite photographs as examples.

By adding an extra dimension to the image data representation, video allows for
the use of temporal as well as visual information in rendering algorithms. This invites
researchers to extend standard image processing techniques to be applicable to video,
not always straightforward, but most likely a very rewarding challenge.

On consumer level, multi-camera setups can be quite expensive and are further-
more not always straightforward to assemble, calibrate or synchronize. Therefore



1.1 Problem Statement 5

prior images original blurry image our automatically deblurred output

Figure 1.4: Illustration of the Personal photo enhancement using example images
paper of Joshi et al M]. Personal photos are improved by using a person’s
favorite photographs as examples. Face detection is used to align faces between
“good” and “bad” photos. Deblurring, sharpening, in-painting and white-balancing
operations are used to further improve the resulting pictures.

the focus of this dissertation will be shed on single-camera based applications.

Video-based techniques use a sequence of images as input, analyse the data and
animate, synthesize or augment it to obtain a new video that is inspired by the origi-
nal. The best known video-based synthesis example is the Video Textures algorithm
of Schodl et al. M]. Starting from a relatively short video sequence, a new
video is created by rearranging the input frames in such a way that the resulting
video can be infinitely looped, while adhering to the appearance of the original
content and avoiding visually harsh transitions. An important extension to this work
was provided in 2002 with the Video Sprites technique of Schodl et al. ].
Instead of playing back whole frames, images of a character (“sprites”) are extracted
from video and concatenated to form new animations. Where video textures are
mostly limited to work with videos inherently featuring repetitive visual content
like natural phenomena, the video sprites algorithm allows the animation of small
characters like hamsters or flies. Since both techniques allow only a limited amount
of possible input videos, we introduce two video based animation and synthesis
techniques that are aimed at videos containing different kinds of subjects.

Furthermore, while average camera users not always have the same experience
and skills as trained professionals, an interesting field of research and development
lies in augmenting captured images and videos. Useful applications include video
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Figure 1.5: A frame generated by the panoramic video textures algorithm of Agar-
wala et al. [Agarwala 05].

stabilization [Matsushita 05] - where unintended shaky motion is removed from
a video - and restructuring images and video, where images can be resized in a
content-aware manner [Avidan 07] or seamless panoramas can be built [Brown 07k].
These tools provide consumers a large array of possibilities to easily and intuitively
augment home-made recordings. We take this one step further by introducing a
technique aimed at creating panoramic videos featuring foreground and background
sprites.

Related to our work is the Panoramic Video Textures algorithm from Agarwala et
al. [Agarwala 05] (see Figure [1.5). Starting from a video segment filmed by panning
a camera across a dynamic scene, they combine looping segments of a constant dura-
tion in order to construct a single panoramic video texture. While our work is aimed
to work with arbitrary input videos, the method of Agarwala et al. is restricted to
horizontal panning sequences. Our method furthermore allows dynamic foreground
elements that feature more than just looping elements.

1.2 Contributions

We will now briefly describe the main contributions of this dissertation, followed by
an organized overview of the dissertation in the next section.
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e \We present a novel technique to synthesize videos featuring traffic scenes.
Given an input traffic video, sprites are created for the vehicles in a semi-
automatic manner. Using these sprites, we are able to reproduce a traffic scene
from the same viewpoint in which the configuration of the vehicles has been
altered by the user.

e We introduce a new approach to the Video Sprites ] technique that
allows for animating articulated characters such as animals and humans. Artic-
ulated characters possess an underlying structure in the form of skeletons. We
exploit this by using 2D skeletal representations in our algorithm instead of the
visual appearance of the subject.

e \We present a technique that facilitates the creation of novel human poses by
synthesizing images. We accurately reconstruct texture details by combining
information from multiple input photographs. Given multiple images featuring
a character in different poses, a new image can be created with this character
standing in a new pose by combining information from the input images. Com-
bining this technique with our articulated characters aimed approach to video
sprites allows for a severely larger variety of possible target poses to animate
the filmed subject.

e \We propose a novel way of re-displaying video sequences featuring dynamic
backgrounds and moving foreground subjects, by giving the user control over a
virtual camera frame using a full panoramic representation. The virtual camera
can have an enlarged field-of-view and a controlled camera motion. This tech-
nique is able to process videos with complex camera motions, reconstructing
high quality panoramas without parallax artifacts, visible seams or blurring,
while retaining repetitive dynamic elements.

1.3 Overview of the Dissertation
The text is organized as follows:

e Chapter 2 discusses the first contribution of this dissertation. Our first attempt
to video-based synthesis is aimed at input videos featuring traffic scenes. Ve-
hicle “sprites” are extracted from the input footage and resynthesized in a con-
trollable fashion. The main application of this technique is the validation and
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training of camera-based traffic analysis systems, e.g. for accident, congestion
and presence detection.

In Chapter 3 we present two novel techniques that can be used in the context
of video-based character animation.

The first part of Chapter 3 introduces our articulated video sprites algorithm,
this is a new approach to video sprites that allows animation of articulated
characters, such as animals or humans. The key to our technique is a matching
algorithm that focuses on high-level 2D skeleton models instead of the
character’s visual appearance. This matching algorithm does not evaluate
absolute positions of skeleton joints, but implicitly includes 3D information
by comparing angles and ratios between adjacent limbs.

The second part of Chapter 3 presents our image-based pose synthesis tech-
nique, which facilitates the creation of novel human poses by synthesizing im-
ages. Multiple input images featuring a character in different poses are com-
bined into a new image that shows the character in a brand new pose.

Chapter 4 discloses the final contribution of this dissertation, namely our work
related to Augmented Panoramic Video. Starting from a panoramic video, cap-
tured by rotating the camera on a static position, we reconstruct high quality
panoramas without parallax artifacts, visible seams or blurring, while retaining
repetitive dynamic elements and allowing the user to control the motion and
field of view of the virtual camera.

Chapter 5 concludes this dissertation with some final thoughts and an outlook
on future work.

In Appendix A, a list of contributions and publications related to this disserta-
tion is given.

Appendix B contains a Dutch summary of this thesis.
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Video-Based Synthesisfor Rigid Objects

Contents

[23.2 TheSynthesisStage . . . ... ... ... ... .. .. 25

24 ResultsandDiscussiol . ... ... 25

2.1 Introduction

Video-based rendering methodologies have proven to be adept at synthesizing
photo-realistic video sequences from sparse real world data, with the best known
example being the Video Textures of Schodl et al. ]. Video Textures
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are derived from video by changing the order in which the recorded frames are
played, while assuring seamless transitions between the video frames. By playing
frames out of the original order, only where it is unnoticeable for the viewer, a
finite duration input clip can be transformed into a smoothly playing infinite video.
This concept has been extended to Video Sprites Mﬁ], where images of
a filmed character are extracted from video and concatenated to form new animations.

In the same spirit, we present a novel technique to synthesize traffic scenes.
Given an input traffic video, we are able to reproduce a traffic scene from the same
viewpoint in which the configuration and trajectories of the vehicles have been
altered by a user.

The main application of our technique is the validation and training of
camera-based traffic analysis, e.g. for accident, congestion and presence detection
]. Given the high percentage of daily commuters on the road, fast and
accurate detection of accidents can be critical to avoid long traffic james on the
highways. These camera based traffic systems cannot afford to have a high margin
of error and thus require a wide variety of initial test sequences. Because these input
video sequences are unique for each camera placement, they usually have to be
acquired by shutting down highways and filming all desired scenarios in situ. This is
an expensive and time-consuming task.

As an alternative, one might synthesize video sequences directly using tradi-
tional modeling and global illumination techniques ]. However, this is an
overwhelming task, both in terms of manual labor and computational requirements.
Moreover, one would need to achieve a degree of realism that is hardly practical
using current modeling and rendering tools. Using rendered scenes, one needs to
be able to reproduce natural landscapes in the surroundings, including all kinds of
different weather behaviours. Keeping weather in mind, hard to render phenomena
like rain-drops falling on cars and splashing on the road are required to create test
scenes with a high degree of realism. Furthermore, camera imperfections should
also be simulated.

By using recorded footage from the targeted camera system, we achieve our goals
immediately.
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Akin to Debevec et al.’s image based modeling approach ], one

might construct approximate geometry for each vehicle of interest. However, this is
a labor-intensive task, since this process has to be carried out for every existing car
separately. Alternatively one might come up with a parameterized model for vehicle
geometry which can be fitted to the image data ]. It is unclear whether
such a model can be general enough to deal with the wide variety of shapes found in
real life.

The main challenge is to extract vehicle sprites from the input footage and resyn-
thesize them in a meaningful and controllable fashion E_cﬂo_dl_o_o_d |5_cﬂo_d|_0j]
These sprites are 2D images that represent an object of interest that can afterwards
be integrated at different locations in the input scene, or inserted into a novel scene.
We assume vehicle sprites travel along a fairly straight path, while Video Sprites

] aims at reconstructing arbitrary motions. This prior information is
exploited in our segmentation and easily allows for parameterizing a vehicle’s trajec-
tory and appearance. In contrast, Video Sprites are a hon-parametric representation
based on searching and copying the most suitable frame from the input data. The
parameterized representation facilitates easy extrapolation of incomplete trajectories
(e.g. when the vehicle is not completely visible), and its compression rate makes it
useful for data storage. In our case, only 20 % of the actual input vehicle data is
stored.

In addition, we need to extract the background, which we assume to be static, and
deal with possible occlusions along a vehicle’s trajectory (e.g. caused by a bridge or
lamp post). Schodl et al. tSQthLO_QId L&thid_LQﬁ] record sprite images and accom-
panying shadows using chroma keying. In our setting, this information cannot be
extracted under such controlled conditions.

Jojic et al.’s video sprite model bQ;LT_th copes with inter-sprite occlusions
efficiently. For our purposes this is less of an issue, but static obstructions like lamp
posts will need to be dealt with.

The outline of our system is presented in Figure 2.I]on page Starting from an
input video and some minor user assistance (semi-automatic vehicle segmentation,
see Section [2.3.1.3), the analysis phase outputs a background, an “occlusion map”
and extracted vehicles with associated trajectories. This data is used as input for the
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Input images Coarse manual segmentation

Analysis
Background and Occlusion Map Sprites & Trajectories

]

Figure 2.1: Outline of our traffic animation system. Starting from an input video
and some user assisted vehicle extraction, the analysis phase outputs a background, an
“occlusion map” and extracted vehicles with associated trajectories. This data is used
as input for the synthesis phase, where the vehicles are drawn onto the background
to obtain a new animated video.

synthesis phase, where the vehicles are drawn onto the background to obtain a new
animated video.

The remainder of this chapter is organized as follows. We start by reviewing
related work in the areas of traffic detection techniques and video based animation
systems. Section [Z3lgives an outline of our system. Section [2Z.4] presents our results
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and discusses practical issues. Finally, in Section [Z5]we will present our conclusions
and suggestions for future work.

2.2 Reated Work

This work touches on two major research areas: Vision Based Traffic Surveillance
and Video Based Computer Animation.

2.2.1 Vision Based Traffic Surveillance

Considering the Traffic Surveillance part of the research, our work serves a somewhat
different purpose than what has been mainly achieved so far. The most common
approaches used for vision based traffic surveillance consist of a fast segmentation
of the vehicles in the scene, together with an intelligent reasoning module capable of
identifying, tracking and classifying the vehicles in dependency of the system goal
m]. Real-time extraction of moving objects is an essential part of traffic
surveillance ﬂZIla.ng_Qd k:.us&ma.r_a_o_d |§_Qiiman_9_d], and different surveillance
systems obviously use different segmentation techniques.

The biggest difference between our work and common traffic surveillance
systems is segmentation. In our case, precision comes before speed. A badly
segmented vehicle will look equally bad when it is used in synthesis, while a badly
segmented vehicle will still be counted or tracked as a vehicle in a surveillance
system. Since our input videos don’t exceed a time length of 5 or 10 minutes and
global background features usually don’t change abrupt in this timespan, we have
opted for a static background instead of a dynamic one thang_O_d |Q_umhlata_0_d].

Zhang et al M] and Cucchiara et al M] both use dynamic

backgrounds, with the former using an adaptive learning method and the latter em-
ploying statistic and knowledge-based backgrounds. A big issue related to the seg-
mentation of vehicles is how shadows and other illumination effects are dealt with.
Different detection systems, and more specifically the way that these systems handle
shadows, are discussed by Prati et al in a comparative study ]. As shown in
Figure it is of high importance for these surveillance systems not to misclassify
shadows as moving objects or as parts of moving objects.




14 Video-Based Synthesisfor Rigid Objects

Figure 2.2: Importance of shadow handling in traffic surveillance. M]
Left : Detection without shadow suppression. Center : Shadow detection. Right :
Detection with shadow suppression.

Our work also considers shadows as being part of the background, but shadows
casted by vehicles are an important factor concerning the realism of the synthesis, so
adversly, we extract these shadows from the input video instead of ignoring them.

The second major difference exposes itself in how the data is utilized after the
extraction. A lot of different purposes can be served when it comes to traffic surveil-
lance [Burns QﬁHQLOj ITS 11|]. Our goal is to use the extracted vehicle-related data
to compose new video sequences, which form a very effective means for the testing
of these traffic surveillance systems.

To fulfill this ambition, we need to satisfy some requirements, from which the
most important comprises of the realism of our synthesized videos. Therefore we
have opted for a video based system using a very exact segmentation method. In our
case, precision comes before speed.

2.2.2 Video Based Computer Animation

Video-based representation, rendering and animation techniques have received
increasing interest in the graphics and vision community in the past years. The
biggest benefit of these video-based techniques, is that when starting from an input
video, one already obtains of a high degree of photo-realism to start with. Compared
to modeling a complex scene, video-based techniques simply use a video of the
required scene.
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Figure 2.3: Left : Video Textures ] example, with only a short record-
ing of a flame, a seamless never-ending video is produced. Right : Video Sprites
ﬂﬁM] example, creating a video sprite of one fly, a synchronized fly-collective
can be animated.

A recurring video-based technique consists of rearranging frames in an input
video to create novel footage, either globally on a per-frame basis M‘%
'Schadl 00b, |AgamLa.La_Qé], or locally on a per-sprite basis tS&th_LODd [S&hgd.LQj]
Video sprites are obtained by filming an object and extracting it from the video, which
can be done automatically using layers ] or chroma keying M], or
manually ]. Schodl and Essa animate these sprites by rearranging the
frames of the original video ], a technique successfully used by Video
Textures ]. This approach allows for efficient animation of e.g. natural
phenomena or small animals, with examples shown in Figure

Since we are restricted to using only the appearances of vehicles that are shown
in our input video, we don’t have the ability to let a vehicle take every possible turn
and every available lane in a new animation. We can merely synthesize a vehicle in
the same way it was extracted in the original footage, except for simulating speed
changes. Nevertheless, this also means we are exempted from segmenting and
analyzing an excessive amount of filmed data and calculating extensive graphs and
associated cost functions of animations for this data.

Our approach furthermore differs by not reordering frames but rather building
a simple parametric motion and appearance model for vehicle sprites, similar in
spirit to Fitzgibbon . Consequently, less input is required and
this representation even facilitates extrapolation. A different solution for sprite
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Figure 2.4. Active Appearance Models [Cootes 01] are shape models generated
from a training set of images. In this example 400 images were manually labelled
with 122 landmark points around features. From this training data, an appearance
model was generated with only 80 parameters. By changing these parameters, varia-
tions to the appearance can be produced.

representations can be found in Active Appearance Models [Cootes 01] using a
statistical model of the shape and appaearance of an object of interest. Active
Appearance models require an intensive training phase, where training images
need to be manually annotated with hundreds of landmark points, as illustrated
in Figure 2.4l This technique works very well related to medical imaging and
face representation/recognition/detection, where the input subjects position and
orientation towards the camera is relatively static. In our case, the vehicles more
from far away until nearby the camera, forcing us to take perspective changes into
account in our model.

Layered video models |[Wang 94, Jojic 01] automatically extract layered sprites
and moving parts from input footage by using a variational expectation maximization
algorithm to learn a mixture of sprites from a video sequence. For this, the number
of layers and sprites in the video have to be indicated manually by the user. In our
particular problem the layers are fixed: background, vehicle sprites and occluders
(such as a lamp post). Background and occluders are automatically recovered, while
a user assisted process is employed to extract the vehicles.

The Motion Magnification algorithm from Liu et al [Liu 05] composites motion
sprites as layers onto an average background texture. Subtle motions in a video
sequence can be amplified to allow for visualization of deformations that would
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Figure 2.5: Motion Magnification M], acts like a microscope for visual mo-
tion. After identifying different motions in a video sequence, users are allowed to
choose a motion cluster and magnify it without objectionable artifacts.

Figure 2.6: Flow-based video synthesis M], textured particles follow user-
specified lines to synthesize new animations.

otherwise be invisible. The work in the Motion Magnification paper addresses and
clusters all kinds of motions, ranging from small motions like a baby’s breathing
to large motions like someone playing on a swingset (see Figure [Z.5). The sprites
used in our work more or less follow the same trajectory and can be grouped as
rigid sprites, allowing us to make useful assumptions and discarding the need for an
extensive feature registration technique as introduced by Liu et al.

The flow-based video synthesis technique M], illustrated in Figure
analyzes the motion of textured particles in the input video along user-specified flow
lines, and synthesizes video of arbitrary length by enforcing temporal continuity
along a second set of user-specified flow lines. The main difference between this
approach and ours is that we not only redraw input pixels, but also capture and reuse
the entire appearance of the objects in the input video.
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Auto-regressive stochastic processes Kﬂan_o_ébﬂan_o_d] model traffic flow from
video using a holistic generative model. This is done by adopting an auto-regressive
stochastic process, which encodes the appearance and the underlying motion of the
video separately into two probability distributions. The method does not require
segmentation or tracking, but lacks the per-vehicle control that our approach offers.

Segmentation and tracking of vehicles is a central problem in traffic analysis
[Zhang Qd, |Q_u_c_cﬂaLa_0_d Coifman Qd, Kim Qﬂ], which has to be fully automated.
We opted for a simple and robust semi-automatic system, though in a more general
settings, these techniques could be used as well.

2.3 Overview

As illustrated in Figure 2.Ion page the system consists of an analysis stage and
a synthesis stage, which will both be detailed in the following sections.

2.3.1 TheAnalysis Stage

The analysis stage extracts a background image, an occlusion map and vehicle sprites
together with their trajectories.

2.3.1.1 Background

We obtain an appropriate background as the per-pixel median intensity along the
time dimension m]. This simple technique works very well with our input
video sequences, which have virtually static backgrounds. This rendered the imple-
mentation and testing of other, more complicated, techniques (e.g. 1)
unnecessary in our case. An example of a calculated background image is shown on
the left side of Figure 271

2.3.1.2 Occlusion Map

Similar to the occlusion buffers introduced by Collomosse et al ],

our occlusion map indicates which pixels remain unchanged during the entire length
of the input video. The pixels that fluctuate significantly with respect to some
threshold T can be considered “possibly foreground”, indicating that the background
should always be drawn behind the sprites. A static pixel will either be an occluder
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Figure 2.7: Background image and occlusion map. Left: extracted background
image from an input video. Middle: calculated occlusion map. Static pixels (occluder
or background) are labeled black and fluctuating pixels (possibly foreground) are
labeled white. Right: occlusion map after applying minor manual corrections.

(for example the bridge in Figures 2Z.7]and [Z.8) or background area without dynamic
behaviour. Either way, no sprite layer should be drawn on top of these pixels.

The occlusion mask is calculated by checking for every pixel whether or not
its color intensity varies wildly across the different input frames. Starting with
the first frame, we compute the sum of squared differences between the colour
intensities of each pixel and their counterparts in the already calculated back-
ground. If this difference stays beneath threshold T, the pixel probably belongs
to the background and will be painted black in the occlusion map, otherwise it
will be painted white. The value of threshold T was empirically estimated to an
intensity value of 0.012 in our experiments, with pixel values scaled between 0 and 1.

This procedure is repeated for all input frames. Any pixel that was turned white
in a previous frame won’t be examined in the subsequent frames.
If necessary, the occlusion map can be edited easily with any image editing tool to
clean any impurities. We have made use of this feature to correct a very small num-
ber of pixels that slipped through the threshold. An example of such a constructed
occlusion map is shown on the right side of Figure 2.7]

2.3.1.3 Segmentation

Extracting a vehicle from the input video is a semi-automatic process, which starts
with a small amount of user interaction. The user takes three frames in which a
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Figure 2.8: Vehicle trajectory calculation. Windows drawn around a particular
vehicle by the user, with on the right a calculated trajectory for the vehicle.

particular vehicle can be seen at different positions: one frame where the vehicle
has initiated its trajectory, one where it is approximately half way, and one near the
end. The user indicates a window around the vehicle in each of these three frames.
The content of this window captures all relevant information about the vehicle: its
appearance and surrounding illumination effects (i.e. shadows).

This window does not need to be drawn very precisely, it is only necessary that
the vehicle and illumination effects are included and that no other vehicles or parts
of other vehicles appear inside the window. The position of the window also defines
where the vehicle is located at a known instance in time (see Figure 2.8).

In the next step, the user draws a mask for the vehicle in the three initially indi-
cated windows, as illustrated in Figure

In a more general setting, this manual intervention may be replaced with an
automatic technique.

In order to obtain the masks for intermediate frames, we convert the masks to
polygonal shapes and interpolate them. However, the number of vertices for different
masks is not guaranteed to be the same. Inspired by the morphing algorithm of Kent
et al. ], we solve this problem as follows. Let A, B and C be the 3 user
defined mask polygons. Polygon A is placed on B and we project and add each of A’s
vertices to B. This step is repeated from A to C, B to A, etc. We are able to recon-
struct the mask for each frame simply by rasterizing the corresponding interpolated
polygon. In addition, we soften the edges of the binary masks using convolution to
avoid possible seams between vehicle and background. The results of this simple
matting technique are qualitatively the same for our input videos as results that can
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Figure 2.9: Vehicle segmentation. Left: user drawn mask. Middle: vehicle for
which the mask is drawn. Right: result of the mask operation.
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Figure 2.10: Polygon interpolation. Left: source polygon placed on target polygon.
Middle: extra interpolation step. Right: inverse direction extra interpolation step.

be achieved by using more advanced matting techniques [Chuang 01,(Sun 04].

2.3.1.4 Vehicle Sprite Appearance M odel

In this section we detail the vehicle appearance model, which is based on the user
masks and pixel intensities in the window.

Assuming that the vehicle moves at a near constant speed and travels along a
fairly straight line, we can interpolate the windows for the intermediate frames in
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Figure 2.11: Shadow map computation. Shadow information is extracted by di-
viding the window content by the background (right image is contrast enhanced for
presentation purposes).

time (t) by fitting the following simple parametric function to each of their corner
positions x:

X(t) = (axt)+b

t4c
This function takes account of the position of the vehicle in time to model the
vehicle’s trajectory. When a vehicle drives towards the camera with perspective
projection, its position will change faster while approaching the camera. Parameters
a, b and c can be solved easily given 3 positions for x at a given time t.

2.1)

The appearance of the vehicle inside its mask mainly evolves due to a small rel-
ative rotation with respect to the camera and environmental illumination (e.g. from
street lights). In addition to pixels belonging to the vehicle itself, shadow informa-
tion is extracted by dividing the window content by the background. This yields a
background-invariant multiplicative “shadow map”, as seen in Figure 211l Naively
storing full windows is dependent on the background, and might corrupt the appear-
ance when altering the location of a vehicle. We therefore also blur out all detail
surrounding the mask in the vehicle sprite, which is not done for the shadow map.

Given the full appearance of a vehicle at each frame, we reduce it using Principal
Component Analysis (PCA). PCA allows us to identify patterns in data and to
visualize the data in such a way as to highlight similarities and differences in the
high dimensional data space. When the significant area of the high dimensional input
data is found, one can compress it by reducing the number of dimensions, without
much loss of information.
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Before we apply PCA, we need to scale our masks, sprites and shadow maps
to a common size, for which we take the maximum window size of the indicated
windows. Then, the polygon vertices relative to the midpoint, the sprites’ pixel
intensities and the shadow map intensities are each concatenated into a long vector
with dimensionality D. Usually D is quite large (e.g. 10°) while the number of
frames N is small (e.g. 100), yielding a D x N matrix Y = [y, ...,yn] that features an

N

impractically large covariance matrix £ = ZyiyiT.

i=1

We follow Matusik’s variant on the PCA for high-dimensional data algo-

rithm [Matusik Qd, Bishop Qd] to circumvent this problem. More precisely, we per-

form an eigenvalue decomposition of the N x N dimensional covariance matrix of the
zeromeanyY :

B=YTY =VAVT (2.2)

where V is the orthonormal matrix of eigenvectors and A is the diagonal matrix of
decreasing eigenvalues. The obtained eigenvectors are sorted by ascending eigenval-
ues A, while the vectors with very low eigenvalues are thresholded. Finally, our PCA
representation of the appearance of the vehicles consists of:

e transformation matrix: U :YV(A‘%)
e PCA coefficients matrix: X =UTY = A2V T
e mean image of the frames: u

with U an orthonormal basis [ug,...,up] and X = [x1,...,Xn] the coordinates of the
input data in the new basis.

The eigenvectors corresponding with the highest eigenvalues contain the coarse
details, while subsequent values express the finer details. Reconstruction quality can
be traded off against the level of compression by discarding eigenvectors that have a
small eigenvalue associated with it. We found that the 20 (out of 1€ in total) largest
eigenvalues and accompanying eigenvectors are sufficient to reconstruct a sprite’s
appearance, as illustrated in Figure

Usually, the full trajectory of a vehicle cannot be captured on the screen, because
the sprite is cropped at the edge of the screen near the beginning and end, or possibly
occluded. The inclusion of these sprites in the input data will result in a slightly
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Figure 2.12: Iterative reconstruction from PCA data. The first image shows the
mean appearance of the vehicle without extra detail added to it. The next images
show the mean image with respectively 2, 10 and 20 PCA levels added. It is clearly
visible that the first PCA levels contain the most important information, while the
lower levels add only little detail.

Figure 2.13: Vehicletrajectory extrapolation. Left: extrapolated vehicle at the end
of its trajectory. Right: Ground truth.

distorted PCA representation. Therefore, we don’t take these frames into account,
but solve this problem by extrapolating the PCA coefficients that parameterize the
vehicle’s appearance, using autoregression hinzglbb_an_Qﬂ |S_thﬁi.dﬁr_Q]|]. These
“fitted” PCA coefficients will be used in the synthesis step to complete the trajectory
of the vehicles at points in time where the vehicle was not segmented.

A comparison of our extrapolation technique with ground truth is shown in Figure
2.13 From this we can conclude that the shape of the vehicle is approximated fairly
well, while interlacing artifacts are partly smoothed out by the PCA algorithm.
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2.3.2 The Synthesis Stage

The synthesis step is relatively straightforward. We initialize the frame buffer with
the background image. For each vehicle and a given frame we need to perform the
following steps, of which only number 1 requires a more in-depth explanation.

1. Compute the vehicle’s appearance.

2. Scale the vehicle to its original window size

3. Paste the vehicle onto the frame buffer

4. Multiply the frame buffer with the shadow map.

Inter-vehicle occlusions are correctly resolved by rendering the sprites in back
to front order, occlusions with the surrounding environment are taken care of by
applying the occlusion map onto the rendered frames.

Step 1 consists of rebuilding the appearance of the vehicle for a frame t out of
the PCA representation. As visualised in Figure on page where some
examples of intermediate results are shown, we start off with the mean image y, and
iteratively add more detail :

Y () =p+ YU () < X(0,1); (2.3)

This representation easily allows for interpolation to create in-between frames, or
can be useful when the vehicle was occluded at some point in the original sequence.
Interpolation between frames is straight-forward :

Y(t):p+ZU(i,:)xX(i’t_l)gx(i’”” 2.4)

2.4 Resultsand Discussion

We extracted five different vehicles from a short input video and out of this data
synthesized four videos that display different animated traffic situations:

e normal traffic

e a traffic jam
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Figure 2.14: Extracted vehicles used in the renderings, scaled to the same height
for presentation purposes.

e a vehicle that suddenly stops while the rest of the traffic continues on the other
lanes

e a vehicle that drives backwards while the rest of the traffic drives normally on
the other lanes

The extracted vehicles that were used for the rendering of these new videos are shown
in Figure 214

The amount of user-interaction involved in the creation of these results is fairly
low. In the analysis stage, three rectangles have to be drawn around each vehicle,
which typically takes a few seconds. The most time-consuming step is drawing a
mask for each rectangle. This task may require a couple of minutes per mask for
an unexperienced user. Note that these steps need to be performed only once per
segmented vehicle.

Due to memory restrictions in MATLAB we were unable to simultaneously
load more than five vehicles into memory. As a quick workaround for this problem,
we resorted to using the same vehicles more than once in our synthesis progress, a
screenshot of a synthesized rendering is shown in Figure

A different option, in the context of a commercial application, would be to
introduce a database where the vehicles could be stored and queried in their compact
representation.

Our synthesized videos suffer from such artifacts as interlacing and motion blur.
These artifacts are already present in the input video (as can be seen in Figure 2.14),
so it is only logical that they also occur in our output videos. As our algorithm
was developed for detection systems, this actually becomes a major advantage.
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Figure 2.15: Synthesized image showing different vehicles in a small traffic jam.

Synthesized videos that look too polished provide an unrealistic training test for
these systems, not corresponding with real world conditions.

Figure [Z.18lshows all occlusions are automatically handled correctly. The videos
show vehicles departing from underneath a bridge, where they are correctly hidden
from view. In frames where the vehicles are only partially visible, we apply extrapo-
lation of the PCA components to obtain an approximation of the entire vehicle. The
shape and appearance of remote vehicles are accurately estimated using our autore-
gression algorithm as their orientation barely changes. Closer to the camera however,
the orientation of the vehicles can vary rapidly with respect to the camera. Autore-
gression has a hard time estimating changes before they occur because its prediction
is based on previous frames. This may cause a slightly thicker edge around the vehi-
cle. This problem however only occurs on a few synthesized vehicles and is visible
in a very small area in a few frames, rendering its impact on traffic detection systems

negligible (see Figure 2.17).

The trajectories of the vehicles in the synthesized videos are restricted to their
original trajectories in the input video. This is because the camera has a different
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Figure 2.16: Synthesized image illustrating occlusions are handled correctly, vehicles
sprites are drawn underneath the bridge.

Figure 2.17: Example of an edge artifact that might appear around a vehicle when
its orientation suddenly changes.
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Figure 2.18: Importance of introduced shadow maps. Left: synthesized vehicle
using a shadow map. Right: synthesized vehicle without using a shadow map.

perspective view on each lane. If a vehicle is synthesized on a different lane than
the one it originally occupied, it will be perceived to be sliding on the road surface
instead of driving down the road.

The effectiveness of our shadow maps in synthesizing the illumination effects
around the vehicles is illustrated in Figure [2.18

The illumination effects in our example input video example are restricted to
shadows. We are confident that other illumination effects, such as headlights shining
on the road, will be automatically included in our shadow maps if they are present in
the input video. There is however a trade-off related to the shadow maps. The only
illumination effects that will be added to the shadow map are those that are present
inside the user-indicated windows of relevant information. The user can easily de-
cide to increase the size of this window, but then the probability increases that other
vehicles will intrude into the window and corrupt the shadow map. For these illu-
mination effects, it is therefore recommended to extract only vehicles that remain at
some distance from other vehicles in the input sequence. As applying the shadow
maps is a multiplicative operation, the vehicles can be synthesized close together in
the new videos without problems.
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2.5 Conclusion and Future Work

In this chapter, we presented a video based method for rendering and animating
rigid objects in fixed viewpoint video scenes. Our method was exemplified by using
traffic video sequences. A parameterized sprite appearance model is central in our
approach. It describes how the sprite evolves in shape and pixel intensity, and also
allows for interpolation, extrapolation and compact storage. Using this information,
we can synthesize new videos that feature these sprites, in such a way that the videos
exhibit animated traffic situations. This makes our method ideally suited for training
traffic detection systems.

251 FutureWork

Next to the data compression and the option to interpolate and extrapolate the
data, our PCA vehicle sprite appearance model can furthermore be very useful to
synthesize new vehicles. By means of analyzing the PCA data, one can create
classifications for this data. For example, a class containing small vehicles can be
created. Comparing the PCA data of this class with the PCA data of the vehicles
that do not belong to this classification, some trait vectors can be identified, that are
associated with corresponding parameters of the PCA model. Isolated trait vectors
for different classifications related to size, color, etc, of the vehicles can then be
replaced or interpolated to change the appearance of existing vehicles.

We would furthermore like to explore approximate geometric representations to
more rigorously represent the relative rotation of the vehicles. Furthermore we be-
lieve that variable weather conditions and intricate illumination effects like vehicle
headlights can be a valuable addition to our framework.

New trajectories for vehicles could be synthesized if control over the input of the
videos is available. A vehicle filmed driving on several different lanes may then be
interpolated horizontally afterwards.

Further research is also needed for solving the thick edges that sometimes appear
around vehicles near the end of their trajectories. Different representation, prediction
and estimation techniques need to be investigated for this.



Chapter 3

Articulated Video Sprites and | mage-Based Pose Synthesis

Contents

B1 Introductiod . ........... ... ... .. 32
B2 RelatedWork .. ........... ... ... 35
[3.3_Articulated Video Sprited . . . . ... ... ... Vil
331 Preprocessing . . . . . .. ooe e 42
332  SkeletonMatching . . . . . .. ... 43
3321 Matching Refinement . . . .......... 45

B33 Resultd .. ... ... 48

[34 ImageBased PoseSynthesid . . . . ... ... ... ... 50
341 MatchingBody Partd . . . . ... ............ 51

|3 41.1 Body Part Seleg];igd .............. 51

3412 MeshCreatiod . . .. ............. 51

|3 413 Pixel SeleinQd ................. 55

B42 FusingBodyPartd . . ... ... ... ... 56
43 Resultsand Discussion . . . . . . ... 59
[35_Conclusionand FutureWorld . . . ... ... ...... ... 64




32 Articulated Video Sprites and | mage-Based Pose Synthesis

Figure 3.1: Video Sprites ] examples, synthesizing fish and hamsters.

3.1 Introduction

In this chapter, two new image/video based extensions to the well known Video
Sprites ] technique are presented, allowing for animation of articulated
characters, such as animals or humans. Video sprites are used to animate characters
in a data-driven way by simply rearranging existing video frames, while maintaining
smooth temporal coherence and the natural appearance present in the captured
footage. The key to our technique is a matching algorithm that focuses on high-level
2D skeleton models instead of the character’s visual appearance.

Traditional video sprites focus on simple characters without articulation (e.g.
fish) or cases where the effects of articulation are negligible (e.g. flies or hamsters),
from which some examples are shown in Figure 3.1 This focus limits the general
usability of the video sprites technique and does not allow for a high level of control
over the animation. Often it is necessary to control the animation in more detail
(to the level of character poses), for instance to infuse emotion into a character’s
performance.

Avrticulated characters possess an underlying structure in the form of skeletons.
When moving an arm or a leg of a character, underlying skeleton information can
prove to be very useful. In the first part of this chapter, we exploit this property by
using an articulated skeletal representation in our algorithms instead of the visual
appearance of the subject.
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When synthesizing an input video, a sequence of virtual skeletons is used to
define a desired target animation. These skeletons are indicated by the user or can
be acquired in a number of different ways, such as by motion capture or provided
by an animator. The target skeletons are then matched with skeletons extracted
from the source footage. The target skeletons only function as a guide for the new
animation and do not force the input frames to match them exactly. This way, the
animation will achieve the desired effect without sacrificing the natural movement
and appearance of the filmed subject.

The second part of this section describes an extension to our work on articulated
video sprites. We present a novel image-based pose synthesis technique that facili-
tates the creation of new human poses by synthesizing images, illustrated in Figure
When no input frame is found that matches a target skeleton in the articulated
video sprites pipeline, a target-approximating image can be created using our image-
based pose synthesis technique. This technique accurately reconstructs texture details
by combining information from multiple input images. Given a user-specified 2D tar-
get pose, our solution merges different parts of the input images in order to conform
to the desired pose, solely using 2D operations. Requiring little user intervention,
image-based pose synthesis can create new poses to extend the input footage for the
articulated video sprites.

Editing and creating photographs is becoming increasingly important, judging
by the many powerful tools that are available today bh_Oj Chuang Qﬂ, Lalonde Qz|,

dan 07]. Image-based pose synthesis, which allows the creation of new human
poses by synthesizing images, can be a useful component for some of these tools. The
currently existing approaches create novel poses from single images by deforming a
character using meshes [lgarashi 05, Hornung Qz|].

While deformation suffices for simple (rigid) objects and cartoon-like sub-
jects M], it often results in distorted images when dealing with photore-
alistic images and human subjects, as it cannot reproduce changes in texture and
illumination. Using multiple input images provides in higher realism for texture
changes in local regions, like creases in fabrics at bent limbs. Standard deformation
techniques do not account for these details.
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Figure 3.2: Image-Based Pose Synthesis illustrated. The images on the left hand
side are used as input. The image on the right is the output of our technique, which
basically reconstructs a new image using different parts of the input images and a
target skeleton.

The main contribution of this work exists in relaxing the restriction of using
only a single photograph for synthesizing novel poses in images, while balancing
user-convenience and image quality. Synthesized images featuring characters in a
user-specified pose are created from a small set of images (typically 2 to 4). Different
parts from the sample poses are merged into a new whole, such that the desired
user-specified pose is obtained.

In order to reach these goals, we provide an intuitive solution where the user an-
notates the input images with a simple approximate skeleton, which can be obtained
through only a few mouse clicks. We also let the user draw a similar skeleton which
serves as the target pose.



3.2 Related Work 35

In addition, we also allow for mesh deformation in order to offer a larger degree
of freedom concerning synthesizing images for a desired target pose.

Technically, there are two main challenges for our approach. First, we have
to find correspondences between the character in the images and the bones of the
user-specified skeleton. Afterwards, the character has to be subdivided into different
body parts, which can be merged into a composite image.

Secondly, once we have a set of seperated bodyparts, they need to be fused seam-
lessly into a whole, while preserving texture details. When necessary, the synthesized
image can finally be deformed to better match the user-specified target pose.

3.2 Redated Work

Video-based representation, rendering and animation techniques have received
increasing interest in the graphics and vision community in the past years. The
biggest benefit of these video-based techniques, is that when starting from an input
video, one already obtains of a high degree of photo-realism to start with. Compared
to modeling a complex scene, video-based techniques simply use a video of the
required scene.

A recurring video-based technique consists of rearranging frames in an input
video to create novel footage, either globally on a per-frame basis ],
or locally on a per-sprite basis [Schadl |S_cﬂo_dl_oj] Video sprites are obtained
by filming an object and extracting it from the video, which can be done automati-
cally using layers iJQiT_Qﬂ],chroma keying M], or manually ].
Schodl and Essa animate these sprites by rearranging the frames of the original video

], a technique successfully used by Video Textures 1. This
approach allows for efficient animation of e.g. natural phenomena or small animals,
with examples shown in Figure

As these techniques are not able to work with more detailed, articulated
characters, our work contributes to the video-based animation research domain
by proposing a solution to cope with this limitation. Furthermore, we propose a
distance measure aimed at working on high-level 2D skeletal representations of
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Figure 3.3: Left : Video Textures ] example, with only a short record-
ing of a flame, a seamless never-ending video is produced. Right : Video Sprites

] example, creating a video sprite of one fly, a synchronized fly-collective
can be animated.

characters, instead of their visual appearance. Through a combination of different
heuristics, we are able to animate a character according to a new sequence of target
skeletons. Unfortunately tens or hundreds of input images might be needed to find a
plausible match between input and target skeletons. Our Image-based Pose Synthesis
technique significantly reduces the required number of input images.

Recently, researchers have proposed many advanced photo editing tools [
k:huang_Of.I, LLalonde 07, |A\Lidan_0j] based on computational techniques, ran mg
from seamless cloning ] to automatic image-based rendering M].

Techniques that allow for manipulating objects and characters in pictures are
most relevant to our approach. Barrett et al. ] provide real-time animation
and manipulation of static digital photographs, as illustrated in Figure
Individual image objects can be selected, scaled, stretched, bent, warped or even
deleted (with automatic hole filling) - at the object, rather than the pixel level - using
simple gesture motions with a mouse.

Igarashi et al. M] (see Figure propose As-Rigid-As-Possible
(ARAP) shape manipulation, which employs a mesh-based representation to deform
objects in a photograph. They allow users to move and deform two-dimensional
shapes without manually establishing a skeleton or freeform deformation (FFD)
domain beforehand. The shape is represented by a triangle mesh and the user
moves several vertices of the mesh as constrained handles. The ARAP system then
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(a) Object-Based Image Editing (b) ARAP Shape Manipulation

Figure 3.4: Examples of related character manipulation techniques in images,
with Object-Based Image Editing [Barrett 0] on the left and As-Rigid-As-Possible
shape manipulation 05] on the right. As illustrated, these are most useful

in cartoon-like images without highly detailed textures.

computes the positions of the remaining free vertices by minimizing the distortion
of each triangle using a two-step closed-form solution that achieves real-time
interaction.

Wang et al. M] propose 2D shape deformation based on rigid square
matching. Their method places a control mesh over the subject and uses a rigid shape
matching method to find an optimal pure rotational transformation for each square
in the control mesh. As shown in Figure this shape deformation method
is especially suitable for applications in cartoon character animation. Hornung
et al. ] (see Figure propose a more elaborate method for
deformation-based pose editing, and even allow for character animation using 3D
motion data. In general, deformation-based techniques provide the user with flexible
control over the shape of an object or character. Unfortunately, deformation by itself
is unable to model changes in textures and illumination.

In this work, we take images from more than one pose into account, which
allows for synthesizing more realistic results. At first sight our method may seem
to require a significant amount of user interaction, because more than a single input
photograph is used. However, specifying a very simple skeleton already leads to
good results. The entire process typically requires less than a minute of work per
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(@) 2D Shape Deformation Based on Rigid (b) Character animation from 2D pictures and 3D
Square Matching motion data

Figure 3.5: Examples of related shape defor mation techniques in images, with the
work of Wang et al. M] on the left and Hornung et al.m] on the
right. These techniques can be used with more interesting characters, unfortunately,
deformation by itself is unable to model changes in textures and illumination.

input image, as in our approach, one skeleton consists of only 21 joints.

Kavan et al. ] proposed a system of 2D polygonal impostors called
Polypostors (see Figure [3.6). Characters are manually decomposed into bodyparts,
which are overlayed with polygons. These polygons are used for character deforma-
tion and animation. One of the limitations of the Polypostors is that deformations
can not deviate far from the inital key-frame, restricting the application to simple
walk cycles.

Also taking several input images into account, Bregler et al M] provide
a cartoon motion representation that allows to isolate the motion style of an existing
cartoon animation and to apply the same style to a different subject/animation.
Instead of working with skeletal models, user-identified key-shapes and hand made
contours are used for retargeting purposes. Affine transformations on the contour
are applied and in-between shapes are interpolated between the key-shapes. This
technique is aimed at animating cartoon-like subjects. As shown in Figure B.7]
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Figure 3.6: Example of 2D polygonal impostors called Polypostors M],
they are manually decomposed into bodyparts and overlayed with polygons. This
technique is limited to simple walk cycles.

Figure 3.7: Examples of the work of Bregler et al ML where a motion style
of an existing cartoon animation is applied to a different subject. While this works
convincingly for cartoon-like subjects, texture details of (photo)realistic characters
are not taken into account in their key-shape interpolation.

animation works well on shapes that don’t feature detailed textures, most of the
examples only contain one or two colors and no shading or details at all. An
advantage for this technique is that a cartoon animation is easily perceived as
“correct” by the human eye. Working with photorealistic images (e.g. featuring
human subjects), this kind of shape interpolation can be useful, but artifacts will be
clearly visible when texture details are not taken into account. In our case, we simply
reuse the existing input frames, assuming these input frames already look realistic.
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Figure 3.8: Motion Magnification ], acts like a microscope for visual mo-
tion. After identifying different motions in a video sequence, users are allowed to
choose a motion cluster and magnify it without objectionable artifacts.

Another important technique in the field of video based animation is the Motion
Magnification work proposed by Liu et al M]. Given an input video, the
Motion Magnification algorithm can amplify subtle motions that would otherwise be
invisible. All kinds of motions can be clustered and magnified, ranging from small
motions like a baby’s breathing to large motions like someone playing on a swingset.
Where this technique shows promising results (as seen in Figure 3.8), one cannot
deviate from the subtle movements that are already present in the video, only enlarge
them. While our aim is to re-animate sprites from an input video given a novel target
animation path, the work of Liu et al. aims to repeat the animation of the sprites
from the input video, but in an exaggerated way without objectionable artifacts.

When considering multi-camera based pose synthesis and animation techniques
like the work of Starck et al. tSlaLQk_O_ﬂ |S_ta.|’_Qk_Ol|] (see Figure [3.9), it is obvious
that even though multi-camera setups allow for a higher sense of realism in recon-
struction and animation, their cost and complexity currently makes them inaccessible
office/living-room deployment. This is illustrated by Starck et al. ],
who use eight High-Definition Thomson Viper cameras and 8 recording PC’s in a
calibrated chroma-key studio environment to create a surface capture of a dynamic
character. Our approach differs in that we start from two-dimensional footage instead
of data acquired from multiple viewpoints. As such, a less restrictive recording setup
is required for our method and we can even incorporate existing footage which was
not originally shot to be reanimated.
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Figure 3.9: Example of multi-camera based pose synthesis and animation from
Starck et al ]. These complex multi-camera setups allow for a higher
sense of realism in reconstruction and animation

3.3 Articulated Video Sprites

Our method starts with a preprocessing step, in which sufficient video footage is
collected. Since we are going to match skeletons later on, optimal results will be
achieved if the video is shot with a static camera, keeping internal and external
parameters unchanged. A video of a person standing still, shot with a moving cam-
era, features 2D skeletons changing on the image plane, while they are inherently
supposed to stay equal since the subject is not moving.

From the input video footage, 2D skeletons are semi-automatically extracted.
Keeping occlusions in mind, a semi-automatic approach is the best and safest option
compared to automatic tracking in 2D. This way, the user can intervene when
automatic tracking drifts away from the subject. Next, we find the best matches
between these skeletons and the target sequence of skeletons, incorporating several
heuristics. Finally, our results are refined by taking into account blocks of distinct
motions. Throughout this section, we will illustrate our techniques on a specific
example. We start from a large source video in which the subject character performs
several movements, amongst them the arm gestures for the letters Y, M, C and A.
The target animation to which we want to match our source video consists of another
person performing the famous YMCA routine.
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3.3.1 Preprocessing

Similar to previous techniques [Schidl 00, [Schédl 02], we start by amassing a

sufficient amount of video material of the subject that we wish to animate. This
footage can be acquired in a studio, on location, or from already existing material.
Because we will be reusing existing frames, every posture of the subject in the target
animation must approximately appear in the source footage. A target animation
featuring a person waving his hand will for example not find a good match in source
material that only shows a person sitting down with crossed arms.

Skeletons are semi-automatically extracted from the source footage with user-
assisted optical flow tracking. Aimed towards tracking and representing human
characters, we choose a simple 2D skeleton, consisting of 21 nodes, as illustrated
in Figure The user indicates the skeleton joint positions in the first frame.
These are then tracked across the entire video by an optical flow algorithm. We
choose to use Lucas & Kanade’s optical flow technique ]. This algorithm
assumes that the flow is essentially constant in a local neighbourhood of the pixel
under consideration, and solves the basic optical flow equations for all the pixels in
that neighbourhood by the least squares criterion. Occlusions are easily handled in
the GUI by having the user indicate problematic frames. The joint positions in these
frames are then interpolated based on its positions in several frames before and after
the occlusion.

The target animation is provided as a sequence of target skeletons. These
skeletons can be produced by an animator, provided through motion capture, or
extracted from video footage the same way as the source skeletons. The only
requirement is that both sequences feature the same skeletal structure, avoiding
matching a human skeleton with a reptile skeleton for example.

To broaden the input range for target skeletons, a conversion script was written to
transform the skeleton data from the Carnegie Mellon Graphics Lab Motion Capture
Database ] to our own skeleton datastructure. The choice not to use the
CMU skeletons for our user input is based on the fact that these skeletons are too
detailed for our purpose, using four nodes for just one hand for example, which in
our representation uses only a single node. The skeletons used in our algorithms are
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Figure 3.10: Illustration of the 2D skeletons used in our technique. These skeletons
consist of 21 nodes. As for skeleton matching, the angle between parent/child nodes
as well as the length of the limbs are taken into account while the absolute positions
of the nodes are discarded.

derived from this standard, but only use a subset of nodes.

3.3.2 Skeleton Matching

Once all input frames and skeletons are available, we can calculate the correct or-
der of source frames matching the target animation. This is done by matching the
skeletons extracted from the source material to the provided target skeletons. For our
matching cost, we do not compare absolute positions of the skeleton joints, as these
are dependent of the scene and body type of the actors or animation models. Instead,
we compare the angles and length ratios between adjacent limbs L. These encode
the 2D posture of the skeleton sufficiently and, through the ratios, implicitly include
some 3D information. The matching cost C(S,T) between two skeletons S and T
with respective limbs Lg; and Ly is formulated, with o and 3 user-defined weights:

Ca(S,T)= Y [angle(Lsi,Lsi; 1) —angle(Lri,Lriy)] (3.1)
i=0:N—1

izdn-1 | ILsin|  [Lrasn]
C(S,T) = aCa(S,T)+BCi(S,T) (3.3)

2
Ci(S,T) = [ Lsil Ll ] (3.2)
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The incorporated implicit 3D information can be explained as follows. When a
person’s arms are held towards the camera, the visible length of the arms projected
onto the image plane will be small. When held almost parallel to the image plane,
the projection of the arms will be much larger. This way, the relative lengths of the
projections can implicitely reveal useful 3D information related to the pose of the
character.

For every target skeleton, matching costs are calculated with the available input
skeletons. At the same time we also ensure that the chosen skeletons follow each
other in a smooth temporal manner by forcing consecutively chosen source skeletons
to have small matching costs.

Two perceptually disturbing artifacts can occur using this skeleton matching
strategy. When a frame is chosen continuously for some time, for example because
no better match is found for the target skeletons, the animation of the character will
appear frozen. Furthermore, a visual stuttering in the animation can occur when the
chosen frame oscillates between nearby frames. Using dynamic programming, we
combine costs for these situations to find an optimal new frame order. Firstly, frames
that are re-chosen consecutively will get an increased cost that is proportional to
the length of the repetition. Secondly, winning frames that cause fluctuations in the
selection (e.g. jumps from frame 1 to frame 5 to frame 2 to frame 6 ...) will also be
penalized to ensure a smooth transition between selected frames. An outline of our
algorithm is provided in Table [3.1]on page

Given the number of target skeletons T and source skeletons S, a “Linkback”
table is created with T —1 rows and S columns. Starting from target skeleton T,
we calculate and temporarily store the matching cost with each source skeleton §
in vector Prev. From now on, moving forward in time, for every target skeleton T
and for every source skeleton S;, we select source skeleton S that minimizes the
following cost function where o and [ are user-specified weights:

Cost(i, j,k) = Prev(k)+C(T;,Sj)+C(Sj,S)
+ o checkRepeat(i, j,k) + B checkFluctuation(i, j,k);

This cost function can be summarized as follows:

e Sy should have a good match with the previous target skeleton F_;
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e S; should have a good match with T.

e Sy should have a good match with S;

e repeatedly choosing the same source skeleton will be penalized
e fluctuations in skeleton selection will be penalized

The best k is assigned to Linkback(i, j) and the best matching costs are added to the
Prev vector for the next matching round for target skeleton T ;.

When the entire Linkback table has been filled in, the final frame selection is
made from back to front by going to through the Linkback table, as described in
Table 311

The efficiency of the introduced penalties is illustrated in Figure 3.1] on page
[47l The nodes on the graphs indicate which source frames (vertical axis) are chosen
as best matches for the target animation frames (horizontal axis). As can be seen
in Figure the absence of the introduced penalties results in a fluctuating
and rather unstructured frame order. Fluctuations clearly visible with the selected
skeletons for the letter “C” and obvious frame freezes for the letters “M” and “A”.
A smooth animation selection obtained by incorporating the penalties is shown in
Figure This whole matching process is executed automatically without any
manual intervention.

3.3.2.1 Matching Refinement

A further matching refinement is motivated by the fact that motion of articulated
characters such as humans, can often be subdivided into a chain of distinct move-
ments. In the YMCA example, four motion blocks can clearly be identified in the
graphs from Figure B.11} namely one distinct block per letter movement. These
atomic movements are automatically detected by analyzing the sequential matching
costs in the skeleton sequences. Their boundaries are detected as local maxima of
this sequential matching function.

After a global pass of our matching algorithm, the chosen animation path is now
refined by restricting the matching process to smoothly stay inside the blocks of dis-
tinct movements. When combining frames from several distinct motions to create a
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1. %match first target skeleton with all source skeletons
Match := [C(To,So),C(To,Sl),C(To,Sz), ...,C(To,SN)]

2. Vi=0:#T -1

(@ min:=0;
(b) Prev:= Match; %store the previous matching results
(c) Vj=0:4S
i. vk=0:#S
A. %match current target skeleton with current source skeleton
w :=C(Tit1,Sj);

B. w+ = checkRepeat(Linkback,i, j,k);

w+ = checkFluctuation(Linkback,i, j,k);

D. %adapt cost to select source skeleton that matches best with S
cost := Prev[k] +w+C(Sj,Sk);

E. if cost < min: Matchij] := cost; Linkback[i, j| = k;

Q)

3. min:= MAX;
4. Vi=0:#S

(a) if Match[i] < min:chosenframes#S] := i;min := Matchli];
5 Vi=#5-1:0

(a) chosenframes|i] := Linkback]i][chosen frames][i + 1]];

%checkRepeat recursively checks if Linkback(i — 1][k] == j
%checkFluctuation recursively checks if j —k and Linkback[i — 1][k] have the same sign

Table 3.1: Skeleton matching using dynamic programming

new animation, temporal artifacts may occur. For example, the movement of putting
aperson’s arms in an “M” position initially looks similar to putting them in an “A” po-
sition. Mixing “M” and “A” frames together to match with a target movement could
induce temporal artifacts if the subject is smiling in the “M” frames looks angry in
the “A” frames.
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New animation

(a) Without penalties (b) With penalties

Figure 3.11: Results of the skeleton matching algorithm. The nodes on the graphs
indicate which source frames (vertical axis) are chosen as best matches for the target
animation frames (horizontal axis). Comparing Figures (a) and (b), the introduced
penalty costs clearly remove the freeze frames (frames chosen for the letters “M” and
“A”) and oscillations (letter “C”) from the original skeleton selection.

Both the source skeletons and the target skeletons are divided into atomic
movements. For every target movement block, the best matching source movement
block needs to be selected. For every source skeleton that matched best with these
target skeletons in the previous round, a counter is added to their source movement
block. The source block with the highest number of chosen skeletons is then selected
as best matching the target movement block. We now restart the matching process,
adding the restriction that per target movement block, one can only match with
skeletons sampled from the selected source movement block.

Since movements commonly are not all performed using the same velocity, the
size of the matching movement blocks might differ. When a source movement block
is smaller than its associated target movement block (the source movement was per-
formed faster than the target movement), there simply are not enough source skele-
tons to sample from for each target skeleton. In this situation, the repeat restraining
cost is softened.
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Figure 3.12: Final frame selection after motion matching refinement. Starting
from the frame selection in Figure these results are refined by restricting the
matching process to smoothly stay inside the bounds of the distinct movement blocks
and by imposing penalty costs on large sequential jumps inside these blocks.

When a source movement block is larger than its associated target movement
block (the source movement was performed slower than the target movement), a
large amount of source skeletons is available to sample from for each target skeleton.
In this situation, small jumps from one frame to the other are allowed.

Furthermore, ensuring a continuous flow in frame selection, penalty costs are
imposed on large sequential jumps inside the source movement blocks.

While in Figure B.II(D)} the letter “A” in the new animation was still composed
from frames from the letters “M” and “A”, “A” has now become more consistent and
coherent, reconstructed using only “A” frames, as illustrated in Figure 3.12

3.3.3 Reasults

As shown in Figure our algorithm correctly matches different poses even
though the visual appearance differs greatly and the source and target skeletons have
no exact matches. Furthermore, a large variety of poses to choose from were present
in the original source footage. The relevant movements and poses were extracted
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Figure 3.13: Results of the Articulated Video Sprites algorithm. Starting from a
video clip of the person on the right, consisting of arbitrary movements, 2D skeletons
are extracted semi-automatically, providing a high level description of the recorded
motion. These skeletons can then be used to match frames to a user-specified 2D
motion. In this example, we used the extracted skeletons of the person on the left to
animate the person on the right.

from this large amount data, while the other poses were successfully filtered out.
Our rendered video shows the full smooth animation from which the examples in the
figure were extracted.

Already achieving promising results, this technique suffers from the restriction
that good source frames matching the target animation are always required. Further-
more, to ensure a smooth result, slower movements are more useful than fast action
since they present more frames to sample from. To loosen up this restriction and
therefore providing more freedom related to choosing desired target animations, a
pose synthesis technique has been developed. This technique allows combining parts
of different input frames into novel character poses, increasing the size of the input
pose space significantly.
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3.4 Image-Based Pose Synthesis

The Image-Based Pose Synthesis technigue can be seen as an extension on our work
with Articulated Video Sprites ML This technique facilitates the cre-
ation of new human poses by synthesizing images, as illustrated in Figures
(page B4), B.14 (page £2) and (page B3). When no input frame is found
that adequately matches a target skeleton in the articulated video sprites pipeline,
a target-approximating image can be created using our image-based pose synthesis
technique.

This technique accurately reconstructs texture details by combining information
from multiple input photographs. Given a user-specified 2D target pose, our solution
merges different parts of the input photographs in order to conform to the desired
pose, solely using 2D operations. Requiring little user intervention, image-based
pose synthesis can create new poses to extend the input footage for the articulated
video sprites.

A schematic overview of our approach is shown in Figures B.I4land B.I5 This
approach is now introduced briefly, the steps taken are detailed in the following
paragraphs.

First, the user overlays 2D skeletons on each of the input images and specifies
a desired target skeleton to which the resulting pose needs to adhere. This is
done by simply marking the joints of the body in the input images using mouse
input. Typically this process requires less than a minute of time per input image, as
one skeleton consists of only 21 joints. In addition, if possible, we automatically
extract the foreground sprite (i.e., the character) from each input image using a
background subtraction technique ]. When background subtraction fails,
semi-automatic or manual segmentation can be performed.

Given the input skeletons and segmented images, for each body part in the target
skeleton a best match is sought using a skeleton-based distance measure, as described
in Section Afterwards the best matching body parts are extracted from the
input images and merged to form the the resulting synthesized image.

For each input image, a mesh is overlayed on the character in an edge-aware
fashion, using constrained Delaunay triangulation ]. Hence, image regions
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can be associated with the skeleton bones, and in turn also with each body part.
When all possible combinations of input poses deviate too far from the desired target
pose, the constructed mesh can be deformed to better match the target pose.

Once all useful input image regions have been automatically selected, they are
overlayed to prepare the final image. Some parts of these regions might be over-
lapping in image space. Simple averaging could be performed to take care of these
overlapping regions in the final image, yet this operation often introduces ghosting
artifacts. We therefore choose to fuse overlaps while respecting the continuity of the
image, as discussed in Section

3.4.1 Matching Body Parts

In this section, we illustrate in detail how body parts are matched and extracted. At a
later stage, these extracted body parts will be used to form the final pose, as described
in Section [3.4.2

34.1.1 Body Part Selection

As a first step, the given skeletons are subdivided into predefined body parts: legs,
arms, head and torso. Skeleton matching will then be performed on each separate
body part. For the matching itself, the skeleton matching technique described in
Section is used, comparing 2D angles of consecutive skeleton joints and length
ratios of skeleton limbs instead of evaluating absolute positions. For each target
body part, we keep the best match and discard the other input body parts.

Unfortunately, an absolute winner is not always found when matching. This sit-
uation can be detected by computing the differences between the matching costs. If
these cost differences are below a given threshold, we can conclude there is no unique
winner and therefore the best candidates are retained. These (overlapping) candidates
will later on be combined into a single image (see Section3.4.2). This often occurs
with the torso body part for example.

3.4.1.2 Mesh Creation

In order to transfer the selected body parts to the final image, a link needs to be
made between the input skeletons and the image data itself. To this end, background
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Figure 3.14: Schematic overview of our algorithm, part I. Starting from a desired
target skeleton and a set of input images tagged with associated skeletons, we take
those parts of the input poses which best match with the target pose. In this case,
one arm from input image 1 matches best with the arm of the target skeleton, the legs
from image 2 match best with the legs from the target, and one arm from image 3
matches best with the target. The torsos all match evenly well and need to be fused
with the arms and legs. (see Figure 3.15)
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Result

Figure 3.15: Schematic overview of our algorithm, part I1. Following Figure B.14]
the segmented input sprites are subdivided related to the associated skeleton parts.
The confident sprite parts (arms and legs) are transfered to the resulting image, while
the best solution for the remaining body parts is infered using our fusing algorithm.
The color code in the skeleton is used for visualization purposes only.
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subtraction is performed in order to separate the subject from the background (from
here on we refer to the resulting image region as a “sprite”). Now every pixel of the
input sprites needs to be linked with the input skeletons.

Instead of simply calculating the Euclidian distance between pixels and skeleton
joints, our distance measure is based on the skeleton structure as well as color and
edge information of the sprites. For this, a mesh is placed over the sprite, combined
with a per triangle distance.

Instead of using uniformly sampled meshes, we aim at obtaining meshes for
which the triangle design represents certain meaningful parts of the sprite. This way,
the sprite can be divided into different regions covering different body parts.
Therefore, a mesh is created influenced by the structure of the skeleton as well as by
color information of the sprite. Color information of the sprite is used to ascertain
that triangles will only contain pixels with a more or less equal intensity. This way
high frequency areas in the image will be overlayed with smaller triangles, while
low frequency areas will be collected in larger triangles, assuring the process of
cutting and pasting triangles to be more trustworthy compared to when working with
a uniform mesh that discards all color and skeleton information.

The mesh is furthermore constructed in an edge-aware fashion. Edge-awareness
ensures that cuts occur where smooth transitions are needed, avoiding seams in the
final composite image. Initially, the outer vertices of the mesh are placed on the
silhouette of the sprite. The inner vertices are constrained to the bones of the input
skeleton as well as to points on the edges of the sprite, obtained from an edge detector,
for which we employed directional Sobel filters ]. See Figure [3.18l for
an illustration of the mesh creation process.

To allow for a large variety of attainable target poses, the mesh can be de-
formed using the As-Rigid-As-Possible shape manipulation algorithm of lgarashi et
al. ], where the skeleton joints act as control points for the mesh. As
motivated in Sections[3.7] and using this deformation algorithm on a single im-
age creates too large distortions. However, in this case it is merely used for small
deformations to better match the target skeleton in the final result.
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Figure 3.16: Themesh creation process. Using the silhouette of the sprite combined
with the skeleton bones (a) and an edge image of the sprite (b), a mesh is created (c)
that fits the input sprite (d). The colored circles in (d) represent the user-indicated
skeleton joints.

3.4.1.3 Pixel Selection

For the purpose of collecting image regions that cover a given body part - or more
specifically, collecting pixels that cover a given body part - each mesh-triangle is
assigned to its nearest skeleton bone(s) as follows:

If one of a triangle’s vertices is located on a skeleton bone, we assign it as being
part of that bone’s body part and mark its status as “confident”. For the remaining
triangles, we look for the two closest skeleton bones by comparing the L, distance
between the triangles’ centroid and the skeleton joints. If a triangle’s two closest
bones belong to the same body part (for example “upper arm” and “lower arm”)
then its status is marked as “confident”, otherwise (for example “upper leg” and
“lower back”) it is marked “uncertain”. An example for this classification is shown
in Figure B.17

From the set of confident triangles, we keep those that belong to the required
body part. The remaining triangles are those triangles that either belong to a body
part for which we did not find a unique match, or those of which we are uncertain of
if they belong to a required bodypart. These triangles are collected from the different
input sprites, overlappingly placed on a grid, and merged with the fusing algorithm
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Figure 3.17: Illustration of the triangle classification. Triangles with a vertex lo-
cated on a skeleton bone are classified as “confident” (left). Triangles of which the
two closest bones belong to the same body part (the torso in this case) are also marked
as “confident” (middle). Triangles that are close to several body parts are classified
as “uncertain” (right).

as discussed in the following paragraph. For example, the arms and the legs from
Figures [3.141and B.I5 on pages G2 and B3l are classified as “confident”, while the
torsos of the three input sprites are classified as “uncertain”. These torsos will need
to be merged to form a consistent image together with the “confident* body parts.

3.4.2 Fusing Body Parts

At this point, a set of “confident” and “uncertain” image regions has been collected
from the different input images, conforming to the desired target pose. The final
step is to fuse these regions into a consistent whole. In order to avoid mismatches,
the individual input body parts are translated on the image plane using the target
skeleton as a reference, as shown in Figure When the selected body parts don’t
all closely match the target skeleton, the As-Rigid-As-Possible shape manipulation
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Figure 3.18: Individual body parts translated to a reference image space. A
collection of “confident” (arms, legs) and “uncertain” image regions collected from
different input images. When overlayed with a lattice of overlapping square patches,
an optimal solution will be sought using belief propagation.

technique of lgarashi et al. M] is applied on the triangles of these body parts
to ensure that the resulting image better matches the target pose.

The final sprite could now be obtained by simply averaging overlapping regions.
Unfortunately, this may lead to ghosting artifacts, as the input images can contain
different texture details (e.g. due to wrinkles in clothing, see Figure B2 on
page [62). These texture details are clearly important to preserve a sense of realism
in the synthesized images. Therefore, a more elaborate approach is taken.

Given the sets of “confident” regions and “uncertain” regions and their binary
masks, a visually coherent resulting image will be created by means of a discrete
Markov Random Field (MRF). Aiming for a coherent image, our goal is to combine
image regions that feature good overlap costs. Therefore we decide to simply use an
MRF with a regular 2D lattice instead of working with non-overlapping triangles.
The set of nodes N is defined by placing a regular grid of square patches on top of
the resulting image space, all with an horizontal and vertical overlap.
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Each node in the MRF is uniquely defined by their (x,y) coordinate in the image
space, and the edges E of the MRF are defined by the 4-neighborhood of each
individual node. The label set L consists of all possible w x h patches around every
node n; € N, defining the labels | € L uniquely by the spatial coordinates (x,y) of
their center pixel, and their input frame number t € [1,N]. Note that these labels | are
only sampled from the “uncertain” regions, as the “confident” images regions can be
seen as fixed and no choice is needed to be made for those parts.

Every node nj(xi,yi) € N has a maximum of N possible label candidates
I(x1,y1,t) where (x1,y)) = (Xi,Vi). Also, a label (x,y,t) will only be considered a valid
candidate if the full patch window is marked in the binary mask B, or if it is only
partially marked but located on the border of an image region.

Nodes n; located on the border of a “certain” image region - a fixed image region
- will already contain some initial content. Therefore, any label I assigned to these
nodes should retain as much intensity information present as possible. As such, the
single node potential V;(l) of assigning label | to node ny represents how well the
intensity information of label | agrees with the intensities present in the window W
around the center of node n;:

2
Vi) = [‘W| 2 Bitoy)(litxy) - l(x,y))] (3.4)

(xy)eEW

In case nodes i and j are spatial neighbors, the pairwise potential is defined by
the normalized sum of squared differences (SSD) over the area of overlap A, assuring
continuity from one patch to another:

Vij(lall)_B[‘A Z (I(Xay)_l/(xay))zi (35)

(xy)eA

Based on these formulations, where o and [ are user-specified weights, a label
Ii € L should be assigned to each node n, so that the total energy cost E ({i;}) of the
MRF is minimized, where:

IN|

E({li}) = ZV.(ﬂ)+ > Vi (I3, 1) (3.6)
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With the problem of image merging formulated as an energy minimization
problem, we can now apply belief propagatoin to our energy function.

Belief propagation (BP) is an iterative inference algorithm that works by propa-
gating local messages along the nodes of an MRF @?@]. Messages sent from
node n; to nj form a set {m;j(l)}icL, where element m;;(I) indicates how likely node
n; thinks that node n;j should be assigned label |. Furthermore, messages are updated
(i.e. sent) until convergence as follows:

mij(|):miI[I{Vi(h)—i—Vij(hJj)—i— z mki(h)} (3.7)
li€ Kk}, (ki) €E
This update rule is associated with the min-sum version of BP, where the potentials
are described in the -log domain. After convergence, a set of beliefs {h(l)}icL is
computed for each node, where belief (1) is defined as follows:

bi(l) = -Vi() = > m(l) (38)
k:(k,i)€E
These beliefs approximate the max-marginal of the posterior at node n, and thus
describes the likelihood that the label | should be assigned to that node. Based
on this fact, a node is then assigned the label with the maximum belief, i.e. ﬂ =
argmaxieL bi(l).

3.4.3 Resultsand Discussion

In this section we discuss results obtained with our technique. Figure B.2]on page 34
comprises of three input photos, taken in front of a green screen. Chroma-keying is
used to extract the sprites. The target pose consists of legs and arms that are spread
open. Our algorithm has automatically chosen the lower body from input image 3,
while the arms in the result were taken from input image 1 and 2. The torso and the
head were taken from all, and combined using our fusion method.

The second example (shown in Figure [3.19) uses two input images that were
taken from a different camera position. This shows that our technique does not
necessarily restrict the input images to originate from a static camera.

Figure [3.20 shows two input images of supermodel Jordan, found online in the
Starpulse Supermodels image gallery m]. The user-specified target pose
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Figure 3.19: Synthesized image on the right hand side composed from two input
images shown on the left. Notice that the input images are not taken from the same
camera position.

cannot be composed out of the input poses, therefore the best available matches are
automatically chosen and then deformed into the target pose. Since no background
image was available for this scene, the input sprites were manually segmented, the
background in the resulting image has been manually completed.

The example in Figure [3.27] consists of two input images. The first image shows
a person sitting on a table, where the second image features this person standing up
straight with arms spread. The result shows this person sitting on the table with his
arms and legs open. To arrive at the desired target pose, skeleton and mesh deforma-
tion were performed. Notice the indicated areas, where a close-up of a fused overlap
region is shown in the lower-right corner and compared with a close-up of the same
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Figure 3.20: Synthesized image on the right hand side composed from two input im-
ages shown on the left. Note that the desired target pose can not be reached solely
using the input poses. Mesh deformation is used to obtain the final result. Holes in

the background were in-painted manuall
Supermodels image gallery
tion.

y. Input images originate from the Starpulse

], shown at highest available image resolu-

region in the top-right corner by using averaging instead of the patch-based fusion
approach. The ghosting artifacts in the averaged version are clearly not present in the

fused version.

The last example uses a target skeleton in which both feet of the subject are
lifted off the ground. Four input images are used, with one input image per leg,

one for the head and one for the arms

(see Figure B.22). The final result is ob-
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Figure 3.21: Pose synthesis example with input images on the left and result on the
right. The inset red rectangle in the bottom right shows a close-up of our patch-
based fusion approach, with simple averaging of the overlap input regions in the top
right red rectangle. Close-ups of the same region in the input images are shown in
the green and yellow rectangles. Notice how the averaged version exhibits ghosting
artifacts on the shirt near the seam of the sweater. The final result was obtained using
mesh deformation.
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Figure 3.22: Synthesized image on the right hand side composed from four different
input images shown on the left. The resulting image was deformed to match the target
skeleton.

tained by using mesh deformation to better fit the legs and arms to the target skeleton.

For the results discussed in this section, the amount of time spent by the user was
limited to indicating the skeleton joints on the input images and specifying a target
skeleton. Marking the joints in the skeleton can be done with only a few mouse
clicks, whereas a target skeleton is created starting from an input skeleton and then
dragging and dropping the joints of that skeleton to a new position.

The precision of the positions of these joints is not highly important, as long as
the used joint semantics are consistent throughout all input and target poses. When
the joint positions are not placed consistently in all poses, for example if the hand is
indicated once near the wrist and once at the end of the fingers, the mesh deformation
algorithm might stretch the associated limb in an unnatural way.

Depending on the size of the overlap-areas in the fusing part of our solution,
the unoptimised minimisation algorithm implemented in C++ required two to ten
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minutes of calculation time. Optimising this code and running it on state-of-the-art
hardware could decrease this bottleneck to less than a minute.

3.5 Conclusion and Future Work

In this chapter, techniques were presented to synthesize and animate articulated char-
acters in an image/video-based manner. The key to our technique is a matching algo-
rithm that focuses on high-level 2D skeleton models instead of the characterSs visual
appearance, granting an accurate frame matching and a high level of control over the
animation.

When synthesizing an input video, a sequence of virtual 2D skeletons is used
to define a desired target animation. The target skeletons are then matched with
skeletons extracted from the source footage. The target skeletons only function as a
guide for the new animation and do not force the input frames to match them exactly.
This way the animation will achieve the desired effect without sacrificing the natural
movement and appearance of the filmed subject.

Expanding the input pose space for the articulated video sprites algorithm, a
novel technique was introduced to synthesize new poses from a set of input frames.
This technique is based on selecting and merging different body parts into a desired
pose. Only little user input is required to specify the poses (2D skeletons) of the input
images and the target pose. For each body part in the target skeleton, best matches
are computed in the input poses, and the associated image parts are transfered to the
final image. A triangle mesh based distance function is used to identify which pixels
belong to which body part. Overlapping regions in the resulting image are merged
while respecting the continuity of the image.

Even though this method is able to generate a wide variety of poses from only
a small set of images, a target pose can only be met approximately. More variety is
obtained by incorporating mesh deformation.

3.5.1 FutureWork

Potential improvements on this work can be suggested for different parts of the
algorithm. Automatic skeleton extraction could reduce the required user interaction
even more. User guided matching can also be an interesting feature that ensures
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certain frames to be matched the way the user desires. Furthermore, instead of only
using skeleton information to construct our matching cost function, we would like
to look into the combination of both skeletal and pixel information to improve the
matching between source and target frames.

Since this algorithm currently is unable to cope with situations where body
parts occlude other ones, as well as with images where the subject is shot under
large perspective differences, the availability of 3D skeletons and/or multi-camera
information would be of great value when dealing with these problems. If this
information is available, this technique would be highly suitable for use in 3D

character animation applications [Starck 05, [Starck 07].

Furthermore, an hierarchical skeleton model could be introduced to allow for
an adaptable level of detail in the skeletons, for instance by switching to a detailed
skeleton of a person’s hand in a close-up.
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Augmented Panoramic Video
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4.1 Introduction

Up until this part of the thesis, input videos have all been recorded with a static
camera. We now extend this limitation and describe a video augmentation algorithm
supporting videos featuring panning movements as well as zooming.

A first class of video augmentation applications for these kind of videos is
video stabilization: the task of removing unintended and therefore unwanted shaky
motion from a video. This is commonly achieved by computing and smoothing
the motion path, either by making global adjustments commonly using a reference
frame ] or by smoothing out local displacements m&]. Either
way, the stabilized video will have gaps due to the warping of the original content.

Instead of simply cropping the result, mosaicing ] or motion inpaint-
ing ] (see Figure [4.7) can be applied to fill in the missing information.

Another class of applications deals with restructuring the image or video
dimensions, while preserving a maximum amount of salient information. A recent
example in the image domain, which allows for content-aware image resizing using
seam carving, can be found in the work of Avadan et al. ] (see Figure
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Figure 4.1: Video stabilization. Results from the algorithm of Matsushita et al.
m} The top row shows the original input sequence, whereas the middle
row shows the stabilized version, which shows missing parts of the image. Using
motion inpainting, the missing areas are completed, which produces a sequence such
as the bottom row.

Figure 4.2: Seam carving. This algorithm by Avadan et al. M] poses
an alternative to traditional cropping/stretching an existing image/video, preserving
salient content in the process. Seam Carving operates on seams, i.e. sequences of
orthogonally or diagonally adjacent pixels that run from one side of the image to the
other. Removing all pixels in a seam reduces the height or width of the image by one
row or column. In order to maximally preserve content, an importance function is
defined to establish a cost for each pixel. Dynamic programming is used to establish
the seam with the minimal cost.
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Figure 4.3: Multiscale Ultrawide Foveated Video Extrapolation. This algorithm
by Aides et al. M] introduces a multi-scale method which combines a coarse
to fine approach to imitate the behavior of the human fovea. The box in the middle
marks the original content for the current frame, the surroundings have been extrap-
olated. A proposed application for this is the Ambilight television system, where the
wall around the television screen is illuminated in real-time with light that matches
the colors at the margins of each frame.

[42). The Multiscale Ultrawide Foveated Video Extrapolation work of Aides et
al. ] tries to extrapolate a video beyond its original field of view. They
introduce a multi-scale method which combines a coarse to fine approach to imitate
the behavior of the human fovea. A proposed application for this is the Ambilight
television system, where the wall around the television screen is illuminated in
real-time with light that matches the colors at the margins of each frame (see Figure
[43).

A work more closely related to our own is the video retargeting algorithm by Liu et
al. M]. Illustrated in Figure [4.4] their paper aims at adapting a video sequence
to fit a different display size than the one originally intended. As this introduces
virtual pans and cuts, their approach is designed to minimize the loss of important
information.

As mentioned, we will focus on a common type of video sequence, in which the
videographer shoots a scene by rotating the camera to capture an entire panorama
and possibly zooming into areas of particular interest. Typical video sequences
furthermore even feature dynamic subjects, such as people or animals. We wish
to re-display and manipulate such sequences in a meaningful way, presenting a
technique that gives the user control over the camera’s motion and field of view. As
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Figure 4.4: Video retargeting. This algorithm, proposed by Liu et al. M],
adapts a video sequence to fit the spatial dimensions of a different display type than
the medium it was originally recorded for. This introduces virtual pans and cuts,
which must be optimized to minimize the loss of important information.

we are usually interested in increasing our field of view, this work can be seen as an
inverse case of the video retargetting algorithm of Liu et al. M].

Several assumptions are made. Most importantly, the video should be recorded
from approximately a single location in the scene, i.e. the camera may only undergo
a rotational motion. Significant translation would introduce severe parallax effects,
which would require a more elaborate scene analysis with full 3D information. How-
ever, as it is practically impossible to avoid parallax, this is compensated for in our
technique. Contributions to the field are twofold:

1. the idea of editing a panning/rotating video sequence using a full panoramic
representation;

2. arobust video mosaicing algorithm that produces high quality panoramas with-
out parallax artifacts, seams or blurring, while retaining repetitive dynamic el-
ements.

4.2 Related Work

In this chapter we will cover several subdomains of computer graphics and computer
vision which are related to the work presented in this part: video registration, texture
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Figure 4.5: Pinhole camera geometry. C is the camera centre and p the principal
point. The camera centre depicted in this image is placed at the origin of the coordi-
nate system.

synthesis, and image & video completion. Before we take a look at these topics
however, we first perform a quick review of the classical pinhole camera.

421 ThePinhole Camera M ode

We consider the central projection of points in space onto a plane. Let us place the
centre of projection at the origin of a Euclidian coordinate system, and consider the
plane (Z = f), which is called the image plane or focal plane. Under the pinhole
camera model, using homogeneous coordinates, a point X = (X,Y,Z,1)" in space is
mapped to the point x = (X, fY,Z) on the image plane where a line joining the point
X to the centre of projection meets the image plane. This is illustrated in Figure 4.5

(4.1)

N < X
—_
<
Il
—_
o o o
—~ N < X

The centre of projection is called the camera centre. The line from the camera centre
perpendicular to the image plane is called the principal axis of the camera, and the
point where the principal axis meets the image plane is called the principal point. The
plane through the camera centre parallel to the image plane is called the principal
plane of the camera.
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4211 TheCameraProjection Matrix

For an arbitrary camera in a projective coordinate system, the pinhole camera model
equation in Equation 4.1l generalizes to x = PX, where P is the 3 x 4 homogeneous
camera projection matrix. This projection matrix can be decomposed in two inde-
pendent components, which are responsible for two seperate steps of the imaging
process.

P = KI[R|t] = KR[l| - C] (4.2)

42.1.2 Extrinsic Parameters

The matrix [R|t] = R[l| — C] contains the camera’s external or extrinsic camera pa-
rameters, encoding the position of camera centre C and the camera’s orientation R.
Using this information, we can compute the coordinates of a space point X within the
camera’s own coordinate frame.

X (4.3)

R —RC
X =
cam [ 0 1

[R —RC

—~ N < X

The problem of estimating the parameters of the matrix R and the vector t is com-
monly referred to as extrinsic camera calibration. This occurs when the intrinsic
parameters of the camera (which are discussed in the next section) have already been
acquired by another method.

4.2.1.3 Intrinsic Parameters

Once the position and orientation of the camera and the coordinates of the point Xam
are known, the space point can be projected onto the image plane.

X = KX cam (44)

The matrix K is called the camera calibration matrix and has the following form:

ax S XO
K=1| 0 o Yo (4.5)
0 0 1

where
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(a) no distortion (b) barel distortion (c) pincushion distortion

Figure 4.6: Imaging a red rectangle under the effect of radial lens distortions.

e 0y is the scale factor in the x-coordinate direction,
e 0y is the scale factor in the y-coordinate direction,
e s is the skew,

e (Xo,Yo) are the coordinates of the principal point.

The parameters of the camera calibration matrix are also referred to as the camera’s
internal or intrinsic camera parameters.

4.2.1.4 TheNon-linear Distortion Model

The pinhole camera model is usually insufficient to fully describe the imaging process
of real cameras, which show deviations from this linear model. The scene point X, the
distorted image point X4 and the camera centre C are no longer collinear, and straight
lines are no longer imaged as straight lines. The most common such deviation is a
radial distortion (illustrated in Figure[4.6), which can be modeled by a polynomial

distortion model.
Xd | Xy —Xe
= L(f 4.6
[yd] ()[yu_yc] (4.6)

e (Xq,Yd) is the pixel position, after radial distortion

where:

(Xu,Yu) 1s the undistorted pixel position

e (Xc,Yc) is the centre of the radial distortion

e T is the radial distance \/(Xy — X¢)2 + (Yu — Yc)? from the centre for radial dis-
tortion
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e L(r) is the distortion function, approximated by a Taylor expansion:
L) =14+ 1r +xr? + ..

For other distortion models, we refer to the work of Devernay and
Faugeras ]. Furthermore, for the remainder of this chapter, we will
assume that we are dealing with sets of undistorted projective image points {X,}.

4.2.2 Video Registration

The task of properly aligning partially overlapping images captured by a camera is
commonly referred to as video registration. Assuming we restrict ourselves to the
class of physically plausible registration methods, in which the computed transfor-
mations correspond to a plausible camera displacement/rotation (this excludes non-
linear grid deformations), this task corresponds to the calibration of a set of cameras
with colocated camera centres.

4.2.2.1 Introducing the Homography

In the case of physically plausible video registration, we are thus computing the (lin-
ear) relation between sets of image points {x} and {x’} of the corresponding set of
scene points {X} for different frames in the video,

x = K[1]o]x

4.7)
X = K[R[0]X = KRKIK[1]0]X = KRKx
so that X' = Hx with H = K’RK™. This constitutes the homography H, which
uniquely defines the linear relationship between point sets {x} and {x'}. Using a
sufficient amount of image correspondences, a homography H can be computed for
each set of subsequential video frames.

4.2.2.2 Panning Sequences

The most common video sequences shot from a single camera centre are one-
dimensional panning shots. In such a simple scenario, the intrinsic camera matrix
K remains the same throughout the entire sequence, and R takes the very simple
form of a rotion around the Y-axis. As such, this can be translated into a very simple

minimization problem ].
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Figure 4.7: A set of input frames warped to a common reference frame, taken from
the work of Brown et al. ]. Superimposed, we have displayed a subset of
the frame topology. The topology is depicted by a graph, where the nodes correspond
to warped images, and edges exist between nodes corresponding to warped images
with sufficient overlap.

4.2.3 Arbitrary Rotationsand Zoom

However, in case the camera follows a motion pattern which is more sophisticated
than this common 1D panning sequence, all available information needs to be
exploited in order to assure a good overall registration. This information can usually
be seen as an approximation of the frame topology (illustrated in Figure [£.7).
Generally some form of global optimization is applied to ensure an overall consistent
registration.

In the last decade, many approaches to global registration have been proposed.
We will restrict ourselves to those most closely related to our own work, more
precisely those that let topological information guide the registration process. A
graph representation is commonly used to depict the topology, casting the problem
as the identification of the shortest path tﬁang_o_d Marz ,bam;&_d].

We opted for an alternative graph-based approach: instead of weighing the edges
with some confidence measure of choice, our algorithm is designed to minimize the
number of intermediary nodes between each frame and the reference frame. This is
based on the notion that we do not necessarily need to know how good every sin-
gle edge in the graph is, only that they are good enough. Furthermore, the proposed
approach is aimed at reducing computation time, minimizing the number of homog-
raphy computations.
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4.24 1mage/Video Completion & Texture Synthesis

Image completion poses the problem of filling in missing pixels in large unknown
regions of an image in a visually consistent way. This is very similar to the
objective of texture synthesis, in which a large area of texture information needs to
be generated, based on the limited intensity information available in a smaller sample.

Historically, exemplar-based techniques have proven to be the most successful
in dealing with this problem, copying pixels or source patches from the observed
part of the image iEers QQ, Criminisi Qj, Drori Qj, Kwatra Qﬂ]. The common
drawback to these approaches is their greedy approach to filling the image, which
can often lead to visual inconsistencies. Initial attempts to avoid this problem have
taken a more global approach, using Expectation Maximization (EM)-like schemes
for optimizing the process inaIra Qj, \Wexler QA]. However, EM is known to be
particularly sensitive to initialization and can get trapped in poor local minima.

Other recent approaches have applied dynamic programming or belief prop-
agation ] to reach a more globally consistent image. Most of these
algorithms guide the completion process by influencing the order by which the syn-
thesis proceeds. This can either be done manually by user assistance, e.g. Jian Sun et
al. ] give priority to user-specified curves on which the most salient missing
structures reside, or it can be deduced by the algorithm itself ].

Recently some authors have extended the application range of their image
completion and texture synthesis algorithms to the video domain. In one related
work, Agarwala et al. |Aéérwélé 5;?] constructed ‘panoramic video textures’ (see
Figure [4.8). Starting from a video segment filmed by panning a camera across a
dynamic scene, they combine looping segments of a constant duration in order to
construct a single panoramic video texture. Even though this work naturally relates
to dynamic panoramic backgrounds, there are several issues that prevent us from
applying this technique to our situation. Our augmented video has a predetermined
finite duration, and contains pixel intensities that should remain unchanged to
preserve the original content. We cannot discard pixels from the input sequence to
create a better fit for the required constant looping time. Finally, while we would like
to use arbitrary input videos, the method of Agarwala et al. is restricted to horizontal
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Figure 4.8: A frame generated by the panoramic video textures algorithm of Agar-
wala et al. [Agarwala 05].

panning sequences.

Finally, a new representation for video editing has been presented as Unwrap
Mosaics [Rav-Acha 08]. The representation introduced Rav-Acha et al. allows ex-
tracting a 3D surface model directly from uncalibrated video footage. The primary
goal however is to recover the object’s texture map rather than its 3D shape. The
recovered texture map is accompanied by a 2D-to-2D mapping describing the texture
map’s projection to the input images and a sequence of binary occlusion masks. From
this information a 3D shape can be recovered and simple image editing tasks can be
performed directly on the “unwrap mosaic”, as illustrated in Figure

4.2.5 Background Estimation

The problem of estimating a consistent background is commonly addressed by ap-
plying a temporal mean or median filter to the video at pixel level. However, in case
of stationary occlusors that persist for more than half the sequence length, or when
dealing with the presence of parallax effects, these simple approaches fail. Spatial
support is required as an additional cue to improve pixel-level algorithms.

The work most closely related to our own is that of Colombari et
al. [Colombari 06] (see Figure [4I0). They present a region growing algorithm,
which starts from patches that are always visible in the scene, gradually forming a
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Two input video frames Unwrap mosaic Edited mosaic Output video

Figure 4.9: Overview of the Unwrap Mosaics representation of Rav-Acha et
al. [M]. Starting from input video frames, a texture map is recovered
together with a 2D-to-2D mapping and occlusion masks. The entire video can then
be edited by simply editing the “unwrap mosaic”.

Figure 4.10: Results of the background estimation algorithm of Colombari et
al. M]. The first three colums are sample frames from the video, whereas
the next two columns respectively show the median image and their computed back-
ground.

consistent background. This approach shows similarities to the early examplar-based
image completion algorithms, and potentialy inherits their common drawback: its
greedy approach can lead to visual inconsistencies when two regions come together.
While we use similar cues to guide our background synthesis, our algorithm poses
background estimation as an optimization problem with a well defined energy func-
tion. Our formulation also allows for sharper patches to be chosen over their blurred
counterparts, reducing (if not completely removing) parallax effects if the intensity
information is available in the original video.
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4.3 Overview

Our video augmentation pipeline consists of five different processing steps.

1. In the first of these steps, we properly warp and align all input images in a
common reference frame. This corresponds with the calibration step of our

system (Section [4.3.2).

2. Based on the warped video, we proceed by computing a globally consistent
static background, containing sharp details free of parallax artifacts (Section

A.33).

3. This background is then used to classify the dynamic foreground elements (ac-
tors) and the static or dynamic background elements (repetitive/quasi-repetitive
motions, or complex stochastic phenomena with an overall stationary structure)

(Section [4.3.4).

4. After the background elements are identified, the warped input video is ex-
tended with a dynamic background panorama (Section [4.3.5).

5. Finally, we warp the dynamic background panorama back to the original video,
modified according to the user-controlled virtual camera (Section [4.3.6).

4.3.1 Notation

Two images of the same scene are related by a non-singular linear transformation
of the projective plane in two cases: (a) if the scene is planar or (b) if the center of
projection does not change, i.e. the only degrees of freedom are due to the orientation
of the camera. In these cases we do not suffer from the effects of parallax, and the
images can be composed together to form a mosaic.

Image points are represented by their homogeneous coordinates X = (x,y,w),
with x = (X, ) being the corresponding Cartesian coordinates. A linear transforma-
tion of the projective plane, called a homography, is represented by a 3 x 3 matrix H
when Xj = H; jX;, where X; and X are corresponding points in frames i and j respec-

tively.
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Figure 4.11: Video registration. The first task consists of aligning all the images to
a common reference frame. In this illustration, three images acquired by a rotating
camera are registered to the frame of the middle one, by warping the outer images to
align with the middle one.

4.3.2 Video Registration

Our video registration pipeline is essentially a two-step process, with an optional
bundle adjustement step. During the initial estimation step (as illustrated in Figure
[4.17), we have no knowledge of the frame topology (the relative spatial positioning of
the frames), so we rely on temporal information only. Using the results of this initial
estimation, we subsequently take a graph-based approach, using the newly acquired
spatial information. Finally, we can employ an optional bundle adjustment step.

4.3.21 Homography Computation

Feature detection and matching is done by employing the Kanade-Lucas-Tomasi
tracker J_uga.s_81;i EQmasLQJJ]. After proper normalization of the found correspon-
dences {\ML we employ a RANSAC-based ] algorithm to com-
pute homographies, using minimal sample sizes ]. When the RANSAC
procedure has computed an initial homography and a matching set of initial inliers,
we employ the method proposed by Kanatani and Ohta ]. This method
is based on a statistical renormalization technique, and determines a statistically op-
timal homography. This non-linear estimation is repeated until a stable amount of
inliers is achieved.
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4.3.2.2 Topology-independent Alignment

As a common first step in many graph-based registration algorithms, the inter-frame
homographies between all neighboring frames are calculated. In order to establish an
initial guess of the frame topology, we could recursively concatenate the homogra-
phies from each frame to a chosen reference frame r.

Her =1
Hir = HitarHiita ifi<r (4.8)
Hir =Hi_1(Hij-1  ifi>r

These homographies are commonly computed from one frame of the input sequence
to the next. However, for the purpose of image mosaicing, our experiments have
indicated that computing these homographies on pre-warped images (using the target
frame’s homography as the warping function) results in more accurate estimates.
The reasoning behind this is that the pixel-error is measured in the coordinate space
of the final panorama directly.

Due to the recursive nature of the computation process, estimation errors will
propagate down the homography chain. A coarse misalignment would immediately
break the chain. Therefore, we propose a slightly different scheme, in which
we use a sliding window of potential homography candidates instead of simply
linking consecutive frames (see Figure [4£12). As mentioned before, computing
homographies requires the target frame’s warping function to be known. As such,
we keep track of the frames that are already linked to the reference frame, and label
them as committed.

Starting from the reference frame, we try to connect adjacent uncommitted
frames to committed frames. Initially, only the reference frame itself is labeled as
committed, as it is the only one whose warping function to the reference mosaic
is already known. For each uncommited frame i, we attempt to compute the
homography H; j to each commited node j € [i —d,i+d], starting with the closest
neighbors. As soon as we find a homography with a confidence value above a
predefined threshold, it is stored and the source frame is labeled as committed. We
repeat this procedure until no more uncommitted frames remain.
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window

Figure 4.12: Topology-independent Alignment. A sliding window of potential ho-
mography candidates is checked instead of only linking consecutive frames. In this
illustration, the boxes represent individual frames, whereas the edges correspond to
computed homographies with sufficient inlier support. Frames connected by black
edges are direct neighbors, whereas green edges correspond to short-cuts through the
graph. The window is centered around the frame highlighted in blue.

There are two possible reasons why no more frames are committed: (a) either
all the frames have a parent frame (a frame through which they are linked to the
reference frame) and an associated homography to this frame, or (b) for each of the
uncommitted frames i, no potential candidate j within the given window size has
been found. In the latter case, we use the previously stored confidence values to
find the homography with the highest confidence, add the source frame to the list of
committed frames, and resume the previous procedure.

This produces a homography tree with constraints on the confidence values asso-
ciated between the different nodes. Unfortunately, considering the depth of the tree,
the propagated estimation errors will still result in a considerable misalignement at
the end of the sequence. However, we now have a first estimate of the frame topol-
ogy in the reference mosaic, which we can use to provide us with a more accurate
registration algorithm.

4.3.2.3 Topology-dependent Alignment

In this stage the homography tree from the previous stage will be transformed into a
new instance, taking into account the estimated topology information.

As stated before, our algorithm is designed to minimize the number of interme-
diary nodes between each frame and the reference frame, based on the notion that
we do not necessarily need to know how good every single edge in the graph is, only
that that they are good enough (see Figure 4.13). If we can guarantee a minimum
level of confidence, the results will be usable for future computations. During our
experiments, we have used the number of correspondences within predefined error
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Figure 4.13: Topology-dependent Alignment, Initiation Step. Using topoligy in-
formation, all potential candidates for direct linking to the reference frame are com-
puted. Those with sufficient support are added to the graph.

bounds as our confidence metric of choice. We provide an outline of our algorithm
in Table [4.1]

1L U:={i|i#r} % unconnected frames (+ reference frame)
2. C:={r}; % previously connected frames
3. N :=0; % newly connected frames
4. while U #£0
(@) vieU:

i. Sort j € C,according to ||i — j||, closest first;
ii. Find first j € C, where #inliers(H; j) > threshold
ii. If jfound: N =N U{i} A U=U—{i}
(b){ifN;«é@:C:N o _
else:C = {k | argmax(#inliers(Hy j)),.ke U,j¢ U}
5. end while

Table 4.1: Topology-dependent Alignment

Note the similarities with the previous stage: we utilize a confidence threshold
to decide if we add the child node i of the homography H j to the set of connected
(committed) frames. Also, once a node is connected to the rest of the graph, its
warping function is known. This way, we can always use pre-warped images to
perform the homography estimation.
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Residue of grid point x, for pair (i.j)

Figure 4.14: Bundle adjustment. We apply the bundle adjustment method of Mar-
zotto et al. M] to our graph, minimizing the residual error of a set of grid
points over the parameter space of the homographies within the graph.

In principle, when iterating through the set of unconnected frames U, given the
set of previously connected frames C, we could compute the homography between
each pair (i,j) € U x C to look for new additions to the graph. Homography
computation however is an expensive operation, and should be avoided if a lack of
inlier support is expected beforehand. Therefore, we will only consider frames with
a significant degree of overlap as potential candidates for addition.

We use the available topology information to reduce the search space of poten-
tial edge candidates: in order to establish the degree of overlap, homographies H
from the topology-independent alignment step are used as an approximation to the
true registration matrices. As an overlap measure, we use the normalized distance

between centroids:
max(0, ci — ¢j| — |di — dj[/2)

min(di,dj)
where ¢;, ¢j, di and d;j are the centroids and the diameter of the projection onto the
mosaic of frames i and |, respectively.

dij = (4.9)

4.3.2.4 Bundle Adjustement

As a final step we apply the bundle adjustment step proposed by Marzotto et al.
], which finds the solution {H;} that minimizes the total misalignment
of a predefined set of m grid points on the mosaic (see Figure [4.14). Let x¢ be a
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grid-point and let Ey be the set of edges (i, j) € E so that % belongs to the overlap
region between frame i and frame j. The error at the grid-point % is defined as:

1 SN2
Eo= gy 2 ka — e (HiHigH ) H (4.10)
Kl (i, j)eEx
where &t transforms homogeneous coordinates into Cartesian (pixel) coordinates.
Since we want to minimize the error at all grid points simultaneously, we end up
with a system of non-linear equations that can be cast as a least-squares problem.
2
min » Eg (4.11)
{Hi,r}kgi
The Levenberg-Marquardt algorithm is used to solve Equation [4.11] using the pre-
vious set of {Hi} as the starting solution. Data standardization is carried out to
improve the conditioning of the problem M].

4.3.3 Static Background Estimation

After we have properly registered all frames, the next step in our pipeline consists of
computing a consistent static background. In an ideal situation, registration would
be perfect and every background pixel would be visible for a sufficient period of
time. Unfortunately, real-world footage is rarely perfect, and as a result we will have
to deal with the effects of motion blur and parallax. For good measure, we will also
be dealing with the possibility of actors that stay in a single place for a significant
period of time, only exposing the true background for a few seconds.

As stated before, our background estimation algorithm shows some similarities
to the region growing algorithm of Colombari et al. M]. However, un-
like the greedy approach taken in their work, we have opted to pose the background
estimation as a discrete global optimization problem.

4.3.3.1 Problem Statement

Given a set of warped input images l; and their binary masks B; (as illustrated in
Figure[4.15 on page [B7), the goal of our algorithm is to compute a visually plausible
background by merging spatially consistent, but temporally varying patches into a
consistent background image. To this end, we propose the use of a discrete Markov
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Figure 4.15: Warped input frame + binary mask; Background estimation
MRF. (left) An example of a warped input frame, and the associated binary mask.
(right) Background Estimation MRF: a 2D grid of nodes (green), with label patches
in the temporal dimension (red). Every pair of connected nodes represents overlap-
ping image patches (purple).

Random Field (MRF).

The nodes N of the MRF are defined by placing an image lattice over the total
space occupied by the mosaic, with a horizontal and vertical spacing of steg and
stepy respectively. Each node is uniquely defined by their (x,y) coordinate on the
mosaic, and the edges E of the MRF are defined by looking at the 4-neighborhood
of each individual node. The total label set L consists of all possible w x h patches
around every node nj € N . Thus, the labels | € L are uniquely defined by the spatial
coordinates (x,y) of their center pixel, and their frame number t € [1,N]. Note that
stepx and stepy are set so that a region of overlap between neighboring patches of
size w x h always exists.

Every node nj(xi,yi) € N has a maximum of N possible label candidates
[(x1,y1,t) where (x;,y1) = (Xi,Vi). Also, a label (x,y,t) will only be considered a valid
background candidate if the full patch window W = [x —3,x4 3] x [y — g,y+ 2] is
marked in the binary mask By (see Figure[4.1%)), or if it is only partially marked but
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located on the border of the mosaic.

The single node potential Vi(l) for placing label | over node ny will describe the
likelihood of patch I being part of the background. This likelihood can be expressed
in terms of the number of frames in which the patch is visible during the entire se-
guence. However, a single patch has no inherent information about the duration of
its visibility, so we are required to perform an a priori clustering step. As in the work
of Colombari et al. ML we apply single linkage agglomerative clustering
] to group our labels k into clusters C; C L. Every cluster C; will be defined
by choosing one of its labels | as the primary label, and each node will be assigned a
set of clusters instead of a set of individual labels. Based on the size of these clusters,
we can now define our single node potentials as:

Vi(C) =a [1 - (‘ﬁ—'ﬂ (4.12)

Lastly, the pairwise potential Vij(C,C’) will measure how well these clusters
agree on their region of overlap. We will define the pairwise potential by the sum
of squared differences (SSD) of the mean labels from the respective clusters in this
area of overlap A, divided by the amount of overlap pixels |Al:

Vij(C,C") =B Lfl“ > Ty - I_’(X,y))Z] (4.13)

xy)€A

Based on this formulation, where o and [ are user-specified weights, our goal
will now be to assign a cluster Ci c L to each node n;, so that the total energy cost
E({Ci}) of the MRF is minimized, where:

E{(GH =32l + ¥ VviG.C)) (4.14)

4.3.3.2 Energy Minimization by Belief Propagation

As an advantage of formulating background estimation as an energy minimization
problem, we can now apply belief propagation to our energy function.

Belief propagation (BP) is an iterative inference algorithm that works by propa-
gating local messages along the nodes of an MRF ]. Messages sent from
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node n; to nj form a set {m;;(l) }icL, where element m;j(I) indicates how likely node
n; thinks that node n;j should be assigned label |. Furthermore, messages are updated
(i.e. sent) until convergence as follows:

mij(|):mi{]{Vi(|i)+Vij(|i,|j)+ z mii(li) } (4.15)

lie kek#£j,(k,i)€E

This update rule is associated with the min-sum version of BP, where the potentials
are described in the -log domain. After convergence, a set of beliefs {h(l)}cL is
computed for each node, where belief bi(1) is defined as follows:

bi(l) = -Vi(h) = > mi() (4.16)
k:(k,i)eE

These beliefs approximate the max-marginal of the posterior at node n, and thus
describes the likelihood that the label | should be assigned to that node. Based
on this fact, a node is then assigned the label with the maximum belief, i.e. ﬂ =
argmaxieL bi(l). It is known that, for tree structured graphs, BP will always con-
verge to the optimal solution, while for graphs with loops, it can only guarantee to
find a local optimum.

4.3.3.3 Dual-step Energy Minimization

In order to reduce the computational time of our algorithm, we have opted to perform
our background estimation in two seperate steps. During the initial step, we will try
to assign a cluster C; L to each node n;, minimizing the total energy cost E({Ci})
of the MRF (Equation [.14). Here, the clusters take the role of labels in the BP
algorithm.

In a subsequential step, we will unpack these clusters and assign a labell; € C;
to each node n;, minimizing another energy cost E ({i;}) associated with individual
labels rather than clusters:

oo N -
E({iy) =Y Vvill)+ Y, Vij(liT) (4.17)
i=1 (i,j)eE
The single node potential function \f(l) of label | estimates the level of blur of the
corresponding window W :

Vil =~ 3 (Lxy) T (W))? (4.18)
‘W|(x,y)eW
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where | (W) symbolizes the mean of window W. By defining this single node
potential, we encourage the use of the sharper labels in each cluster over their more
blurry counterparts. The pairwise potential \{j(I,1") computes the SSD of the labels
in their respective area of overlap A, divided by its size |A|.

Choosing this two-step approach over a single minimization step decreases com-
putation times due to the reduced number of labels in each step. In addition, it will
also increase the robustness of the algorithm, as false positives are most likely to have
been removed from the label set after the clustering step.

4.3.3.4 Belief Propagation Optimizations

For sequences of limited length and resolution, standard BP will be able to cope
with the size of the MRF. However, for problems with a large set of potential
labels per node, additional optimizations are required. One approach, specifically
designed for this purpose, is the application of priority-based message scheduling
and the associated label pruning, as described in the work of Komodakis et al.
]. For the exact details, we refer to the paper.

We advise using a very conservative pruning threshold for the initial cluster min-
imization step, and a more aggressive threshold for the following label minimization
step. The reasoning behind this is the following: if we wish to consider even the
smallest background exposures, we want to avoid aggressive first pass label pruning.
During the first pass, the pruning relies heavily on the single-node potentials to
compute the relative beliefs, and as a result the smallest clusters will be pruned away.
Also, our initial clustering already significantly reduces the amount of labels, so our
need for pruning is somewhat alleviated.

During the second (label minimization) step, we can use a more aggressive prun-
ing approach: first pass pruning can filter out many labels that are considered much
more blurry than the other labels in the cluster. It should be noted that the proposed
pruning scheme makes use of the label’s relative beliefs, so a cluster that contains
only blurry or textureless patches will not be pruned away in its entirety.
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4.3.4 Foreground Segmentation

The purpose of the foreground segmentation component is to identify the actors
(dynamic foreground elements) in our scene. For every warped input frame we need
to decide which pixels belong to the (static or dynamic) background and which
pixels belong to the foreground.

To do this, we use a classifier that is based on the X84 outlier rejection
rule ]. Every pixel of each warped frame is compared with its associated
pixel in the static background image calculated in section To make a robust
classification based on the difference between these pixel values, we incorporate the
median of absolute deviations (MAD) into the computations (Figure [4.18(a)). The
MAD is a statistical measure that is commonly used to describe the variability of data
with outliers.

MAD(x,y) = medi {|1i(x.y) — bg(x.y)|} (4.19)

An input pixel (x,y) belongs to a foreground element if

!Ii(x,y)—bg(x,y)|

MADGCy e (@) (4.20)

where 5 (o) is the inverse-chi-square distribution with 3 degrees of freedom and a
confidence value of o.. The resulting segmentation images § are cleaned up by us-
ing standard morphological filtering operations. A resulting foreground/background
classification is shown in Figure

4.3.5 Dynamic Background Estimation

Our process of creating dynamic background content is structured in a fashion similar
to our background generation component.

4.35.1 Single-step Energy Minimization

Given a set of warped input images l;, their binary masks B;j and a foreground/back-
ground segmentation §;, the goal of this component is to compute a visually plausible
panoramic video by merging spatially consistent, but temporally varying patches
into a consistent video panorama. To this end, we propose the use of an additional
Markov random field, which expands our static background estimation Markov
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Figure 4.16: Classification of foreground/background elements. We use the me-
dian of absolute deviations to: (a) segment out foreground elements, and (b) classify
background regions as static or dynamic (see labels)).

random field into the temporal dimension.

The nodes N of this new field are once again defined by placing an image lattice
over the total space occupied by the mosaic, with the addition of a temporal dimen-
sion t. Each node is thus uniquely defined by a set of coordinates (x,y,t). The edge
set E is acquired by connecting all available elements within the 6-neighborhood of
each individual node. The label set L is a subset of the one we used for static back-
ground estimation. We remove the labels containing the foreground object (encoded
in the segmentation images S), which leaves us with both the static and dynamic
background labels.
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Figure 4.17: Dynamic Background Potentials. For boundary node nj its single
node potential V;(l) will be an SSD over the yellow region, while for nodes ny, nq
their pairwise potential Vpq(1,1") will be an SSD over the green region. Non-boundary
node n;j has zero single node potential.

4.3.5.2 Single Node Potentials

Nodes n; located on the border of a warped input image will already contain some
initial content. Therefore, any label ; assigned to these nodes should retain as much
intensity information present as possible. As such, the single node potential \{(I) of
assigning label 1 to node n; represents how well the intensity information of label |
agrees with the intensities present in the window W around the center of node n

(Figure @.17):
Vil =o | i 3 Bilky) (i(ey) — hixy)? (a.21)
| ‘(Xay)GW

Lastly, the pairwise potential Vij(l,1") must be defined in a way that provides us with
both spatial and temporal consistency.
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4.35.3 Spatial Pairwise Potentials

In case nodes i and j are spatial neighbors, the pairwise potential is defined by the
normalized SSD over the area of overlap A:

VD=8 T (Vo) 42)
X,y)€

4.35.4 Temporal Pairwise Potentials

When dealing with temporal neighbors, we want to encourage temporal continuity
for dynamic elements. However, not all dynamic background movement is caused
by actual scene movement, as some of it originates from parallax artifacts. Because
incorporating this unwanted movement in our results leads to visual artifacts, we
need to subdivide the label set L into a subset of static (Ls) and dynamic labels (Lp).
This subdivision is based on thresholding, using the MAD values calculated in the
foreground segmentation step.

2
() = <i Y MAD(x,y)) (4.23)

Wil (xy)EW,

If k(1) exceeds a predefined threshold, label | will be considered dynamic (see Fig-

ure [4.I6(b)).

Depending on which subset two labels | and I' are in, temporal costs are chosen
to either encourage temporal continuity (for the dynamic elements), or to increase
temporal coherence (for the static elements). In the first case, we will assign a penalty
to subsequential labels in the output video that are not subsequential in the original
sequence:

VIFP(L) =y 1 [e(m) —t(ny)] # [t(1) —t(1")] (4.24)

In case of static background elements, the pairwise potential is defined by the nor-
malized SSD over their common spatial window W :

VITS(1,1) =2 Wi Y () - (xy)? (4.25)
W1 xpew
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4.35.5 Total Energy Cost

Based on these formulations, where o, 3, yand A are user-specified weights and t(1)
returns the label’s frame number, a label ﬂ € L should be assigned to each node n,
so that the total energy cost E ({l;}) of the MRF is minimized, where:

R IN| o .~ n
E({|i})=_;Vi(|i)+ > [Vi?(livlj)"’_vi} ('ialj)] (4.26)

(i,j)eE

4.3.6 Gradient-domain Image/Video Compositing

When compositing the patches assigned to nodes of the respective MRFs of the back-
ground estimation and the video completion step, the resulting image can still exhibit
visual artifacts (e.g. from exposure variations in the original video). In order to deal
with these problems, we composite the patches in the gradient domain, as described
in the work of Pérez et al. ], using Dirichlet boundary conditions to guide
the integration process. In order to avoid color flashing and flickering artifacts when
applying the patches during video completion, we recommend using Wang’s method

] to integrate the image gradients in 3D, which is based on the weaker Neu-
mann boundary conditions.

4.3.7 Visualization

In the end, the goal of our system is to re-dispay video sequences with a controlled
camera motion, field of view and zoom.

4.3.7.1 Cameramotion

Warping the dynamic video panorama back to the coordinate system of the origi-
nal input footage can be done by simply applying the inverse of the homographies
{H:i} = {H;, rl}, computed during the registration step, to each respective frame of
the dynamic joanorama. If we want to control the rotational motion performed by the
virtual camera, we first need to recover the original camera motion. To achieve this,
we will need to calibrate the camera, seperating the intrinsic and extrinsic camera
parameters. Assuming that not all rotations are about the same axis, we can linearly
decompose the homographies H;; as described by de Agapito et al. ]:

Hri = KiRpiK, ! (4.27)
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Pre-multiplying or replacing rotation matrix R.; with a user-controlled rotation R’
will allow direct access to the virtual camera.

H’vi = KiR'RyiK ! (4.28)

Also, as we know the translations of all pixels for each pair of neighboring
frames, we have the option of adding blur to pixels that were not part of the orig-
inal input video. This can easily be achieved by convoluting the selected pixels with
an appropriate kernel.

4.3.7.2 Field of View

Besides the ability to control camera motion, we also allow the user to adjust the
field of view. This brings up several complications: (a) by expanding the field of
view, empty parts of the panorama can become visible when the camera reaches the
edge of the panorama, and (b) when the rotation of virtual camera is adjusted, parts
of the foreground element(s) may no longer be visible. To cope with these situations,
we iteratively adjust the rotation R’ and if needed the focal length of K. During
this computation, we treat the absence of gaps in our output frame as a hard, and the
visibilty of the actors as a soft constraint.

4.4 Resultsand Discussion

We have applied our algorithm to a variety of input sequences, chosen specifically
to test individual components of our algorithm. For example, in order to test our
registration algorithm, a skateboarding sequence with recurring loops in the frame
topology was computed. Our waterfall scene contains both structured (miniature
water wheel) and unstructured (waterfall) dynamic background elements.

In general, the augmentation of the original video sequences generates convincing
results (depicted in Figure[d.I8). Careful examination however will reveal occasional
artifacts, in the form of ‘popping’ effects. These artifacts are usually the product of
aperiodic background elements, or background elements without a full visible cycle,
labeled as dynamic background. Their temporal continuity ends abruptly, resulting
in the popping artifact.
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Figure 4.18: Results produced by our Augmented Panoramic Video algorithm.
(a) A cropped panorama frame from our waterfall scene. (b-c) An input frame of
our skateboarding sequence, and the processed frame with an expanded field of view.
Motion blur has been added in an additional post-processing step.

4.4.1 Individual Component Analysis

The automatic registration of the video frames consistently provides us with accurate
results, unless the underlying inter-frame warping procedure breaks down. This
happens in two cases: (a) when comparing a severely blurred image with an
undistorted one, and (b) when dealing with stochastic dynamic regions filling nearly
the entire input image. We will look into the recent work of Yuan et al. ]
to deal with the first issue, but we are unaware of any methods that can deal with the
second.

Our static background estimation component produces high-quality static panora-
mas, under the assumptions that parallax effects stay within reasonable bounds and
that all sharp background pixels are visible at least once within the entire sequence. A
comparison of our technique to standard background subtraction methods is shown in
Figure[d.T9] It should be noted that this stage can be used as a stand-alone application
for background estimation in cluttered scenes.

Our dynamic background estimation component generates convincing results,
with the exception of the popping artifacts which we mentioned earlier. However,
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Figure 4.19: Comparison of (a) temporal mean filtering, (b) temporal median filter-
ing, and (c) our background estimation algorithm.

there are some limitations that need to be taken into account when applying our
technique, e.g. BP algorithms tend to use large amounts of memory. This requires us
to take several measures to make sure our algorithm does not unnecessarily squander
its resources.

Whereas precomputing the single-node potentials relieves us from storing bi-
nary masks and segmentation information, label clustering and label pruning
M] reduce the amount of pairwise potentials that needs to be computed.
It should be noted that the pairwise potentials only depend on intensity information
stored in the labels. As a result, in case the amount of labels is sufficiently reduced
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in number, it is possible to pre-compute and store all pairwise potentials in memory,
without the need to retain the intensity images themselves. Storing the potentials in
memory also reduces the required computation times from a number of days to a few
hours, depending on the scene.

45 Conclusion and Future Work

Besides presenting the idea of editing panning/rotating video sequences using a full
panoramic representation, we present a robust video mosaicing algorithm that pro-
duces high quality panoramas without parallax artifacts, seams or blurring, while
retaining repetitive dynamic elements. Our technique allows the user to control the
camera of a panning/rotating video in a post-processing step, allowing for a seamless
change of aspect ratio or camera motion path. Furthermore, this technique also facil-
itates other post-processing steps such as adding motion blur or video stabilization.

451 FutureWork

During our experiments, all video frames were warped to the image plane of the
reference frame. This effectively reduces the resolution of the background pixels in
the outer regions of our background panorama. In the future, we would like to test
the effectiveness of our approach on other parametrizations of the scene intensities,
such as cylindrical or spherical pixel coordinates.

Another interesting area for future work could be devising a hierarchical approach
to our dynamic background estimation procedure. Building on the results from a
lower resolution level, we might be able to narrow down the number of candidate
labels for each new iteration.
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Chapter 5

Conclusions and Future Wor k

Contents

In this dissertation, we investigated new methods to animate, synthesize and
augment data in a video-based manner. These methods involve video-based synthesis
for rigid objects applied on traffic sequences, articulated video sprites and pose
synthesis illustrated on human characters and augmented panoramic video featuring
dynamic foreground subjects.

These main parts of the dissertation can be summarized as follows:

5.1 Video-Based Synthesisfor Rigid Objects

We presented a novel technique to synthesize videos featuring traffic scenes. Given
an input traffic video, we are able to reproduce a traffic scene from the same viewpoint
in which the configuration and trajectories of the vehicles have been altered by the
user.
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A parameterized sprite appearance model is central in this approach. The model
describes how the sprite evolves in shape and pixel intensity, and also allows for
interpolation, extrapolation and compact storage. Using this information, new videos
can be synthesized that feature the sprites, in such a way that the videos exhibit
novel animated traffic situations. Synthesized videos featuring traffic congestions
and suddenly stopping vehicles make this method ideally suited for training traffic
detection systems.

Next to the data compression and the option to interpolate and extrapolate the
data, our PCA vehicle sprite appearance model could furthermore be very useful
to synthesize new vehicles. By means of analyzing the PCA data, one can create
classifications for this data. For example, a class containing small vehicles can be
created. Comparing the PCA data of this class with the PCA data of the vehicles
that do not belong to this classification, some trait vectors can be identified that are
associated with corresponding parameters of the PCA model. Isolated trait vectors
for different classifications related to size, color, etc, of the vehicles can then be
replaced or interpolated to change the appearance of existing vehicles.

While this method works well for synthesizing new videos, the resulting
animations are limited by the fact that the sprites need to follow the same path as
captured from the input sequence. Due to perspective projection of the camera, a
sprite drawn on a different position will appear unrealistic. Therefore we would like
to explore approximate geometric representations to more rigorously represent the
relative rotation of the vehicles. A rigid geometric sprite representation could also
allow to combine sprites extracted from different input sequences into a synthesized
video. Furthermore we believe that the simulation of variable weather conditions
and intricate illumination effects like vehicle headlights can be a valuable addition to
our framework.

When the input videos can be captured in a controlled environment, an alternative
exists in filming the vehicles driving on several different lanes and/or in different
weather conditions. New trajectories for the sprites could then be synthesized by
interpolating the different appearances.
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5.2 Articulated Video Sprites and | mage-Based Pose Syn-
thesis

In this dissertation, two techniques were presented to synthesize and animate artic-
ulated characters in an image/video-based manner. The key to our technique is a
matching algorithm that focuses on high-level 2D skeleton models instead of the vi-
sual appearance of the character, granting an accurate frame matching and a high
level of control over the animation.

When synthesizing an input video, a sequence of virtual skeletons is used to
define a desired target animation. The target skeletons are then matched with
skeletons extracted from the source footage. The target skeletons only function as a
guide for the new animation and do not force the input frames to match them exactly.
Hence, the animation will achieve the desired effect without sacrificing the natural
movement and appearance of the filmed subject.

At the moment, these skeletons are user-indicated in a semi-automatic manner.
Automated skeleton extraction could resolve this and could furthermore deliver more
consistent skeletons. Different users can for example indicate the “hand”-joint of a
skeleton near the wrist or near the fingers. Consistency in these kind of choices can
be an advantage related to skeleton matching.

While several heuristics try to enforce a smooth animation, the skeleton matching
results sometimes still might not be fullfilling to the end-user. Since our dynamic
programming approach is slightly dependent on the matching choice made for the
last frame (from which it starts backtracking), user guided matching could be an
interesting feature that ensures certain frames to be matched according to the desires
of the user. Starting from user-“locked” frames, the matching algorithm could
grow into an animation adhering to the underlying wishes of the user. Furthermore,
instead of only using skeleton information to construct our matching cost function,
we would like to look into the combination of both skeletal and pixel information to
improve the matching between source and target frames.

Expanding the input pose space for the articulated video sprites algorithm, a novel
technique was introduced to synthesize new poses from a set of input frames. This
technique is based on selecting and merging different body parts into a desired pose.
Only little user input is required to specify the poses (2D skeletons) of the input
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images and the target pose. For each body part in the target skeleton, best matches
are computed in the input poses, and the associated image parts are transfered to the
final image. A triangle mesh based distance function is used to identify which pixels
belong to which body part. Overlapping regions in the resulting image are merged
while respecting the continuity of the image.

Even though this method allows for generating a wide variety of poses from
only a small set of photographs, a target pose can only be met approximately. More
variety is obtained by incorporating mesh deformation.

Our algorithm currently is unable to cope with situations where body parts
occlude other ones, as well as with images where the subject is shot under large
perspective differences. The availability of 3D skeletons and/or multi-camera
information would be of great value when dealing with these problems. If this
information is available, this technique would be highly suitable for use in 3D

character animation applications tSla.LQk_O_EJ [Sla.r_Qk_Oj].

Furthermore, an hierarchical skeleton model could be introduced to allow for
an adaptable level of detail in the skeletons, for instance by switching to a detailed
skeleton of a person’s hand in a close-up.

5.3 Augmented Panoramic Video

The last part of this dissertation discussed a video augmentation algorithm supporting
videos featuring panning movements as well as zooming. Besides presenting the idea
of editing panning/rotating video sequences using a full panoramic representation,
we presented a robust video mosaicing algorithm that produces high quality panora-
mas without parallax artifacts, seams or blurring, while retaining repetitive dynamic
elements. Our technique allows the user to control the camera of a panning/rotating
video in a post-processing step, allowing for a seamless change of aspect ratio or
camera motion path. It also facilitates other post-processing steps such as adding
motion blur or video stabilization.

During our experiments, all video frames were warped to the image plane of the
reference frame. This effectively reduces the resolution of the background pixels in
the outer regions of our background panorama. In the future, we would like to test
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the effectiveness of our approach on other parametrizations of the scene intensities,
such as cylindrical or spherical pixel coordinates.

The automatic registration of the video frames consistently provides us with
accurate results, unless the underlying inter-frame warping procedure breaks down.
This happens in two cases: (a) when comparing a severely blurred image with an
undistorted one, and (b) when dealing with stochastic dynamic regions filling nearly
the entire input image. We will look into the recent work of Yuan et al. ]
to deal with the first issue, but we are unaware of any methods that can deal with the
second.

Our static background estimation component produces high-quality static panora-
mas, under the assumptions that parallax effects stay within reasonable bounds and
that all sharp background pixels are visible at least once within the entire sequence.

Our dynamic background estimation component generates convincing results,
with the exception of the popping artifacts which we mentioned earlier. However,
there are some limitations that need to be taken into account when applying our
technique, e.g. BP algorithms tend to use large amounts of memory. This requires us
to take several measures to make sure our algorithm does not unnecessarily squander
its resources.

Whereas precomputing the single-node potentials relieves us from storing bi-
nary masks and segmentation information, label clustering and label pruning
M] reduce the amount of pairwise potentials that needs to be computed.
It should be noted that the pairwise potentials only depend on intensity information
stored in the labels. As a result, in case the amount of labels is sufficiently reduced
in number, it is possible to pre-compute and store all pairwise potentials in memory,
without the need to retain the intensity images themselves. Storing the potentials in
memory also reduces the required computation times from a number of days to a few
hours, depending on the scene.

Another interesting area for future work could be devising a hierarchical approach
to our dynamic background estimation procedure. Building on the results from a
lower resolution level, we might be able to narrow down the number of candidate
labels for each new iteration.
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54 Overall

While the presented algorithms have proven useful for already existing input data,
one might wonder if the restriction of only using a single camera will still be an
applicable restriction in the near future. Nowadays, high-tech hardware like stereo
cameras are becoming available off-the-shelf, allowing consumers to obtain depth
information useful for all kinds of post processing operations like refocusing and
deblurring.

Furthermore, the recently disclosed open-source drivers for Microsofts Kinect
] have opened up a broad range of interesting applications. The Kinect
features an RGB camera, depth sensor (infrared laser projector combined with a
monochrome CMOS sensor) and multi-array microphone running proprietary soft-
ware, which provides full-body 3D motion capture, facial recognition and voice
recognition capabilities. These systems will certainly grow to be an important part of
computer graphics and vision research and should not be ignored.

By incorporating the Microsoft Kinect setup in our Articulated Video Sprites
framework, the process of sprite segmentation and user assisted skeleton extraction
could be automated and could even deliver 3D skeletons.
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Scientific Contributions and Publications

The following list of publications, presented at scientific international conferences,
contains work that is part of this dissertation:

M] Cedric Vanaken, Tom Mertens & Philippe Bekaert. Video-Based Rendering
of Traffic Sequences. In Proceedings of Winter School of Computer Graphics (WSCG),
pages 161-168, 2006

M] Cedric Vanaken, Mark Gerrits & Philippe Bekaert. Articulated Video
Sprites. In Proceedings of Eurographics, pages 69-72, 2006

M Chris Hermans, Cedric Vanaken, Tom Mertens, Frank Van Reeth & Philippe
Bekaert. Augmented Panoramic Video. Computer Graphics Forum, vol. 27, no. 2,
pages 281-290, 2008

M] Cedric Vanaken, Chris Hermans, Tom Mertens, Fabian Di Fiore, Philippe
Bekaert & Frank Van Reeth. Strike a Pose: Image-Based Pose Synthesis. In VMV,
pages 131-138, 2008

The following work is not part of this dissertation:

M] Tom Cuypers, Cedric Vanaken, Yannick Francken, Frank Van Reeth &
Philippe Bekaert. A Multi-Camera Framework for Interactive Videogames. In GRAPP
’08: International Joint Conference on Computer Vision and Computer Graphics The-
ory and Applications, pages 443-449. INSTICC - Institute for Systems and Technolo-
gies of Information, Control and Communication, 2008
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] Fabian DiFiore, Peter Quax, Cedric Vanaken, Wim Lamotte & Frank Van
Reeth. Conveying Emotions through Facially Animated Avatars in Networked Vir-
tual Environments. Motion In Games (MIG08), Lecture Notes in Computer Science
LNCS series, pages 222-233, 2008

M] Tom Cuypers, Yannick Francken, Cedric Vanaken, Frank Van Reeth &
Philippe Bekaert. Smartphone Localization on Interactive Surfaces Using the Built-
in Camera. In Procams 2009: IEEE International Workshop on Projector-Camera
Systems, 2009



Bijlage B

Samenvatting (Dutch Summary)

Vermits digitale foto- en videocameras tegenwoordig een onmisbaar deel uitmaken
van talrijke huishoudens wordt er ook meer en meer onderzoek en software ontwik-
keling gericht op het ontwerpen van tools die het manipuleren van beelden en videos
vereenvoudigen. Veel krachtige tools zijn reeds beschikbaar, gaande van voorgrond
segmentatie tot het ‘ontblurren’ van beelden.

In deze thesis concentreren we ons voornamelijk op de zogenaamde beeld- en
videogebaseerde animatie-, synthese- en ‘uitbreidings’technieken. Deze technieken
nemen één of meerdere beelden als invoer, analyseren deze data om ze vervolgens
te animeren, synthetiseren of vermeerderen om zo nieuwe beelden te bekomen die
geinspireerd zijn door de oorspronkelijke invoer. Het best gekende video-gebaseerde
synthese voorbeeld is het Video Textures algoritme van Schodl et al. ].
Vertrekkend van een relatief korte video sequentie kan een nieuwe video geprodu-
ceerd worden door de invoer frames te herordenen. Deze frames worden op zo een
manier herschikt dat de resulterende video oneindig kan herhaald worden in een lus,

men trouw blijft aan de oorspronkelijke inhoud en dat visueel storende transities ver-
meden worden.

Een belangrijke uitbreiding op dit werk kwam er in 2002 met de Video Sprites
techniek van Schodl et al. ]. In plaats van volledige frames te hergebrui-
ken, worden nu beelden van een gefilmd onderwerp uit de video geknipt en achteraf
aan mekaar geplakt om nieuwe animaties te bekomen. Waar we met Video Textures
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voornamelijk gelimiteerd waren tot het werken met videos die inherent repetitieve in-
houd bevatten zoals gevisualiseerd door natuurlijke fenomenen, laat het Video Sprites
algoritme toe om Kkleinere onderwerpen zoals hamsters of vliegen te animeren. Beide
technieken werken op een beperkt aantal types van invoer videos. Deze thesis intro-
duceert twee video gebaseerde animatie en synthese technieken die gericht zijn op
videos die verschillende soorten onderwerpen bevatten.

Allereerst presenteren we een nieuwe techniek om videos die auto-verkeer vi-
sualiseren te synthetiseren. Vertrekkende van een invoer verkeers-video kunnen we
een verkeers-scene reproduceren vanuit hetzelfde standpunt, waarin de configuratie
en de trajecten van de voertuigen gewijzigd zijn door de gebruiker. De belangrijkste
applicatie van deze techniek bevindt zich in het valideren en trainen van camera-
gebaseerde verkeers-analyse systemen, bijvoorbeeld ongevallen of file detectie.

Ten tweede introduceren we een nieuwe aanpak voor de Video Sprites tech-
niek, waarbij gearticuleerde onderwerpen zoals dieren en mensen geanimeerd kunnen
worden. Gearticuleerde onderwerpen bezitten namelijk een onderliggende skelet-
structuur. We buiten dit gegeven uit in ons algoritme door gebruik te maken van
een 2D skelet-voorstelling in plaats van de visuele voorstelling van het onderwerp
in kwestie. Wanneer we beschikken over een gewenste doel-animatie, gedefinieerd
door een opeenvolging van skeletten, gaan we op zoek naar de invoer frames die hier
het best mee overeenkomen en ordenen we deze frames op zulk een manier dat het
gegeven onderwerp de gewenste beweging uitvoert.

Wanneer enkel de gegeven invoer frames gebruikt worden om nieuwe anima-
ties te bekomen, worden zowel de kwaliteit als de verscheidenheid van de resultaten
gelimiteerd door de diversiteit van de invoer data. Om de hoeveelheid beschikbare
invoer data uit te breiden, introduceren we een techniek die het mogelijk maakt om
nieuwe poses te creéren door invoer afbeeldingen te synthetiseren. Reeds bestaande
aanpakken vervormen meestal één enkel beeld, wat regelmatig resulteert in een beeld
dat fouten vertoont, voornamelijk door zichtbare artefacten in textuur en belichting.
We presenteren een nieuwe beeld-gebaseerde pose-synthese techniek die details in
textuur accuraat reconstrueert door informatie van verschillende foto’s te combine-
ren. Gegeven een 2D pose die door de gebruiker wordt aangegeven als de gewenste
pose, voegt onze oplossing verschillende delen van de invoer foto’s samen op zulk
een manier dat het resultaat overeenkomt met deze pose, enkel gebruik makend van
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2D operaties. We illustreren hoe nieuwe poses gegenereerd kunnen worden met be-
hulp van slechts enkele voorbeeld afbeeldingen en dit zonder dat er een grote mate
aan gebruikers-interactie verwacht wordt. De combinatie van deze techniek met het
eerder vermeldde Articulated Video Sprites algoritme verzekert een groot en divers
aanbod aan mogelijke poses om het gefilmde onderwerp mee te animeren.

\Voor de finale contributie van deze uiteenzetting nemen we een zijstap van de
animatie algoritmes en bespreken we het Augmented Panoramic Video videobewer-
king en “mosaicing’ systeem. We mikken hierbij op een veel voorkomend type van
video sequenties, waarbij de cameraman een scéne en terwijl de camera roteert om
z0 een panorama te registreren en mogelijks inzoomt naar specifieke gebieden die
dynamische onderwerpen kunnen bevatten zoals mensen of dieren. We willen zulke
videosequenties hertonen en manipuleren op een betekenisvolle manier en presente-
ren een techniek die de gebruiker controle geeft over zowel de beweging als het ge-
zichtsveld van de camera. De gepresenteerde resultaten tonen aan dat deze techniek
panorama’s van hoge kwaliteit produceert zonder de zogenaamde parallax effecten of
zichtbare naden of onscherpe gebieden, en terwijl repetitieve dynamische elementen
uit de originele invoer video behoudt.
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