
 

Conclusions 
 

• Normalization reduces the between-run variability. 

 

•The difference between different normalization methods 

is small. No single method performs uniformly best in 

both datasets. 

 

•Different methods perform better in the different 

datasets. 
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 1.    Introduction 
 

• To compare data from LC-MS experiments in a label-

free quantitative setting, one needs to minimize non-

biological differences that affect the measured intensity 

levels. 
 

• Normalization is the process of removing undesirable 

systematic variations. 
 

•In this study, we evaluate the performance of several 

normalization techniques that were developed for 

microarray data when applied to MS data.  

2. Data 
 

• First dataset (Figure 1, left panel)  is composed of LC-

MS runs of a standard sample containing 28 modified 

amino acids measured over three different time blocks, 

i.e., July, September, and October.   
 

• Second dataset (Figure 1, right panel) is a sample of 

the Leishmania parasite BPK282/0 clone 4, which was 

repeatedly measured in two different time periods, i.e., 

July and September 
 

• Clear running time (month) effect in both datasets. 
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Figure 1. Box-whisker plots for the log-intensity before normalization: 

observed mean and variance are different across measurement blocks 

3. Normalization Methods 
 

Global normalization 
 

• Uses a constant adjustment factor to remove the 

between-experiment intensity scale differences. 
 

• Unsuitable if the differences are  intensity-dependent.  
 

Linear baseline normalization (Bolstad et al 2003):  

  

• The baseline is constructed by calculating the median 

intensity for each amino acid/metabolite over all runs.  
 

• The run-specific scaling factor is the ratio of the mean 

baseline intensity to the mean intensity. 
 

Quantile normalization (Bolstad et al 2003): 
 

• The main aim is to make the distribution of measured 

intensities in a set of runs the same. 
 

Cubic splines (Workman et al. 2002, Kohl et al 2011): 
 

• As in quantile normalization, the goal is to obtain a 

similar distribution across runs. 
 

• Baseline run is built by computing the geometric mean 

of the intensities of each metabolites over all runs. 
 

• For normalization, cubic splines regression is 

performed on the log(ratio) – average log(intensity) 

scatter plot between  each run and a reference run. 

Probabilistic quotient normalization (Dieterle et al 2006): 
 

• The quotients of all metabolites in a run to the 

reference metabolite (median) are calculated. 

 

•The scaling factor is the median of the quotients. 
 

Cyclic loess normalization (Cleveland & Devlin 1988, Dudoit et al 2002): 

 

• All pairs of runs are considered. 

 

• Intensity-adjustment obtained by subtracting the 

normalization curve (loess) from the original values. 
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4.1 Standard amino acids 

4. Results 

Figure 2. Box-whisker plots for the log-intensity after  different 

                normalizations  

4.2 Leishmania sample   

Figure 4. Box-whisker plots for the log-intensity after  different 

                 normalizations 

Figure 3.  Line  plot for the log-intensity variance for different amino 

acids across runs before and  after normalization. 

• Normalization (Figure 2) removes the month-effect seen 

in the original data (Figure 1, left panel), 
 

• Mean intensity similar across different runs. 
 

• For the quantile normalization, the distribution of the 

normalized intensity is identical across runs. 

Figure 5.  Line  plot for the log-intensity variance for different amino 

acids across runs before and  after normalization. 

• All normalization methods reduce  the variance of the 

intensities for all amino acids (Figure 5). 
 

• All normalization methods reduce  the variance of the 

intensities for all amino acids (Figure 3). 

 

• Normalization (Figure 4) removes the  month effect 

seen in the original data (Figure 1, right panel). 

• Evaluation of the normalization techniques based on 

descriptive statistics for the distribution of the original 

and transformed data of the two datasets.  

 

• Successful normalization should reduce the between-

run variability, as compared to the original data. 


