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Summary

In most experimental trials, determining the appaip sample size in advance helps in
saving resources. In this report, a simulationstoddetermine whether it is recommended or
not to add extra subjects to future trials are catetl using the information coming from
previous trials. The historical data are from tagtirials that are conducted in order to
determine the palatability of some products andptteéerences of consumers. In these trials,
subjects are measured repeatedly over differergrexpntal conditions (each tasting all the
products) concerning the collection of a respores@able, giving rise to correlated data. For
this type of problem, the use of linear models assg independence among observations
taken from the same subject is not appropriatéhigireport, random effect model that take
the correlation among measurements of the sameacubto account is fitted and used as
input for the simulation study. Since, there argerthan two groups to be compared the type
| error rate increases as the number of comparis@nsases, and to control this a Tukey type
multiple comparison procedure is applied to testnfiean differences. The power of the test
to detect the mean differences via multiple congmeriprocedures is defined differently from
that of a single comparison or testing proceduteer@ are a number of ways to define the
power of the tests to detect mean differences itiipheicomparisons, and in this report, the
complete power is used to define the power.

As a conclusion, it is recommended to add extrgestd to future trials in order to detect

mean differences of certain values with an accéptadowver.

Key word: Linear mixed model, Multiple comparisons, Pow&mulation.
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1. Introduction

1.1. Background

A tasting trial is a tool used to gather informati@mbout the palatability of a product and the
preferences of consumers. It is often used as lddocompanies to compare their brand to
another brand. Tasting trials are also a tool sonest used by companies to develop their
brand or new product. They may be used by a compmepsure consistency, or differences
among products. There are variety of other uses fasting trial, which is often carried out

on the company level by professional tasters, wanehrained to be impartial and valuable
tools in the taste profiling process.

When a tasting trial is used to compare or conpesducts, it is typically performed blind. In

a blind tasting trial, the tasters do not know wihaty are tasting. They are offered samples of
the product in identical presentations and askdaddte and profile the samples. In a double-
blind tasting trial, the people offering the sanspd#so do not know what they are. This is

designed to ensure impartiality, making the endltegotentially more valid.

To run a professional tasting trial, each tastetymcally isolated in a compartment. The
tasters usually wear no perfumes, and their clgtlignlaundered in neutral soaps. This is
intended to minimize interference with the tastingl. Usually a palate cleaner is provided

as well, so that each taster can start fresh vaith ¢aste.

When a company is ready to launch a major prodeleise, tasting trials are very important.
A panel of tasters will ultimately determine therfmlation of the product, by commenting
on flavours they like and do not like. For companiehich want to keep their products

consistent, a panel of trained tasters familiahwlhieir products is crucial.

In most experimental studies, determining the gmpate sample sizes in advance is of great
importance, since it helps in identifying the numbgsubjects that are needed and sufficient
for the study. If the number of subjects in a stislyoo small, the experiment may lack
power to detect important differences (the studyl wasily result in a false negative
conclusion), which would cause a waste of resoui©esthe other hand, the use of too large

number of subjects may also lead to a waste of mdimae and effort. For these reasons a



trial should always consider what number of sulgjegbuld be appropriate to answer the

study question(s) in advance.

The power of a statistical test is the probabilitgt the test will reject the null hypotheses
when it is false (i.e. the probability of not magia false negative decision). The power is in
general a function of the specific model fitted aedt performed, and it depends on the
values of the parameters of interest under treraltive hypotheses. The power is used to
determine the required sample size that is neamlddtect an important difference. When we
have more than two groups in a study and we wamhdke multiple comparisons among

those groups, the power is not defined as easilyig$n a single testing situation, since there

are multiple parameters and null hypotheses (Wed®eter H. et al., 1999).

Calcluting the power of a test beforehand will hadpensure that the sample size is large
enough to the purpose of the test. Otherwise,dbenhay be inconclusive, leading to wasted
resources. The power of a test is influenced bypsamsize, effect size (mean differences),
variability in the sample and significance levdp(a) of the test. Increasing all except the
variability in the sample will lead to increasetime power. In addition to the aforementioned
factors in this report the power is influenced bg humber of products to be tasted and the

corresponding exposures.

This report focuses on sample size calculationgaisting trials, having different products to
be tasted, in order to observe the preferencesrdoners. The sample size calculations are
done based on the information from historical dgaeevious trials). The historical data
consist of measurements taken from the same sahjggeatedly under different conditions
(each subject taking all the products). This letmlsa repeated measures design, so the
performed analysis must take into account the @ia@ nature of the data. To account for
the correlated nature of the data, a mixed effentieh (Laird and Ware, 1982) is applied,

which can be considered as an extension of thsickdinear model.

Using the results on the historical data as in@wimulation study is performed to determine
the appropriate sample sizes for future trials. pheers are computed using the complete
power definition for detecting differences amongltiple comparisons. In this case multiple

comparisons are performed applying Tukey correction

Section 1.2 introduces the objective(s) of thisorefollowed by the description of the data

from the previous trials in section 1.3. The stamigd methodology is presented in section 2,
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and section 3 covers the results obtained in thmulation study. Finally, conclusions are

reported in section 4.
1.2. Objective of the study

Tasting trials are conducted in order to obsereepiteferences of consumers about the tasted
products. These are conducted on 30 subjects astihg all the products an equal number of
times (exposures). The tasting order was randonozedthe subjects. The aim of this report
is to determine whether it is recommended or nartml extra subjects to future trials. In
addition to that recommendation on the possiblelbarmof exposures per subject is provided,

also taking into account the number of productsetdasted in a given trial.
1.3. Data Description

The previous trials inputs for the simulation stadlg repeated measures studies. In each trial
repeated observations are recorded on 30 subiedtstal 17 trials are carried out in order to
identify the palatability of the products and thefprences of consumers. In the trials there
are m products each to be tasted by the subjeetmi&l number of times (exposures). Table
1, presents the trials with the corresponding nundfeproducts and exposures. For each
exposure, the same amount of the products are ¢iveach subject and the amount eaten is
recorded. The amount eaten is the response oésgtfeneasured as a continuous outcome (in
grams). The products are fed to the subjects wsibgtin square design. The preferences are

determined by the amount eaten, i.e. the most gatetuct is the most preferred.

Table 1. Listtahls with the corresponding number

of products amngbosures

Trial Products(m) Exposures(k)
1to 4 2 (A,B) 2
5to 6 2 (A,B) 3
7t012 4 (A,B,C,D) 2
13to 14 4 (A,B,C,D) 3
15t0 16 6 (A,B,C,D,EF) 2
17 6 (A,B,C,D,E,F) 3




2. M ethodol ogy

In many experimental trials, subjects are measugpdatedly over time and under different
experimental conditions regarding the collectionregponse variable, which gives rise to
correlated data. Here, a statistical model whiatdhes the correlated nature of the data for a

continuous response variable is discussed.
2.1. Mixed Models

Mixed effects models are statistical models thabiporate both fixed and random effects. A
factor is said to be fixed if its levels in the dyurepresent all levels of interest of the factor,
or at least all levels that are important for iefere. Therefore, the factors are selected with
the purpose of comparing the effects of the let@ksach other. On the other hand a factor is
said to be random if the levels of the factor ie 8tudy can be viewed as random sample
from a population of factor levels. Mixed modelkelmany other statistical models, describe
the relationship between a response variable (permtkent variable) and one or more

independent variables that are measured or obsateedside the response.

In this study, there are two factors: one fixec (timoducts to be tasted) and one random (the
subject), and a corresponding continuous respoasdable is the amount eaten. The linear
mixed model (LMM) is chosen for this analysis. g} be the continuous response variable

for thej™ subject tasting th&" product at"

occasion (exposures). The corresponding LMM
for the trials is given by (Laird and Ware, 1982):

Yiji=u+t +y; +gj, i=12,..m; j=1,...n;1=1,2,..K (2)
Where, [ is the overall mean,is the effect of the™ level producty; is the random effect
for thej™ subject (/j~N(O,o$ )) andg;; is the random error terna;{; ~N(O, 02)). They; and
&j are independent. For further reading on repeategisares with multiple replications per
cell, refer to M. Mushfiqur Rashid and Ansuman Badd997). The indicesandl in (1) can
range from 1 to respectively 2,4, or 6 and 2 aac®ording to the number of products and of

exposures.



2.2. M ultiple Comparisons

When there are more than two groups to be compaeed,to the classical F test that detects
whether there is a significant difference amongftiogor level means, it is often of interest to
perform tests to detect which groups are differétiltiple comparison procedures are
methods that allow us to compare the different gsoand to detect which differences exist.
The global type | error (the probability of rejexgithe global null hypothesis when it is true)
increases when performing multiple comparisons estst simultaneously, at a given
significance level. In particular, the actual glbeanificance level is not controlled at the
nominal value, and it increases as the number ofpapisons increases. The global type |
error for multiple comparisons is known as familigeverror rate (FWER). There are a lot of
multiple comparisons techniques which are desidgoaxntrol the family wise error rate at a
certain nominal level. Among them the Tukey muéiglomparison procedure is a standard
choice when interest is on all pair wise compaigsdvoreover, when the sample sizes per

group are equal, the method controls the FWER agxant way.

In this study the sample sizes per group are equdl the interest is on all pairwise
comparisons. Therefore, the Tukey multiple comparigrocedure, that uses the studentized
range distribution to control the family wise errate, is applied here. For more information
on multiple comparison procedures, refer to Hochlaerxd Tamhane (1987).

2.3. Power

In single comparison or testing situations the powealefined as the probability of rejecting
the null hypotheses when it is actually false. Wiwenperform multiple comparisons, we are
faced with a number of null hypotheses. In thisecthe definition of power for a single test
becomes too restrictive, and we need an extensiodeal with the multiplicity of the
problem. The definition of power will now depend tre number of false null hypotheses
that we need to reject. The definitions include éiédl, Peter H. et al., 1999):

Complete Power is the probability that the test will reject allda null hypotheses (to reject
the null hypotheses all tests related to a comparnisder the alternative hypotheses should
be significant).

Minimal Power is the probability that the test will reject atdeane false null hypotheses.
Individual Power is the probability to reject a particular (singhelll hypotheses that is false.

Proportional Power is the average proportion of false nulls thatrajected.



As mentioned earlier the interest is on all paiem®mparisons of the means. These means
the comparisons consist of all tests of the form:

Hoy: i -1y =0 versusHy;: pu; -pyr 20 =1,2,...m;1=12,..k) (2)
The global null and alternative hypotheses forateplete power can be formulated from (2)
as follows:

Hy: Uity Hoy versus Hyp: N2y Hyy (3)
The indicesi andl in (2) and (3) can range from 1 to respectively, Zar 6 and 2 or 3,
according to the number of products and of expasurbe hypotheses involves testing the
union of the the global null hypothesel,() against the intersection of the alternative
hypothesesHy;).

In this report the Tukey multiple comparison pragedis used to perform all pairwise
comparisons and a family of pairwise comparisongassidered as significant, if every
pairwise comparison in the family is significant. dther words the global null hypotheses
(Hy;) is rejected if alHy;; are significant. Therefore, in this report the pows defined as a

complete power.
2.4. Smulation Study

In order to run the simulation, for determining egpiate sample sizes for future trials, data
generation is a crucial step. The data generasigeiformed based on the formulation of (1).
To obtain the inputs for the data generation, §ljitted using the Imer function in the R
software on all 17 trials. For each trial, the nge#or the different products and the variances
(error and random subject) are obtained from thdehestimates. The mean differences that
needs to be recognized in future trials with areptable power (above 80%) are given by the
field experts, and range between 2.5 to 15 g.

The previous trials are conducted on 30 subjecid, a8 mentioned earlier, the aim of this
study is to determine whether it is recommendabladd extra subjects to future trials. The
company is willing to add up to 25 extra subjecehde, sample sizes considered in the
simulation range from 30 to 55 for each trial.

In order to generate the data using the formulatiorfl), overall mean, product effects
(which represent the mean differences), randomestsbeffects (the same for all observation

coming from the same subject) and random error temique for each observation) are



required. Before discussing how to obtain theseaired values, one thing to notice is that the

data generation is performed for each of the sixipcts by exposure combination (Table 1).

For the simulation, the overall means for each doatlon are obtained as an average of the
estimated means for all the products, but theléastis, B, D and F, respectively, in the case
of 2,4 and 6 tasted products. Then the means dagtgroducts (B, D and F) excluded from
the computation of the overall means for each caatln are built as the overall mean plus
the differences (2.5 to 15 g), while the other meid means are taken equal to the overall
mean. Hence, the mean differences are betweenasiteptoducts (B, D and F) and the
previous ones, and not among the previous prodhetsselves. The means of the random
error and random subject variances for each cormibmdrom the corresponding trials are
used to generate the random error terms and ramsldijects effect from the normal
distribution with mean zero and corresponding vares respectively.

Table 2, presents values for the overall meansvami@nces used to generate the random
error terms and random subjects effect that ard asean input for the simulation study in
their corresponding product-by-exposure combinatitedues of the mean differences range
from 25 gto 15 g by 2.5g (i.e. 2.5, 5, 7.5, 18,5 and 15 g) and the sample sizes range
from 30 to 55 by 5 (i.e. 30, 35, 40, 45, 50 andsbbjects) for each product-by-exposure
combination. Finally, the data are generated, fmheproduct-by-exposure combination, by
changing the mean differences for every single $ausipe. In addition to this in order to see
the effects of the variances, the data generasomepeated by reducing the estimated

variances to half and double respectively.

Table 2. Inputs for data getierawith the corresponding combinations

Products(m) Exposures(k) Means o o>
2 2 87 20 68
2 3 85 24 68
4 2 90 40 102
4 3 84 34 97
6 2 89 91 177
6 3 90 87 160




After the data are generated a LMM is fitted, asni@ated in (1) using the Imer function,
and the Tukey multiple comparison procedure isgreréd using the glht function in the R
software. Finally, the powers are estimated, utiiegcomplete power definition to determine

appropriate sample sizes for future trials. Forrgwngle combination 1000 data sets are
simulated.



3. Resaults

3.1. Results of the Simulation Study

In this section the results of the simulation stfimlyeach product-by-exposure combination
are presented and described. In this paper powsesned to detect the significant mean
differences are classified as either insufficiebel¢w 80%) or acceptable (above 80%).
Insufficient powers are not used to determine sangptes for future trials. Since, would
cause a waste of resources. The sample sizestarended based on acceptable powers ( 80

to 90%) since, higher powers could also cause wHdstsources.

Figure 1, displays the power estimates as the sasip¢ increases, for the different variances
(halved, estimated and doubled) respectively,Herdombination Product=2 and Exposure=2
and the plots reveal that, when half of the esethatariances are used, an acceptable power
of about 80% to detect a mean difference of dgd$reached with the sample size of about
45 subjects. For almost all the remaining higheamdifferences, the complete powers are
estimated as 100% for every sample size. This @&escthat in all the simulation runs the
tests detect the mean differences. Instead, wherestimated variances are used, with an
acceptable power of about 90%, a mean differenad=6fg is detected for a sample size of
about 30. The powers obtained are insufficientetect a mean difference of d=2.5 g. When
the estimated variances are doubled, the powelssu#icient to detect a mean difference of
d=2.5 g, but for a mean difference of d=5 g, areptable power of about 80% is reached for

a sample size of about 45 subjects.
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Figure1: Power by sample size for Product= 2 and Expes@revith d= mean differences
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Results for the combination Product=2 and Expostirare displayed in Figure 2. They

reveal that, when the estimated variances andoh#iem are used, with an acceptable power
of about 80% a mean difference of d=2.5 g is detkfdr sample sizes of about 55 and 30
subjects respectively. Instead, when the estimaaednces are doubled an acceptable power
of about 80% to detect a mean difference of d=5 gached for a sample size of about 30,

while to detect a mean difference of d=2.5 g, thegrs obtained are insufficient.
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Figure 3, displays the results for the combinatbProduct=4 and Exposure=2. They reveal
that, when half of the estimated variances are,usedetect a mean difference of d=5 g, an
acceptable power of about 90% is reached for a keassipe of about 35 subjects. The
obtained powers are insufficient to detect a maéferdnce of d=2.5 g. Instead, when the
estimated variances are used, an acceptable pdwbioat 80% to detect a mean difference
of d=7.5 g is obtained for a sample size of ab@usibjects. Powers obtained are insufficient

to detect the remaining lower mean differences.tllng the estimated variances results in




reaching an acceptable power of about 80% to detenkean difference of d=10 g for a
sample size of about 35 subjects. Obtained powersnaufficient to detect the remaining

lower mean differences.
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Figure 4: Power by sample size for Product= 4 arploBure= 3 with d= mean differences
(Top left= halved, Top right= estimated varianced Bottom = doubled)

Let us look at results of the combination Producéndl Exposure=3 displayed in Figure 4.
When the estimated variances reduce to, tfadf obtained powers are insufficient to detect a
mean difference of d=2.5 g. Results for the estimated variances indicaté thanean
difference of d=5 g can be detected with an actépiaower of about 80% for a sample size
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of about 40 subjects, while to detect a mean diffee of d=2.5 g, powers obtained are
insufficient for any of the sample sizes. Insteatien the estimated variances are doubled,
only a mean difference of d=7.5 g is detected withacceptable power of about 80% for a
sample size of about 35 subjects, and all the mnglower mean differences are detected

with insufficient powers.
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Figure5: Power by sample size for Product= 6 and Expes@revith d= mean differences
(Top left= halved, Top right= estimated varianced Bottom = doubled)

Results of the combination Product=6 and Exposuseedlisplayed in Figure 5. They reveal
that, reducing the estimated variances to halfj]dda the detection of a mean difference of
d=7.5 g, with an acceptable power of about 90%afsample size of about 35 subjects, while
all the remaining lower mean differences are deteetith insufficient powers. The use of

estimated variances leads to the detection of anrdeéference of d=10 g with an acceptable
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power of about 80% for a sample size of about 3gjests, while all the remaining lower

mean differences are detected with insufficient @@winstead, when the estimated variances

are doubled, an acceptable powers of about 80%98#f@d are reached to detect the mean

differences of d=12.5 g and d=15 g respectivelyhvdample sizes of about 45 and 35

subjects. Insufficient powers are reached to detiethe remaining lower mean differences.

Power

Power

1.0

00 02 04 06 038

00 02 04 06 08 10

d=2.5
d=5

d=7.5
— d=10

d=12.
06— ——o—OT==97=15
I I I I I I
30 35 40 45 50 55

it

Sample size

—6---'0----'6----0-----6----8
"’o-'--
e
- 0
'v-
° c O ,d=25
- "0‘"’0' d=5
SR o d=75
4 .7 -0 d=10
N L9128
_0::::8:::::8::::8:?:0-.9(1?1-5.0

Sample size

1.0

00 02 04 06 038

B==8--0--8--g -
—J—
E’/’E’
Pd
P d
or
o= =25
|~ ed5
_ 8o d=75
- =0~ (=10
o~ d=12.5
u———n——-n——ﬂ——E-d:—lin

I I I I I I
30 35 40 45 50 55

Sample size

Figure 6: Power by sample size #@roduct= 6 and Exposure= 3 with d= mean differences

(Top left= halved, Top right= estimated varianced Bottom = doubled)

Results regarding the combination of Product=6 Exposure=3 displayed in Figure 6. They

reveal that, when half of the estimated variancesuaed, to detect a mean difference of d=5

g an acceptable power of about 80% is reached $angle size of about 45 subjects, while
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obtained powers are insufficient to detect a meiffierdnce of d=2.5 g. When estimated
variances are used, an acceptable power of abéttt@@etect a mean difference of d=7.5 g
is obtained for a sample size of about 40 subjedtde powers obtained are insufficient to
detect the mean differences of d=2.5 g and d=5r@llff, when the estimated variances are
doubled a mean difference of d=10 g is detectel aitacceptable power of about 80% for a
sample size of about 45 subjects, and also an tddegpower of about 90% is obtained for a
sample size of about 30 subjects to detect a mé&remce of d=12.5 g. The powers
obtained are insufficient to detect all the remragniower mean differences.
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4. Discussion and Conclusions

In this section the results of the simulation stutigt are presented in section 3, are used as a
basis to give concluding remarks for future tristhsorder to see the effect of variances on the
sample size determination, as mentioned earliémated variances are reduced to half and
doubled. Results showed that, despite, the simpitavers obtained in each combination, in
general, as the variances increase the appromé@ple sizes required to detect the mean
differences also increase, which means that, molgests are needed as the variances

increase.

The recommended sample sizes based on the sinmuktidy are summarized using tables
for each product-by-exposure combination. TableT8ble 4 and Table 5, displays the
required sample sizes for future trials, to detbet corresponding mean differences in each

product-by-exposure combination for the differeati@nces.

Table 3. Recommended sampglessiith the corresponding

mean differences for half sfimated variances

Products(m) Exposures(k) differences(d) Samplesizes

2 2 2.5 45
2 3 2.5 30
4 2 7.5 35
4 3 - -

6 2 10 35
6 3 5 45

Table 4. Recommended sampkssiath the corresponding

mean differences for estimatadances

Products(m) Exposures(k) differences(d) Samplesizes

2 2 5 30
2 3 2.5 55
4 2 7.5 30
4 3 10 40
6 2 10 35
6 3 7.5 40
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Table 5. Recommended sampkssigth the corresponding

mean differences for doublstineated variances

Products(m) Exposures(k) differences(d) Samplesizes

2 2 5 45
2 3 5 30
4 2 10 35
4 3 7.5 35
6 2 12.5& 15 45 & 35
6 3 10 & 125 45 &30

From the results of the simulation study, regaslle§ similar powers obtained to detect
some of the mean differences in each combinatrogeheral, powers decrease as the number
of tasted products increase, which means thaheasumber of tasted products increase more
subjects are needed to detect the mean differeklrdike the number of products tasted,
powers increase as the exposure increases, tlaat tise exposure increase fewer subjects are

needed.

The conclusions given on the number of tasted mtsdand exposures might be influenced
by the change in values of the variances in eadhbgmtion. That is, in each combination
the variances are different and increase with tinaber of tasted products and exposures
(Table 1). In order to clear this suspicion, thedation study were repeated, using equal
values for the overall mean and variances in eaatbmation as an input. The overall mean
and variances are obtained by computing the respeaverages in Table 1. Results are
displayed in appendix; shows that, powers decraasthe number of products to be tasted
increase, and powers increase as the number ofergmincrease. That is, more subjects are
needed, when the number of products to be tastzease and less subjects are required,

when the exposures increase.

As recommendation, if the interest is in detectligor some of the mean differences that are
not detected with an acceptable power with a rarigeample sizes considered in this study,
then the possibility of adding more subjects (tB&hshould be looked at.
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Appendix

Appendix A: Figures (Based on equall means and variancesfor each combination)
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Figure 7: Power by sample size for Product= 2 axploBure= 2 withd= mean differences
(Top left= halved, Top right= estimated varianced Bottom = doubled)
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Figure 8: Power by sample size for Product= 2 arploBure= 3 with d= mean differences
(Top left= halved, Top right= estimated varianced Bottom = doubled)
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Figure9: Power by sample size for Product= 4 and Expes@revith d= mean differences
(Top left= halved, Top right= estimated varianced Bottom = doubled)
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Figure10: Power by sample size for Product= 4 and Exmes@rwith d= mean differences

(Top left= halved, Top right= estimated varianced Bottom = doubled)
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Figurell: Power by sample size for Product= 6 and Exmss@rwith d= mean differences
(Top left= halved, Top right= estimated varianced Bottom = doubled)
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Figure12: Power by sample size for Product= 6 and Exmes@rwith d= mean differences

(Top left= halved, Top right= estimated varianced Bottom = doubled)
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Appendix B: R Simulation code

###partial code for the simulation study####

require(multcomp)
library(Ime4)
generate_data = function(
n # number of units
, asim # number of simulation
, t # number of exposure
, d # mean difference
, Mu # population intercept
, Sigma_s # sd of subject effect
, Sigma_e # sd of residual
, I # number of product
i
### creating the effect size for two products####
p = rep(c("A","B"),t*n)
f=c()
for (i in 1:length( p)X{

if(p[i] =="B") {
fli]<- d
lelse {
flijl<- O
}}
### creating the effect size for four products#####
p =rep(c("A","B","C","D"),t*n)
f=c()
for (i in L:length(p)X{
if(p[i] =="D") {
fli]<- d
lelse {
flij<- O
}
}

### creating the effect size for six products#####
p =rep(c("A","B","c","D","E","F"),t*n)
f=c()
for (i in 1:length(p){
if(p[i] =="F") {
fli]<- d
}else {
flij<- O
}
}
### creating store that save p values for twalpcts##
Pv=rep(NA,asim)
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### creating store that save p values for more tivarproducts##
pv=rep(c(NA),asim)

#for loop for creating data sets for all prodéetist

for(i in 1:asim)

set.seed(i)

rs <- rnorm(n, 0, Sigma_s)

rr <- rnorm(r*t*n, 0, Sigma_e)
# data generation format for two products#

dta <- within(expand.grid(Product=c('A','B'yl§ect= 1:n , Exposure = 1:t), Eat <- mu + f
+ rs[Subject] + rr)
# data generation format for four products#
dta <- within(expand.grid(Product=c('A','B','C'JD5ubject= 1:n , Exposure = 1:t), Eat <- mu
+f + rs[Subject] + rr)
# data generation format for six products#
dta <- within(expand.grid(Product=c('A','B','C','B','F'), Subject= 1:n , Exposure = 1:t), Eat
<-mu +f + rs[Subject] + rr)

# mixed model#
newdata.model= Imer(Eat ~ Product + (1|Subjeletia=newdata)
# multiple comparisons#
pva <-summary(glht(newdata.model,linfct=mcpRrct="Tukey")))
# extracting p values of the tests for two prodits
Pv[i] <- pva$test$pvalues[1]
# extracting p values of the tests for four prag##
pv[i]= list(c(pva$test$pvalues[3] , pvastestdp\ed[b] , pvastestSpvalues[6]))
# extracting p values of the tests for six prodigts
pv[il= list(c(pva$test$pvalues[5] , pvastestdp\ed[f] , pvastest$pvalues[12],
pvas$test$pvalues[14] , pvastest$pvalues[15]))

return( Pv)

}
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