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Abstract 
The interactive capabilities of public interactive systems 
are often not fully exploited, as users often feel 
uncomfortable to interact with them as they may feel 
observed by bystanders while interacting. In some 
contexts, users would like to perform private and 
inconspicuous interactions with these systems. 
Performing expressive gestures in the public or using a 
mobile phone in front of a screen is a clear indicator for 
others that one wants to interact with the system. In 
this paper, we explore how systems can leverage the 
respiration rate and the heartbeat of a user to allow 
inconspicuous interactions with interactive screens and 
with mobile devices in the public. We present a system, 
which implements the idea of the “rotating compass” 
using the heartbeat of a user to access personal 
information from a public screen. In addition, we show 
how respiration can be used to interact with a mobile 
device in an inconspicuous way in public settings. 
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Introduction & Motivation 
In the area of human-computer interaction (HCI) a 
large set of different modalities have been explored, 
that allow users to interact with numerous digital 
systems. Nowadays, most public installation use 
“touch” as the main modality to establish interaction 
between users and the system. The main limitation 
here is that users have to closely approach the screen 
and stand in front of it while interacting. Prante et al. 
[6] proposed different interaction zones for interacting 
with large public displays (Cell Interaction Zone, 
Notification Zone, and Ambient Zone). Later, Vogel et 
al. [12] extend this framework for sharable, interactive 
public ambient displays. Vogel defined four interaction 
phases, facilitating transitions from implicit to explicit 
interaction and from public to personal interaction 
(personal interaction zone, subtle interaction zone, 
implicit interaction zone and ambient zone) [3]. To 
allow interactions outside the personal interaction zone 
(as defined by Vogel) we have seen various novel 
gesture-based systems [1,2] or speech-based [5] 
systems to interact with public screens [3]. Mobile or 
secondary devices are also frequently used to engage 
users with interactive systems in public spaces [3]. 
Most of the approaches have in common, that people 
that are not interacting with the system can easily 
observe users interacting with a public interactive 
system making private interaction with public screens 
quite hard. This could lead to uncomfortable situations 
or social stress.  

We believe that “biosignals” (as defined as all kinds of 
signals that can be (continually) measured or 
monitored from human beings) offer an elegant way to 
provide a modality that empower users to safeguard 
their privacy while not infringing on norms of social 
acceptance. Biosignals are “always on” (they deliver a 
constant or periodic signal) and nobody would suspect 
somebody interacting with a digital device when simply 
breathing in or out (see figure 1 and figure 2).  

Related Work 
Researchers also exploited the use of different kind of 
“biosignals” for interaction. For example, Stellmacher et 
al. [9] explored the combination of gaze- and head-
directed input in combination with mobile devices for 
additional manual touch control. Earlier work by 
Santella et al. [8] show how Gaze-based interaction can 
support tasks like photo cropping. Miyauchi et al. [4] 
used the Kinect to develop a tongue tracking device to 
control a computer. This system has been used as a 
tongue training system for children with down 
syndrome, but also could be used by other people in 
different contexts. Recently the Nymi wristband device 
(http://www.getnymi.com/) was featured in various 
blogs and media. This wristband allows one to 
authenticate with digital system identity by matching 
the overall shape of the user’s heartwave against a 
stored pattern of the user. We believe that with the rise 
of Google Glass, we will also see more systems that can 
be controlled with just a “blink of an eye”. Tan et al. 
[10] show in general how visual feedback on biosignals 
of a user can support video-mediated Collaboration. 
More similar to our approach Tennent et al. [11] 
modified a first person shooter and made aiming of the 
gun be perturbed by breathing (meaning that to shoot 
straight, you have to time breathing with shots, or hold 

 

Figure 1: A user looking for a specific 
flight on a large public display. We used 
the idea of the “rotating compass” in 
combination with the heartbeat of the 
user to sycn private and public 
information. Ones pulse can be obtain 
with hand gestures, that cannot easily be 
detected by bypassers as shown in a and 
b. 

 

Figure 2: A user zooming in and out a 
map using his or her respiration rate.  



  

 

your breath). In contrast to related work, where the 
respiration rate or the heartbeat was mainly used to 
acquire additional information about a user's affective 
state, we use them as a modality to interact with an 
interactive system. In the reminder, we present two 
concepts and early working prototypes that allow 
various forms of inconspicuous interactions in public 
places.  

“Listen to your heart” Synchronized 
information displays by using ones 
heartbeat 
Rukzio et al. [7] presented the initial idea of the 
“rotating compass”: On a public screen different pieces 
of information, e.g. a rotating compass needle, are 
shown. The core idea is that a user synchronizes his 
private mobile device with the screen and gets a 
private cue, e.g. his mobile phone vibrates in 
synchronization with the indicated direction of the 
compass needle on the public screen. This has the 
benefit that multiple users can use the public screen to 
access their information. Rather using the vibration of 
the mobile device, which still can be heard by nearby 
bypassers, we use the beat of the users heart to sync 
the cue with the information shown on the public 
screen. Assume a situation that a person stands in front 
of a public screen with multiple blinking messages. He 
checks his own pulse and search a message that blinks 
synchronized (e.g. on every 2nd heartbeat) with his 
heartbeat. As the phase and frequency of the beat is 
unique, users could acquire personalized information 
while preserving their privacy (as touching ones own 
arm, is quite common). By changing the phase and 
frequency of the blinking according to a person’s 
heartbeat, one can easily identify his or her private 

messages on the public screen. This first envisioned 
interaction technique is visualized in figure 1.  

“Every breath you take” Using respiration 
for coarse or multimodal interactions  
Similar to the work of Stellmacher et al. [9], we have 
prototyped a second novel interaction concept using the 
respiration of a user to interact with a system. 
Respiration is one of the different modalities that 
people are able to easily control and even to steer 
multiple parameters, e.g. timing and how deep they 
breathe in. Of course, similar to the first interaction 
concept, one needs to assure, that accidental use is 
prohibited (know as the Midas touch problem). Using 
multi-modal interaction, one could easily overcome this 
limitation (e.g. breathing in combination with touch or 
gaze input). In this section, we propose an interaction 
concept using the respiration (rate) of a user. Basically, 
respiration can be used as a two-way (e.g. breathe 
in/out) input method or as a continuous input method 
(e.g. changing intensity). These characteristics can be 
easily mapped to a zoom in/out function in a map 
application on a mobile device.  For example, “breathe 
in” is mapped into “zoom in” and vise versa. A user can 
zoom in/out the map on a smartphone display by 
simply breathing in or out. This can be combined with a 
touch gesture to indicate the zoom center as shown in 
figure 2. In our proposed system, respiration is mapped 
to zooming action, while a touch fixes the position of 
the center of zooming. Then, users can easily control 
the amount of zooming while fixing the center, by 
changing the duration of their respiration-rate or 
intensity. One could also think of various other 
interaction techniques, e.g. “blowing away a notification 
message” and similar interactions that are triggered by 
the respiration rate of the user.  

 

Figure 3: The Zephyr BioHarness™ 3 
and our software in use by a user. 
Normally the device is worn under 
ones clothes.  



  

 

Implementation  
We already implemented a first prototype that to 
demonstrate the proposed interactions. We used a 
Zephyr BioHarness™ 3 to prototype our envisioned 
interaction concepts. It is a compact wearable 
physiological monitoring module that enables capturing 
and transmitting of comprehensive physiological data of 
a user via Bluetooth. It senses acceleration (50Hz), 
Breathing rate (1Hz), Heart rate (1Hz). The Figure 4 
shows the BioHarness and our developed software. The 
graph and the size of the gray circle in the center of the 
display shows the wearer’s state of breathing. Our 
interface software can be easily used to prototype 
different interactions with public screens and mobile 
devices. 

Conclusion & Future Work 
In this position paper we presented two novel 
interaction concepts for inconspicuous interaction in 
public spaces. We hope that this work, that already 
exists as a prototype, can stimulate discussions at the 
workshop. In the future, we plan to further improve our 
prototype and we are planning to conduct first studies 
to get more insights how usable such a technique 
would be in the future. We may have some early 
results ready to present at the CHI workshop.  
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