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Abstract

Background: Health-related quality of life (HRQoL) is an important outcome parameter in clinical trial

and epidemiological research to support policy decision making or to monitor population health. With

scarce resources for the provision of health care, choices have to be made about how those resources

are allocated. The impact on the HRQoL of the population should be an important consideration when

these choices are made. The aim of this study was to identify background characteristics of children,

adults and elderly that are important in determining the HRQoL of these 3 age groups; to model HRQoL

as a function of these covariates and to investigate if HRQoLis more alike in members from the same

household.

Methodology: Statistical models were applied on two datasets: one sampleof individuals belonging to

one of three age groups (children, adults or elderly), another sample of households, with information

of all members of each household. HRQoL was measured in two different ways, resulting in a VAS

and EQ-5D score for each individual. Regression tree, random forest, lasso and elastic net were used

to identify possibly important background characteristics. Thereafter, the relationships between the two

HRQoL responses and these factors were modeled using beta regression, one-inflated beta regression

and beta GLMM, for separated and joint responses.

Results and Conclusions:Age was significantly associated with both responses in all age groups. Girls

and children who had experienced serious disease had significantly lower EQ5D scores. The effect of

the number of persons in the household on the probability to be in perfect health is different for girls than

for boys. If not in perfect health, adults who had experienced serious disease and adult who had primary

and vocational level of education had significantly lower EQ5D scores. Having one or more domestic

animal, VAS score increases more in adults. For elderly who had history of smoking (quit smoking) and

for those not smoking, EQ5D score is higher than for activelysmoking elderly. Elderly who had experi-

enced serious disease, and elderly with primary and vocational level of education are estimated to have

significantly lower VAS scores. It was found that individuals from the same household had EQ5D health

scores more similar to each other than to any person from a random household. Significant association

between the health scores of EQ5D and VAS was present.

Keywords: Beta regression, Generalized linear mixed model, Health-related quality of life, One-inflated

beta regression.
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Chapter 1

Introduction
1.1 Background

Health-related quality of life (HRQoL) is an important outcome parameter in clinical trial and epidemi-

ological research to support policy decision making or to monitor population health (Hunger et al.,

2012). With scarce resources for the provision of health care, choices have to be made about how those

resources are allocated. The impact on the HRQoL of the population should be an important consider-

ation when these choices are made (Dolan, 1997). HRQoL measures have been widely used in health

research in recent years and have been the endpoint in many clinical studies. The widespread use of

HRQoL measures reflects the recognition that many treatments for chronic diseases fail in providing a

cure, and therefore, the benefits of therapy may be limited. In some circumstances, the clinical thera-

peutic benefits may be outweighed by HRQoL considerations (Santana and Feeny, 2008).

HRQoL is a multidimensional concept referring to how peopleperceive aspects of their lives that

relate to their health (Alsén, 2009), whereas Quality of Life (QoL) has a broader concept and is re-

lated to individuals’ perceptions of their position in all areas of life. Therefore, HRQoL rests on both the

concept of health and the concept of QoL (WHOQOL, 1998). There is no single and accepted defini-

tion of HRQoL, but a consensus that assessments should include perceptions of general health, physical

functioning, physical symptoms, emotional functioning, cognitive functioning, role functioning, social

well-being and functioning, sexual functioning and existential issues (Alsén, 2009; Guyatt, 1993; Guyatt

et al. 1993).

As Dominick et al., 2002 and DeSalvo et al., 2006 said, "HRQoLquestions about perceived physical

and mental health and function have become an important component of health surveillance and are

generally considered valid indicators of service needs andintervention outcomes. Self-assessed health

status also proved to be more powerful predictor of mortality and morbidity than many objective mea-

sures of health". HRQoL measures make it possible to demonstrate scientifically the impact of health

on quality of life, going well beyond the old paradigm that was limited to what can be seen under a

microscope.

1



1.2. TYPES OF HRQOL MEASURES CHAPTER 1. INTRODUCTION

1.2 Types of HRQoL measures
There are a large number of measures that differ in the range of health dimensions that they cover.

Preference-based measuresgive scores on scale from 0.00 (dead) to 1.00 (perfect health) and, unlike

generic profiles, are able to integrate morbidity and mortality. There are two types of preference-based

measures: direct and multi-attribute.

Direct preference-based measuresassess the preference for a health state. Direct assessments are

typically designed for specific purposes and therefore allow the researcher/individual/analyst to incor-

porate items that are more relevant for the particular population being studied. An advantage of using

the direct preference-based approach is that the patients can be asked to provide global assessments of

the net effect of treatment on their HRQoL. Therefore, HRQoLresponses by the patients capture their

assessments of positive treatment effects and the negativeside effects. The Visual Analogue Scale (VAS)

is a method used for measuring preferences for health outcomes. Death may be the worst health state

(equals to zero) and placed at the bottom of the scale and, perfect health (equals to 100) may be placed

at the top of the scale (Santana and Feeny, 2008).

Multi-attribute preference instruments describe the health status of a subject using a multi-attribute

health status classification system and using a scoring system to value health status. The EuroQol EQ-5D

(Kind, 1996; Dolan, 1997; Robin and de Charro, 2001) contains five attributes (mobility, self-care, usual

activities, pain or discomfort, and anxiety or depression)with three levels per attribute. Two hundred

forty-three possible health states are generated by the EQ-5D system. The instrument can be translated

to a quality-adjusted life year (QALY) score, which enablescomparisons between different diagnoses

and with the general population. Single index values for each of these health states can be obtained

using scoring functions estimated with time trade off scores. Details of the algorithm to generate the

index are described in detail elsewhere (Dolan, 1997; Cleemput, 2010). Applicable to a wide range

of health conditions and treatments, the QALY score provides a simple descriptive profile and a single

index value for health status that can be used in the clinicaland economic evaluation of health care as

well as in population health surveys (Cheung et al., 2009).

1.3 Objectives
X To determine which socio-demographic characteristics areassociated with HRQoL in the general

population (measured with VAS and EQ-5D), for children, adults and elderly respectively and to

develop a statistical model describing the relationship between these characteristics and their HRQoL

experience;

X To investigate whether HRQoL is more alike within households than between households.

2



Chapter 2

Data Description
2.1 Study design and Sample

A survey on HRQoL was conducted in the general population in Flanders (Belgium) using the standard

EuroQol questionnaire with a Visual Analogue Scale. The survey was conducted in a random sample of

3118 individuals of all ages (886 children [0-12 years], 1868 adults [13-60 years] and 363 elderly [60+

years]). The sample was divided into two subsamples: 1773 (57%) participants belonged to a unique

household (’sample of individuals’) and for 1345 (43%) participants, the information was collected from

all members of the household (’sample of households’). Sample selection was based on random digit

dialing (including mobile phones), with quota for age, gender and province. For province as such, the

geographical distribution of respondents was representative for Flanders. For individuals from the same

household, additional quota were set.

2.2 Description of variables
Using a diary, all participants were asked about their HRQoL(VAS and EQ-5D), general socio-

demographic factors such as: age, gender, if they had experienced serious disease themselves or a mem-

ber of their family, province, number of domestic animals, number of parents in the family, number of

persons in the household and if they filled in the diary on a normal day. Additional questions were asked

to each of the three subgroups: (1) for children: mother’s education; (2) for adults: smoking behaviour,

profession, education level, whether the adults worked/had worked for a health care facility and (3) for

elderly: frequency of alcohol consumption, frequencies bywhich children and grandchildren visited

them, work status, whether the person had worked for a healthcare facility, profession, education level,

smoking behaviour and experience with serious disease by taking care of someone. The height and

weight was only recorded for the 1200 respondents of all respondents grouped in households. A list of

all variables (short name + explanation) can be found in the Appendix (Table A.1).

3



2.2. DESCRIPTION OF VARIABLES CHAPTER 2. DATA DESCRIPTION

.
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Chapter 3

Methodology
3.1 Data management

Removing observations and correcting misspecified values:

One respondent with a negative value of HRQoL EQ5D was removed from the dataset. Although a

negative value of EQ5D is possible, it was chosen not to consider it for this analysis, as it occurs

rarely, especially when measuring HRQoL in the general population. Moreover, participants from three

provinces from Wallonia (’Waals-Brabant’, ’Luik’ and ’Luxemburg’) were removed, as the study fo-

cused on the Flanders provinces and the Brussels capital area. Sixteen participants with age ranging

from 13 to 16 years were wrongly classified as children; one participant aged 21 years and four partic-

ipants aged 60 years were wrongly classified as elderly; seven participants with age ranging from 61

to 74 years were wrongly considered as adults. All those participants were included in the correct age

category.

Body mass index (BMI) was calculated based on the reported height and weight. BMI value was

considered missing if height and/or weight fell far outsidethe normal range for a certain age group.

The average BMI value by age and gender can be found elsewhere(Wilson, 2013; CDC). Specifically,

for 22 children with age ranging from 3 to 6 years the BMI valuewas considered missing, because the

heights of those children were all higher than what is considered normal. Also, one participant aged

one year reported a height of 0.20 meters, which was lower than what is considered normal, and two

participants with ages 38 and 40 reported a weight of 7 kg and 2kg respectively.

Collapsing and scaling variables:

Based on exploratory analysis, variables with many categories were regrouped into fewer meaningful

categories. The variables frequencies with which childrenand grandchildren visited the elderly were

collapsed from 8 to 4 levels; the variable frequency of alcohol consumption was collapsed from 5 to 4

levels; the variables mother’s education and education were collapsed from 9 to 5 levels; and the variable

profession was collapsed from 15 to 4 levels. The BMI variable was scaled, i.e. was subtracted from

the average BMI value for a specific age and gender. As a result, negative values represent persons who

weigh less than average, and positive values represent persons weighing more than average.
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3.2 Variable Selection
In machine learning and statistics, variable selection is the process of selecting a subset of relevant

features for use in model construction. The central assumption when using a variable selection technique

is that the data contain many redundant or irrelevant variables (Guyon and Elisseeff, 2003).

3.2.1 Regression Tree
Morgan and Sonquist (1963) proposed a simple method for fitting trees to predict a quantitative variable.

They called the method Automatic Interaction Detection. The algorithm performs stepwise splitting. It

begins with a single cluster of cases and searches a candidate set of predictor variables for a way to split

this cluster into two clusters. Each predictor is tested forsplitting as follows: sort all the n cases on

the predictor and examine alln − 1 ways to split the cluster in two. For each possible split, compute

the within-cluster sum of squares about the mean of the cluster on the dependent variable. Choose the

best of then− 1 splits to represent the predictor’s contribution. This process is repeated for every other

predictor. For the actual split, choose the predictor and its cut point, which yields the smallest overall

within-cluster sum of squares (Wilkinson, 1992; Hastie et al., 2001). Categorical predictors require

a different approach. Since categories are unordered, all possible splits between categories must be

considered. For deciding on one split of k categories into two groups, this means that2k − 1 possible

split must be considered. Once a split is found, its suitability is measured on the same within-cluster

sum of squares as for a quantitative predictor (Wilkinson, 1992; Ritschard, 2010).

3.2.2 Random Forest
Random forest (RF) for regression is widely used in many research fields for prediction and interpreta-

tion purposes. Their popularity is rooted in several appealing characteristics, such as their ability to deal

with high dimensional data, complex interactions and correlations between variables. Another important

feature is that RF provides variable importance measures that can be used to identify the most important

predictor variables (Hapfelmeier, et al. 2013).

The main idea of the RF is to grow many regression trees to obtain a forest of trees. The goal is to

reduce the correlation between the individual trees by using bootstrapping and a randomized variable

selection method, which results in reduced variance when the trees are aggregated (Melnychuk, 2013).

RF returns several measures of variable importance. The most reliable measure of variable importance

is based on the decrease of classification accuracy when values of a variable in a node of a tree are

permuted randomly (Breiman, 2001; Bureau et al., 2003; Remlinger, 2004). This measure is some-

times reported as such, and sometimes it is reported after scaling it, or dividing by a quantity somewhat

analogous to its standard error.
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3.2.3 Lasso Regression
The lasso is a shrinkage and selection method for regressionmodels, originally applied to OLS re-

gression. The lasso is best described as a constraint on the sum of the absolute values of the model

parameters, where this sum has a specified constant as an upper bound. Compared to OLS parameter

estimates, the estimates obtained using the lasso are generally more accurate and some parameters will

be shrunk towards zero, allowing for better interpretationof the model and identification of those co-

variates most strongly associated with the outcome (Tibshirani, 1996).

The lasso is defined by

β̂lasso = argminβ

{

n
∑

i=1

(yi − xT
i β)

2 + λ

p
∑

j=1

|βj|
}

(3.1)

Hereλ is a complexity parameter that controls the amount of shrinkage. It is chosen such that the mean

squared prediction error is minimum. The lasso solutions have the property that tends to produce some

coefficients to be exactly zero. The tuning parameter may be selected by the user or calculated via

numerous methods including cross-validation. Therefore,lasso is in between subset selection and ridge

regression (Tibshirani, 1996; Wu and Lange, 2008).

3.2.4 Elastic net
The elastic net method overcomes the limitations of the lasso method which uses a penalty function

based on||β||1 =

p
∑

j=1

|βj | (Tibshirani, 1996). Use of this penalty function has several limitations.

Consider the following three scenarios.

(a) In thep > n case, the lasso selects at mostn variables before it saturates. This seems to be a limiting

feature for a variable selection method. Moreover, the lasso is not well defined unless the bound on the

L1-norm of the coefficients is smaller than a certain value.

(b) If there is a group of variables among which the pairwise correlations are very high, then the lasso

tends to select only one variable from the group and does not care which one is selected.

(c) For usualn > p situations, if there are high correlations between predictors, it has been empirically

observed that the prediction performance of the lasso is dominated by ridge regression (Tibshirani,

1996).

Scenarios (a) and (b) make the lasso an inappropriate variable selection method in some situations. To

overcome these limitations, the elastic net adds a quadratic part to the penalty(||β||2), which when used

alone is ridge regression. The estimates from the elastic net method are defined by

β̂ENet = argminβ

{

||y −Xβ||2 + λ2||β||
2 + λ1||β||1

}

(3.2)

where||β||2 =
p
∑

j=1

β2
j , ||β||1 =

p
∑

j=1

|βj|.
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As a result, the elastic net method includes the lasso and ridge regression: in other words, each of

them is a special case whereλ1 = λ, λ2 = 0 or λ1 = 0, λ2 = λ.

Similar to the lasso, the elastic net simultaneously does automatic variable selection and continuous

shrinkage, and it can select groups of correlated variables. The elastic net significantly improves on the

lasso in terms of prediction accuracy (Efron et al., 2004).

These models were estimated in R software (version 3.0.2) using rpart, randomForest, LARSand

elasticnetpackages.

3.3 Beta regression

The beta distribution is a continuous probability distribution defined over the unit interval with density

function

f(y;µ, φ) =
Γ(φ)

Γ(µφ)Γ((1− µ)φ)
yµφ−1(1− y)(1−µ)φ−1 (3.3)

0 < y < 1, whereΓ(.) is the gamma function (Ferrari and Cribari-Neto, 2004). Theparameterµ denotes

the expected value ofy, i.e. E(y) = µ. The parameterφ fulfills the definition of a precision parameter

because for fixedµ the greater the value ofφ, the smaller the variance of the dependent variable. More

specifically,

V ar(y) =
V (µ)

1 + φ

whereV (µ) = µ(1− µ) denotes the "variance function".

In classical beta regression model, as in generalized linear model framework, only the mean parameter

µ of the beta distribution is expressed as a function of covariates, whereas the precision parameterφ is

treated as nuisance.

The extended beta regression model relates both parametersto covariates through distinct linear pre-

dictor (Simas et al., 2010; Smithson and Verkuilen, 2006). This model is also referred to as "double

index regression model" because it contains two regressionparts: one for the mean and one for the pre-

cision. Given observations onn independent beta-distributed random variablesyi (i = 1, · · · , n), the

corresponding parametersµi andφi are linked to linear predictorsηi andζi as follows

g1(µi) = ηi = xT
i β

g2(φi) = ζi = zTi γ

wherexi andzi are p- and q-dimensional vectors of covariates observed along with yi (i = 1, · · · , n),

andβ = (β1, · · · , βp)
T , γ = (γ1, · · · , γq)

T are the vectors of coefficients associated with means and

precision respectively. The functiong1(.) andg2(.) are monotonic link functions, preferably with the

property of mapping the range ofµi (0, 1) andφi (0,∞), respectively to the real line. Suitable candidates

for g1(.) are the logit, probit, complementary log-log, log-log and Cauchy, and forg2(.) the log function

(Cribari-Neto and Zeileis, 2010; Grun et al., 2012).
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The logit link

g1(µi) = log
µi

1− µi

= xT
i β, (3.4)

has the advantage that it provides a straightforward interpretation and is commonly used as the link of

choice, which restrict0 < µ < 1 . The log linkg2(φi) = zTi γ it is used to ensure thatφ is always positive

(Zimprich, 2010; Hunger et al., 2012; Smithson and Verkuilen, 2006).

Typically, the coefficientsβ andγ are estimated by maximum likelihood (ML) and inference is based

on the usual central limit theorem with its associated asymptotic tests (Grun et al., 2012). With the pre-

cision parameterφ being an inverse measure of dispersion, it reflects the idea that theφ is of interest on

its own and that in many situations covariates have an effecton the variation of the dependent variable,

thus involving heteroscedasticity (Smithson and Verkuilen, 2006).

The beta distribution is defined on the open unit interval only. If ones and zeros are observed, these

values need to be transformed in order to fall into the open unit interval (0, 1). This can be achieved by

either minimally compressing the entire range of observed values, or by only transforming the boundary

points to slightly smaller or greater values, respectively(Smithson and Verkuilen, 2006). Alternatively,

it has been suggested to add a small amountǫ to the lower bound, and to subtract the same amount from

the upper bound (Smithson and Verkuilen, 2006; Verkuilen and Smithson, 2012).

Both methods are likely to bias the estimates towards no effect. Verkuilen and Smithson (2012) advised

the use of sensitivity analysis to ensure that the estimatesand inference are not affected by the choice of

ǫ. The latter technique was used in this analysis and as such, bias-correction and bootstrap techniques

were implemented to investigate bias in the outcome.

3.4 One inflated beta regression
Many studies in areas involve data in the form of fractions, rates or proportions that are measured con-

tinuously in the open interval (0, 1). However, frequently the data contain observations at the extremes

(either zero or one). Our focus is on the case where only one ofthe extreme appears in the data (i.e.

many ones). Having this problem, Ospina and Ferrari (2010) proposed a class of model using a mixture

of two distributions: a beta distribution and a degenerate distribution in a known value c, where c equals

one. Under this approach, the probability density functionof the response variable y with respect to the

measure generated by the mixture is given by

f(y;α, µ, φ) =







α, if y=c

(1− α)f(y;µ, φ), if y∈ (0,1)
(3.5)

wheref(y;µ, φ) is the beta density described in 3.3. Note thatα is the probability mass atc and

represents the probability of observing one(c = 1). If c = 1, the density is called a one-inflated beta

distribution (Ospina and Ferrari, 2010).
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The mean of the response and its variance can be written as

E(y) = αc+ (1− α)µ

V ar(y) = (1− α)
µ(1− µ)

φ+ 1
+ α(1− α)(c− µ)2

Note thatE(y) is the weighted average of the mean of the degenerate distribution atc and the mean

of the beta distribution(µ, φ) with weightsα and1 − α. Also, E(y|y ∈ (0, 1)) = µ andV ar(y|y ∈

(0, 1)) = µ(1− µ)/(1 + φ).

A general class of one-inflated beta regression model can be defined as follows. Lety1, · · · , yn be

independent random variables such that eachyt, for t = 1, · · · , n, has probability density function given

in 3.5 with parametersα = αt, µ = νt, andφ = φt. We assume thatαt, νt andφt are defined as

h1(αt) = η1t = f1(vt, ρ)

h2(µt) = η2t = f2(xt, β)
h3(φt) = η3t = f3(zt, γ)

whereρ = (ρ1, · · · , ρp)
T , β = (β1, · · · , βk)

T andγ = (γ1, · · · , γm)
T are vectors of unknown regression

parameters;(p + k + m < n), η1 = (η11, · · · , η1n)
T , η2 = (η21, · · · , η2n)

T andη3 = (η31, · · · , η3n)
T

are predictors vectors; andf1(., .), f2(., .) andf3(., .) are linear or nonlinear twice continuously dif-

ferentiable functions. According to Ospina and Ferrari (2010), the link functionsh1 : (0, 1) → R,

h2 : (0, 1) → R andh3 : (0,∞) → R can be assumed. Forµ andα one may choose logit, probit,

complementary log-log link functions, and forφ is h3(φ) = logφ (log link).

Beta regression and one-inflated beta regression were estimated in R 3.0.2 usingbetaregandgamlss

packages.

3.5 Model selection
Linear predictors for both HRQoL outcomes were implementedusing an extension to polynomials in

order to allow for more functional forms of the responses. Likewise, using fractional polynomials were

preferable under a certain set of the powers,S = {−2,−1,−0.5, 0, 0.5, 1, 2, 3}, because they provide

flexible curvilinear shapes. For comparative measures of model fit under each response we based on

Akaike Information Criteria (AIC) and the likelihood ratiotest (Agresti, 2002) for comparing nested

models for the need for interactions and as well as inclusionof covariates in the dispersion sub models.
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3.6 Models for a Single Beta GLMM Response
In longitudinal analyses or in the case that subjects are clustered within sampling units or geographical

entities, measurement within the same person or unit are typically correlated, violating the assumption

of independent observations in regression models (Molenberghs and Verbeke, 2005; Fitzmaurice et al.,

2009). One possibility to account for these dependencies isto add random cluster or subject effects into

the linear predictor.

Without loss of generalizability, consider the case of longitudinal designs wherej = 1, · · · , ni

observations are nested withini = 1, · · · , N subjects. Letbi denote a vector of subject-specific ran-

dom effects for individuali. Adding random effects to the beta regression model described in 3.4 yields

the beta GLMM (Zimprich, 2010; Verkuilen and Smithson, 2012and Hunger et al., 2012) given by

g1(µi) = log µi

1−µi

= xT
ijβ + wT

ijbi

g2(φi) = zTi γ,
(3.6)

with bi ∼ N(0, G). In this case,wT
ij is a vector of covariates, andG denotes the positive definite

covariance matrix of the random effects. Note that althoughthe assumption of normality for the random

effects is common and statistically convenient, other distribution assumptions are possible in principle

(Hunger et al., 2012). In a longitudinal design,bi typically is a scalar (for random intercept only models)

or a bivariate vector (for models with random intercept and random slope). In the first case,wij = 1,

while in the second case,wT
ij = (1, tij), wheretij is the time of measurementj for subjecti. Models

with random slopes allow the linear effect of time to vary across subjects.

Model parameters are estimated by maximizing the marginal likelihood, which is obtained by

integrating out the unobserved random effectsbi from the likelihood function (Verkuilen and Smith-

son, 2012). In the beta GLMM, the regression parameters onlyhave a subject-specific interpretation and

no longer describe the effect of the respective variable on the population in general (Molenberghs and

Verbeke, 2005; Fitzmaurice et al., 2009).

3.7 Models for Joint Beta GLMM Responses
Difficulties in analyzing clustered or repeated measures arise because of correlations usually present

between observations on the same subject or within the same cluster. In the case of multiple outcomes

two types of correlations must be taken into account: correlations between measurements on differ-

ent variables and correlations between measurements on thesame variable within cluster or subject

(Gueorguieva, 2001).

In a joint-modeling approach using mixed models, random-effects are assumed for each response pro-

cess and by imposing a joint multivariate distribution on the random effects, the different processes

are associated (Fieuws and Verbeke, 2004). The approach allows to joint models for responses of the

same response type as well as models for responses of different types. The approach has been used in a
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non-longitudinal setting to validate surrogate endpointsin meta-analyses (Buyse et al., 2000) or to model

multivariate clustered data (Thum, 1997). Also, joint models are popular owing to the fact that they en-

sure unbiased statistical inferences in a variety of settings (Iddi and Molenberghs, 2012).

In the context of jointly modeling, let us consider a bivariate response. Denote the response vector

for the ith subject byyi = (yT
i1,y

T
i2)

T , whereyi1 = (yi11, · · · , yi1ni1
)T andyi2 = (yi21, · · · , yi2ni2

)T

are the repeated measurements on the first and second variable. We assume thatyi1j , j = 1, · · · , ni1,

are conditionally independent givenbi1 with densityf1(.) in the exponential family. Analogously,yi2j ,

j = 1, · · · , ni2, are conditionally independent givenbi2 with densityf2(.) in the exponential family.

Also yi1 andyi2 are conditionally independent givenbi = (bT
i1,b

T
i2)

T and the responses on different

subjects are independent. Letg1(.) andg2(.) be appropriate link functions forf1 andf2. Denote the

conditional means ofyi1j andyi2j by µi1j andµi2j , respectively.

Let µi1j = (µi11, · · · , µi1ni1
)T andµi2 = (µi21, · · · , µi2ni2

)T . At stage one of the linear mixed model

specifications we assume
g1(µi1) = Xi1β1 +Wi1bi1

g2(µi2) = Xi2β2 +Wi2bi2

g1(φi1) = zTi γ

g2(φi2) = zTi γ

(3.7)

whereβ1 andβ2 are(p1 × 1)- and(p2 × 1)-dimensional unknown parameters vectors,Xi1 andXi2 are
(ni1 × p1)- and(ni2 × p2)-dimensional design matrices for the fixed effects,Wi1 andWi2 areni1 × q1

andni2× q2 design matrices for the random effects andg1 andg2 are applied componentwise toµi1, µi2,

φi1 andφi2. At stage two

bi =

(

bi1

bi2

)

∼ i.i.d MVN(0,Σ) = MVN

([

0

0

]

,

[

Σ11 Σ12

Σ12 Σ22

])

whereΣ, Σ11 andΣ22 are in general unknown positive-definite matrices.

WhenΣ12 = 0 then the above model is equivalent to two separate beta GLMM’s for the two response

variables. Advantages of joint over separate fitting include better control over the type I error rates in

multiple tests, possible gains in efficiency in the parameter estimates (Gueorguieva, 2001; Fieuws and

Verbeke, 2004).

All mixed beta regression models were estimated usingSASr 9.3 procedure NLMIXED (SAS Institute,

2012) by maximum likelihood estimation. A particularly useful resource on how NLMIXED is used in

fitting non-linear models is Molenberghs and Verbeke (2005).
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Chapter 4

Results

This section presents the descriptive analyses and the application of the models discussed in section 3

for the analysis of health related quality of life in respondents from the sample of individuals and the

sample of households. Explanations for each covariate can be found in Appendix (Table A.1).

4.1 Descriptive statistics

In both samples of HRQoL, 63 observations in EQ5D response and 123 observations in VAS response

were deleted due to missing values in the response variable.This reduced the final sample size from

3117 to 3054 in EQ5D and 2994 in VAS responses. The average agewas 32.8 years (SD = 22.5), 52.2%

of the participants were female. 28.42% of the participantswere children, 59.93% adults and 11.65%

elderly. 22% of the participants were from East Flanders and27% from Antwerp. Only 5% of the par-

ticipants were from Brussels capital area. 63.3% had one or more domestic animals in their family, and

73% of the participants filled in the diary on a normal day. Around 36% of the participants had four

members in the household and two participants had reported 9and 11 members in the household respec-

tively. The majority of the participants (82%), are living with the husband and wife in a family. Around

13% of the participants had experienced serious disease themselves, whereas 43.7% had experienced

serious disease with a member in the family.

For the sample of individuals, three groups of categories were formed (child, adults and elderly). In

the child category the mean age was 5.2 years (SD=3.5), and 47% of participants were female. Around

64% of the mothers who participated in the study had higher (not-) university/postgraduate level, and

less than 2% with none or primary level of education. In the adult and elderly category the mean

age was 38.4 years (SD=12.3) and 74.1 years (SD=9.9), with 57% and 53% of the participants were

female respectively. More than 60% of the participants in those groups reported they have never smoked,

have never worked in a health care facility and have not experienced serious disease by taking care of

someone. Moreover, 50% of the participants had a white-collar job. The distribution over the different

education levels was similar as for the child group. The socio-demographic characteristics of the sample

of individuals are summarized in Table A.1 (see appendix A.1).
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Relationships between the HRQoL outcomes and these characteristics are shown in Appendix A.2

(boxplots). Differences between boys and girls and those children having experienced serious disease

in family were observed in VAS outcome. The EQ5D and VAS outcome may be different for children

having experienced severe disease, and children being sickon the day the diary were filled in. Similar

results were observed for the adults and the elderly (Appendix A.2).

For the sample of households, the mean age was 23.6 years (SD=16.3) with a median of 18 years,

and 52.2% of the participants were female. From the 1200 respondents of whom the height and weight

were recorded, the average BMI was 20.8 kg/m2 (SD= 5.6). After rescaling the BMI and taking into ac-

count the age and gender, 37.1% had a BMI below the average. Relationships between the HRQoL

outcomes and the background characteristics in sample of households are shown in Appendix A.2

(boxplots). Only variable ’normal day’ seems to have a (clear) impact on EQ5D and VAS.

The distributions of EQ5D and VAS are negatively skewed: most participants reported a very high

HRQoL score (Figure 4.1). From Figure 4.1 is it also clear that not only the mean of the HRQoL index

scores but also the shape of its distribution changes acrossage groups. As age increases, the distribution

gets broader and the skewness reduces.
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Figure 4.1:The distributions of the EQ5D and VAS index scores for the different age categories, and for
the sample of households (which includes all ages).
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4.2 Results for the sample of individuals
4.2.1 Variable selection

The data applied in this section come from the sample of individuals of HRQoL. The predictors were

based on each age category group as described in section 2.2.Regression tree, RF, the lasso and the

elastic net were all applied to these data and the corresponding graphs are displayed in appendix B.1.

Table 4.1 below gives the general overview of the most important variables selected based on each

method.

Table 4.1:Variables selected based on regression tree, random forest, lasso regression and elastic net
Group category Outcome Method Variables selected

Regression tree age, illnessy, province, and mumEducation
EQ5D RF age, illnessy, province, mumEducation and peoplehouse

lasso age, illnessy, province, normalday, illnessf and mumEducation
Child elastic net age, illnessy, province, normalday, illnessf and mumEducation

Regression tree illnessy, normalday, province and peoplehouse
VAS RF age, illnessy, normalday, province and peoplehouse

lasso age, illnessy, normalday, peoplehouse mumEducationand parent
elastic net age, illnessy, normalday, mumEducation and peoplehouse

Regression tree age, illnessy, profession and normalday
EQ5D RF age, illnessy, province, education and profession

lasso age, illnessy, normalday, illnessf, profession, education, animal, province and peoplehouse
Adult elastic net age, illnessy, normalday, illnessf, education, profession, peoplehouse, smokestatus and animal

Regression tree age, illnessy, profession, normalday and education
VAS RF age, illnessy, profession, normalday, education, province and peoplehouse

lasso illnessy, normalday, illnessf and animal
elastic net illnessy, normalday, illnessf and animal

Regression tree age, illnessy, education, profession, freq1 and freq3
EQ5D RF age, illnessy, education, profession, parent, province, freq1, freq2 and freq3

lasso age, illnessy, education, profession, smokestatus,illnessc, province, workedinHCare, freq1, freq2 and freq3
Elderly elastic net age, illnessy, education, profession,smokestatus, freq1 and freq3

Regression tree age, illnessy, education, profession, province, smokestatus, province, freq1, freq2 and freq3
VAS RF age, education, profession, province, freq2 and freq3

lasso age, illnessy, education, profession, illnessf, workedinHCare, smokestatus, freq1 and freq3
elastic net age, illnessy, education, profession, illnessf, workedinHCare, freq1 and freq3

For children, all four methods show that age, illnessy, province and mother education are important for

determining EQ5D. Random forest additionally selected peoplehouse. Lasso and elastic net selected

additionally normalday and illnessf. Similar variables were found to be important to determine VAS,

where the lasso selected additionally number of parents in afamily. For adults, more or less the same

set of variables as in the child group was selected for both EQ5D and VAS, with additional inclusion

of profession in all methods. Lasso and elastic net also selected animal as important in this age group.

For elderly, all methods show that age, illnessy, education, profession, freq1 and freq3 were impor-

tant for determining both EQ5D and VAS. In all age groups, thevariables age, illnessy and education

were important based on the four different methods applied,and we also observed that normalday is an

important variable for the children and adults group.

The variables that will be included initially as covariateswhen building the statistical models for EQ5D

and VAS (see further) are presented in Table 4.2, and are based on the results of the initial selection

methods (Table 4.1).
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Table 4.2:Variables selected based on combining the results of four variable-selection methods.
Group category Outcome Variables selected

Child EQ5D age, illnessy, nornalday, illnessf, province, peoplehouse and mumEducation
VAS age, illnessy, normalday, peoplehouse and mumEducation

Adult EQ5D age, illnessy, normalday, profession, education, animal, illnessf and peoplehouse
VAS age, illnessy, normalday, illnessf, profession and animal

Elderly EQ5D age, illnessy, freq1, freq3, freq2, education, profession, smokestatus
VAS age, illnessy, freq1, freq3, education, profession, smokestatus and workedinhCare

Additionally, it was decided to include gender as a covariate. Gender was not considered as an important

covariate by none of techniques applied for variable selection. Bisegger et al. (2005), studied gender

and age differences in different aspects of HRQoL of children and adolescents, where they applied a

newly developed HRQoL questionnaire, the "Kidscreen 52" inseven European countries. They found

that children have higher HRQoL than adolescents in many aspects. With increasing age, HRQoL is

frequently worse for females than for males. Thus, based on literature it was decided to use gender as a

covariate in this analysis.

4.2.2 Statistical analysis

1. Child group

The analysis in health related quality of life was applied for different modeling techniques described in

section 3.3 and 3.4. As has been mentioned in section 4.1, visual inspection of the distributions of EQ5D

and VAS scores in child category suggest that one inflated beta distribution may be a suitable model to

be applied for this age group in both responses.

Modeling One inflated beta regression in EQ5D

We considered one-inflated beta regression and fitted different possible models based on the extended

polynomials and fractional polynomials. The results for their comparisons in terms of AIC and likeli-

hood ratio tests are presented in Tables C.1 and C.2 (see appendix C.1). Tests for interactions indicated

the need for interactions and/or dispersion sub-model was significant in all models. The smaller the

AIC value, the better the model. Therefore, the third order polynomial model was selected and based

on the likelihood ratio the inclusion of the variable dispersion model and interactions in covariates were

supported. Predictions based on best models under each linkfunction are shown in Figure C.1, with

non-linear regression that could be considered using cubicsplines, which resulted to a good fit to the

data.

Only the clog-log link function in polynomial model was not fitting well the data, even though polyno-

mial models were the best in terms of AIC. The third order polynomial model with logit link function

was taken as a final model for ease of interpretation. The non-significant parameters were systemati-

cally eliminated from the model by backward selection. The parameter estimates with the corresponding

standard errors and significance tests for the final model aresummarized in Table 4.3.
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Table 4.3:Parameter estimates and standard error for the mean and dispersion sub-model parameters
based on third order logit polynomial.

Parameter Estimates Std. error p-value Estimates Std. error p-value

location sub-model dispersion sub-model
Intercept 0.6651 0.1790 0.0002 1.5469 0.4852 0.0016
age 0.0489 0.0224 0.0299 0.2866 0.0750 0.0002
Female -0.0948 0.0139 <0.0001 0.4584 0.4696 0.3299
No because sick -0.9769 0.1877 <0.0001 -12.6673 1.4693 <0.0001
No because other reason 0.9514 0.2068<0.0001 -2.0714 1.1760 0.0794
Illnessy: Yes -0.1759 0.0533 0.0011 -0.9128 0.7979 0.2537
age*No because sick 0.1886 0.0224 <0.0001 4.3069 0.2776 <0.0001
age*No because other reason -0.0993 0.0240<0.0001 0.6391 0.1491 <0.0001

The location sub-model models the average EQ5D score for children not in perfect health. It is

noteworthy that all the main effects in the location sub-model were significant. If not in perfect health

(EQ5D score lower than 1), girls and children who had experienced serious disease had significantly

lower EQ5D scores.

The presence of a significant interaction indicates that theeffect of one predictor variable on the response

variable is different at different values of the other predictor variables, i.e. the effect of age on health

scores is different for values of ’normalday’. For childrennot having a normal day because of being

sick, EQ5D score increases by age than for children having a normal day (Table 4.3).
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Figure 4.2:EQ5D predictions by normalday, illnessy and 95% predictionconfidence interval in location
sub-model.

Figure 4.2 above shows the fitted location sub-model. A difference in health score by age is noted for

different values of ’normal day’. Children who reported nota normal day because of other reasons,

have high scores at an earlier age. For children who referrednot normal because of being sick, health

scores increased strongly from zero years up to seven years,while for those who reported not a normal

day because of other reasons there is a decrease in health as age increases. For those children who

experienced serious disease their health scores remained below the average fitted, for all ages. The con-

fidence intervals are wider for children below 3 years and narrower in older ages.

The alpha sub-model (Table 4.4) models the probability thatchildren are in perfect health (EQ5D=1).
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Table 4.4:Parameter estimates and standard error for the alpha sub-model based on third order logit
polynomial.

Parameter Estimates Std. error p-value

modelling the probability at one
Intercept 1.2165 0.3052 0.0001
age 0.0421 0.0514 0.4126
No because of sick -0.0226 1.5244 0.9882
No because other reason 2.4797 0.9979 0.0136
age*No because sick -0.3197 0.3770 0.3972
age*No because other reason -0.3066 0.1277 0.0171

Figure 4.3 below shows the fitted alpha sub-model. The age main effect was not significant, but the

interactions indicate that the effect of age on the probability to be in perfect health is different for chil-

dren for whom it was not a normal day because of being sick or because of another reason. In both

categories, there is a decrease in the probability to be in perfect health with a steep decrease for those

who reported not normal because of sick. The confidence intervals are wider at earlier age and older

ages.
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Figure 4.3:EQ5D predictions by normalday, illnessy and 95% predictionconfidence interval in alpha
sub-model.

Modeling One inflated beta regression in VAS

We considered one-inflated beta regression and fitted different possible models based on the extended

polynomials and fractional polynomials. The results for their comparisons in terms of AIC and likeli-

hood ratio test are presented in Tables C.3 and C.4 (see appendix C.2). Tests for interactions indicated

the need for interactions and/or dispersion sub-model was significant in all polynomials models. Tests

for fractional polynomials degree two had non-significant p-values indicating that interactions may not

be useful (p-values=0.1930). Therefore, second order polynomial model was selected and based on the

likelihood ratio the inclusion of variable dispersion model and interactions in covariates were supported.

Predictions based on best models under each link function are shown in Figure C.2, with non-linear

regression that could be considered using cubic splines, which resulted to a good fit to the data.

However, polynomial models were the best in terms of AIC. Thesecond order polynomial model with

logit link function was taken as a final model for ease of interpretation. The non-significant parameters
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were systematically eliminated from the model by backward selection. The parameter estimates with

the corresponding standard errors and significance tests for the final model are summarized in Table 4.5.

Table 4.5:Parameter estimates and standard error for the mean and dispersion sub-model parameters
based on third order logit polynomial.

Parameter Estimates Std. error p-value Estimates Std. error p-value

location sub-model dispersion sub-model
Intercept 1.6897 0.2091 <0.0001 2.1110 0.3938 <0.0001
age 0.0165 0.0151 0.2774 0.0695 0.0315 0.0284
age2 0.0010 0.0001 <0.0001 - - -
peoplehouse 0.0903 0.0470 0.0557 0.0778 0.0845 0.3582
No because sick -1.5405 0.2099 <0.0001 -0.1927 0.5025 0.7017
No because other reason 0.0377 0.1151 0.7435 0.2359 0.2387 0.3241
Illnessy: Yes -0.6574 0.3024 0.0306 -21.1749 1.5260<0.0001
Illnessy: Yes*No because sick 0.7410 0.3680 0.0451 8.8435 0.9235 <0.0001
Illnessy: Yes*No because other reason -0.8202 0.7290 0.2615 -2.7937 1.1129 0.0127

The location sub-model models the average VAS score for children not in perfect health. It is evi-

dent that age was not significant on the effect of health scores, but the higher order of age was highly

significant with positive effect. For participants not in perfect health (VAS score lower than 1), the VAS

score was estimated to increase (borderline not significantly) with the number of persons in the house-

hold. The effect of children who had experienced serious disease on health scores is different for values

of ’normalday’. For children not having a normal day becauseof being sick, VAS score increases by

age than for children not having experienced serious disease before (Table 4.5 and Figure 4.4). Narrow

confidence intervals were observed in all ages.
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Figure 4.4:VAS predictions by normalday, illnessy and 95% confidence interval in location sub-model.

The alpha sub-model (Table 4.6) models the probability thatchildren are in perfect health (VAS=1). The

age was not significant, even with inclusion of higher order term. The effect of the number of persons

in the household on the probability to be in perfect health isdifferent for girls with an increase in the

probability to be in perfect health.
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Table 4.6:Parameter estimates and standard error for the alpha sub-model based on logit polynomial
order two.

Parameter Estimates Std. error p-value

modelling the probability at one
Intercept -0.6964 0.7861 0.3765
age 0.0744 0.0407 0.0684
peoplehouse -0.2085 0.1889 0.2706
Female -2.6687 1.2558 0.0345
peoplehouse*Female 0.6151 0.2911 0.0355

2. Adult group

From section 4.1, visual inspection of the distributions ofEQ5D scores in adult category, the plot clearly

suggest that one inflated beta distribution may be a suitablemodel to be applied for this age group.

Modeling One inflated beta regression in EQ5D

One-inflated beta regression was considered and fitted different possible models based on the extended

polynomials and fractional polynomials. The results for their comparisons in terms of AIC and likeli-

hood ratio test are presented in Tables C.5 and C.6 (see appendix C.3). Tests for interactions indicated

the need for interactions and/or dispersion sub-model was significant in all models. Therefore, third

order polynomial model was selected and based on the likelihood ratio the inclusion of the variable dis-

persion model and interactions in covariates were supported. Predictions based on best models under

each link function are shown in Figure C.3, with non-linear regression that could be considered using

cubic splines, which resulted to equally a good fit to the data.

Therefore, polynomials model were the best in terms of AIC. The third order polynomial model with

logit link function was taken as a final model for ease of interpretation. The non-significant parameters

were systematically eliminated from the model by backward selection. The parameter estimates with

the corresponding standard errors and significance tests for the final model are summarized in Table 4.7.

Table 4.7:Parameter estimates and standard error for the mean and dispersion sub-model based on
third order logit polynomial.

Parameter Estimates Std. error p-value Estimates Std. error p-value

location sub-model dispersion sub-model
Intercept 1.0581 0.1088 <0.0001 3.6991 0.4206 <0.0001
age -0.0017 0.0026 0.5071 0.0013 0.0094 0.8865
Illnessy: Yes -0.4444 0.0931 <0.0001 -1.3921 0.2040 <0.0001
education: higher technical/secondary -0.0727 0.0615 0.2375 -0.3905 0.2072 0.0598
education: Lower technical/secondary -0.1575 0.0956 0.0998 -0.6802 0.2986 0.0230
education: None/Primary -0.4810 0.2141 0.0249 -1.9440 0.3609 <0.0001
education: Vocational -0.2772 0.1164 0.0175 -1.3545 0.2572 <0.0001

The location sub-model models the average EQ5D score for adult not in perfect health. The age was

not significant on the effect of EQ5D score. If not in perfect health (EQ5D score lower than 1), adults

who had experienced serious disease and adults who had primary and vocational level of education had
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significantly lower EQ5D scores (Table 4.7).

Figure 4.5 shows the fitted location sub-model. For adults who experienced serious disease their health

scores remain below the average fitted in all ages. For adult with high education the EQ5D scores

remained high in all ages, while for those with primary education level, their health scores were below

the average in all ages. The confidence intervals are wider inyounger age and in older ages.
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Figure 4.5:EQ5D predictions by illnessy, education and 95% confidence interval in location sub-model.

The alpha sub-model (Table 4.8) models the probability thatadult are in perfect health (EQ5D=1). It

is noteworthy that all the main effects in the alpha sub-model were significant. For an additional year

in age and for adults who had experienced serious disease themselves or with a member in family, the

probability to be in perfect health was significantly lower.

Table 4.8:Parameter estimates and standard error for the alpha sub-model based on third order logit
polynomial.

Parameter Estimates Std. error p-value

modelling the probability at one
Intercept 2.4458 0.2755 <0.0001
age -0.0296 0.0066 <0.0001
Illnessy: Yes -1.1501 0.2193 <0.0001
Illnessf: Yes -0.4965 0.1600 0.0020

Figure 4.6 below show the fitted alpha sub-model. Differencein health scores is noted between adults

who experienced serious disease and those who experienced serious disease with a member in family.

In both categories, there is a decrease in the probability tobe in perfect health with a steep decrease for

those who experienced with serious disease themselves. Theconfidence interval is narrow at earlier age

and wider in older ages.
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Figure 4.6:EQ5D predictions by illnessy, illnessf and 95% confidence interval in alpha sub-model.

Modeling beta regression in VAS

We considered beta regression and fitted different possiblemodels based on the extended polynomials

and fractional polynomials. The results for their comparisons in terms of AIC and likelihood ratio test

are presented in Tables C.7 and C.8 (see appendix C.4). Testsfor interactions indicated the need for

interactions and/or dispersion sub-model was significant in all models. Only test for constant dispersion

without any interaction in covariates was not significant inall polynomials and fractional polynomials.

Therefore, first order polynomial model was selected and based on the likelihood ratio the inclusion

of variable dispersion model and interactions in covariates were supported. Predictions based on best

models under each link function are shown in Figure C.4, withnon-linear regression that could be con-

sidered using cubic splines, which resulted to a good fit to the data.

Polynomials model was the best in terms of AIC. The first orderpolynomial model with logit link

function was taken as a final model for ease of interpretation. The non-significant parameters were

systematically eliminated from the model by backward selection. The parameter estimates with the cor-

responding standard errors and significance tests for the final model are summarized in Table 4.9.

Table 4.9:Parameter estimates and standard error for the mean and dispersion sub-model based on first
order logit polynomial.

Parameter Estimates Std. error p-value Estimates Std. error p-value

location sub-model dispersion sub-model
Intercept 1.8890 0.1002 <0.0001 1.9474 0.0664 <0.0001
age -0.0061 0.0024 0.0109 - - -
Illnessy: Yes -0.6631 0.0918 <0.0001 -0.1498 0.1371 0.2744
normalday: No because sick -0.8998 0.1549<0.0001 0.0164 0.2732 0.9521
normalday: No because other reason -0.0173 0.0835 0.8359 -0.3167 0.1129 0.0050
animal: Yes 0.1488 0.0679 0.0283 0.0192 0.0979 0.8443

The location sub-model models the average VAS scores for adult not in perfect health. It is notewor-

thy that all the main effects in the location sub-model were significant. If not in perfect health, with

additional years of age and adults who had experienced serious disease and not having a normal day

because of being sick had significantly lower VAS scores. Foradults having a one or more domestic
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animals, VAS score increases (Table 4.9).
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Figure 4.7:VAS predictions by illnessy, normalday and 95% confidence interval in location sub-model.

Figure 4.7 shows the fitted location sub-model. A differencein health scores is noted between adults

who reported experience of serious disease and those who reported not normal day because of being sick

with the corresponding categories for each level, where their health scores remain below the average

fitted with a slight decrease. Narrow confidence intervals were observed in all ages.

To investigate whether the results may have been affected bysevere bias in the ML estimator, the re-

sulting coefficients estimates and standard errors of bias-corrected and bootstrap method based on 2000

samples were performed as shown in Table C.9 (see appendix C.4). The obtained estimates were similar

to the proposed estimates in the model, meaning that, the useof small values ofǫ to move observations

away from the boundary points did not appreciable affect parameter estimates.

3. Elderly group

From section 4.1, visual inspection of the distributions ofEQ5D scores in elderly category, the plot

clearly suggest that one inflated beta distribution may be a suitable model to be applied for this age

group.

Modeling one inflated beta regression in EQ5D

We considered one-inflated beta regression and fitted different possible models based on the extended

polynomials and fractional polynomials. The results for their comparisons in terms of AIC and likeli-

hood ratio test are presented in Tables C.10 and C.11 (see appendix C.5). Tests for interactions indicated

the need for interactions and/or dispersion sub-model was significant in all models. Therefore, the first

order polynomial model was selected and based on the likelihood ratio the inclusion of the variable

dispersion model and interactions in covariates were supported. Predictions based on best models under

each link function are shown in Figure C.5, with non-linear regression that could be considered using

cubic splines, which resulted to a good fit to the data.
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However, polynomials model was the best in terms of AIC. The first order polynomial model with logit

link function was taken as a final model for ease of interpretation. The non-significant parameters were

systematically eliminated from the model by backward selection. The parameter estimates with the

corresponding standard errors and significance tests for the final model are summarized in Table 4.10.

Table 4.10:Parameter estimates and standard error for the mean and dispersion sub-model based on
first order logit polynomial.

Parameter Estimates Std. error p-value Estimates Std. error p-value

location sub-model dispersion sub-model
Intercept 2.8949 0.4374 <0.0001 8.7438 1.0057 <0.0001
age -0.0362 0.0060 <0.0001 -0.1074 0.0144 <0.0001
Illnessy: Yes -0.2535 0.0905 0.0055 -0.4528 0.2219 0.0424
Ex-smoker 0.3976 0.2003 0.0483 1.8655 0.3544<0.0001
Non-smoker 0.6185 0.1975 0.0020 2.3029 0.3712<0.0001

The location sub-model models the average EQ5D scores for elderly not in perfect health. It is

remarkable that all the main effects in the location sub-model were significant. If not in perfect health,

with additional years of age and elderly who had experiencedserious disease had significantly lower

EQ5D scores. For elderly who had a history of smoking (they had quit smoking) and for those not

smoking, EQ5D is higher than for actively smoking elderly (Table 4.10).

Figure 4.8 below shows the fitted location sub-model. For those elderly who experienced serious disease

their health scores remain below the average fitted in all ages. Wider confidence intervals were observed

from the age of 85 onwards.
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Figure 4.8:EQ5D predictions by illnessy, smoke status and 95% prediction confidence interval in loca-
tion sub-model.

The alpha sub-model (Table 4.11) models the probability that elderly are in perfect health. Age, illnessy

and education level were all significant. The probability tobe in perfect health decreases significantly

with age. For those who had experienced serious disease had significantly lower probability to have an

EQ5D score of 1. The level of education had an impact on the probability to have an EQ5D score of 1.
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Table 4.11:Parameter estimates and standard error for the alpha sub-model based on first order logit
polynomial.

Parameter Estimates Std. error p-value

modelling the probability at one
Intercept 6.7817 1.4068 <0.0001
age -0.0836 0.0195 <0.0001
Illnessy: Yes -0.8100 0.3117 0.0099
education: higher technical/secondary -0.9266 0.3889 0.0180
education: Lower technical/secondary -1.2209 0.4322 0.0051
education: None/Primary -1.4716 0.4549 0.0014
education: Vocational -1.3578 0.5876 0.0217

Figure 4.9 below show the fitted alpha sub-model. Differencein health scores is noted between elderly

who experienced serious disease. There is a decrease in the probability to be in perfect health and from

age 90 onwards, no difference was observed. For those who hadhigher (not) university or postgrad-

uate level of education, remain above the average fitted witha general the decrease on probability to

be in perfect health. Wider confidence intervals were observed in ages below 90 with slightly narrow

confidence intervals from age of 90 onwards.
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Figure 4.9:EQ5D predictions by illnessy, education and 95% predictionconfidence interval in alpha
sub-model.

Modeling beta regression in VAS

We considered beta regression and fitted different possiblemodels based on the extended polynomials

and fractional polynomials. The results for their comparisons in terms of AIC and likelihood ratio test

are presented in Tables C.12 and C.13 (see appendix C.6). Tests for interactions indicated the need for

interactions and/or dispersion sub-model was significant in all models. Only test for constant dispersion

without any interaction in covariates was not significant inall polynomials and fractional polynomials

degree one and two. Therefore, second order polynomial model was selected and based on the likelihood

ratio the inclusion of variable dispersion model and interactions in covariates were supported. Predic-

tions based on best models under each link function are shownin Figure C.6, with non-linear regression

that could be considered using cubic splines. Fractional polynomial model was the best in terms of AIC,
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but for the ease interpretation, the second order polynomial model with logit link function was taken as

a final model. The non-significant parameters were systematically eliminated from the model by back-

ward selection. The parameter estimates with the corresponding standard errors and significance tests

for the final model are summarized in Table 4.12.

Table 4.12:Parameter estimates and standard error for the mean and dispersion sub-model based on
second order logit polynomial.

Parameter Estimates Std. error p-value Estimates Std. error p-value

location sub-model dispersion sub-model
Intercept 3.4891 0.4667 <0.0001 2.4302 0.8181 0.0030
age -0.0265 0.0064 <0.0001 -0.0127 0.0115 0.2683
Illnessy: Yes -0.3950 0.1227 0.0013 0.3450 0.2357 0.1433
education: higher technical/secondary -0.2503 0.1714 0.1443 1.0068 0.2875 0.0005
education: Lower technical/secondary -0.2103 0.2364 0.3737 -0.1451 0.3159 0.6459
education: None/Primary -0.6172 0.2162 0.0043 0.2893 0.3399 0.3947
education: Vocational -0.6916 0.2207 0.0017 0.9803 0.44180.0265

The location sub-model (Table 4.12) models the average VAS score for elderly not in perfect health.

The age was significant on the effect of VAS score. If not in perfect health (VAS score lower than

1), the effect of age had significantly lower VAS scores for every additional year. For elderly who had

experienced serious disease, and elderly with primary and vocational level of education had significantly

lower VAS scores.

Figure 4.10 shows the fitted location sub-model. A difference in health scores is noted between el-

derly who reported experience of serious disease before. The VAS scores remain below and it is

decreasing in both levels. For those who reported primary education level, the VAS scores remain below

the

average fitted model when compared with other levels. The confidence intervals are wider from 70

years onwards.
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Figure 4.10:VAS predictions by illnessy, education and 95% confidence interval in location sub-model.
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To investigate whether the results may have been affected bysevere bias in the ML estimator, the re-

sulting coefficients estimates and standard errors of bias-corrected and bootstrap method based on 2000

samples were performed as reported in Table C.14 (see appendix C.6). The obtained estimates were

similar to the proposed estimates in the model, meaning thatthe use of small values ofǫ to move obser-

vations away from the boundary points did not appreciable affect parameter estimates.

4.3 Results for the sample of households

The data applied in this section come from the sample of households of HRQoL. To figure out the most

important covariates, variable selection based on RF, lasso and elastic net were applied to select a subset

of relevant covariates in model construction. Therefore, age, BMI rescaled, gender, normalday, province

and profession were selected as the most important variablefor both EQ5D and VAS outcomes (output

not shown).

4.3.1 Beta GLMM
To allow for subject-specific inference a random effects model was considered and the results for the

EQ5D and VAS scores are shown in Table 4.13 below. The age was significant on the effect of EQ5D

and VAS score respectively. If not in perfect health, the effect of age had significantly lower EQ5D and

VAS scores for every additional year. The random intercept is an intercept for each household. Thus, the

variance of the random intercept is a measure of how much the households vary in their health scores.

Therefore, the variance estimate of random intercept was approximately zero in EQ5D, meaning that no

variability was observed in EQ5D response. For the VAS response, the variability of random intercept

is significant.

Table 4.13:Parameter estimates of beta GLMM in the sample of householdsfor EQ5D and VAS outcome.
Parameter Beta GLMM - EQ5D Beta GLMM - VAS

Estimates Std. error p-value Estimates Std. error p-value

location sub-model
Intercept 2.8486 0.0840 <0.0001 2.4517 0.0658 <0.0001
Age -0.0090 0.0026 0.0005 -0.0137 0.0016 <0.0001
Female 0.0721 0.0885 0.4160 -0.0454 0.0514 0.3773
dispersion sub-model
γ0 1.8292 0.0919 <0.0001 2.2390 0.0926 <0.0001
γ1 -0.0067 0.0029 0.0217 0.0089 0.0028 0.0014
γ2 0.0786 0.1019 0.4409 -0.2018 0.0893 0.0245
σ2

1
0.000000027 0.0000087 0.9975 0.3142 0.0424<0.0001
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4.3.2 Joint Beta GLMM
The results from the joint models of the two response variables using the NLMIXED procedure were

estimated and summarized in Table 4.14. Significant differences were observed for the age of the

participants in the households (p-value<0.0001) but not for the gender of the participant. The random

effects for the two outcomes were also significantly positively associated. The estimate of the correlation

between the random effects is far from one (0.79), with a highcorrelation between the health scores of

both outcomes. Estimates were found to be very close to thosefrom single analysis per outcome but the

joint model yields with precision and allows for quantifying the association between outcomes.

Table 4.14:Parameter estimates of multivariate beta GLMM in the sampleof households.
Parameter Description Estimates Std. error p-value

location sub-model in EQ5D
β10 Intercept 2.8609 0.0841 <0.0001
β11 Age -0.0092 0.0026 0.0004
β12 Female 0.0643 0.0881 0.4656
dispersion sub-model in EQ5D
γ10 Intercept 1.8367 0.0917 <0.0001
γ11 Age -0.0064 0.0029 0.0277
γ12 Female 0.0770 0.1016 0.4488
location sub-model in VAS
β20 Intercept 2.4507 0.0658 <0.0001
β21 Age -0.0136 0.0016 <0.0001
β20 Female -0.0488 0.0513 0.3418
dispersion sub-model in VAS
γ20 Intercept 2.2350 0.0923 <0.0001
γ21 Age 0.0092 0.0028 0.0010
γ22 Female -0.2004 0.0891 0.0252
σ2

1
Random intercept (EQ5D) 0.0036 0.1865 0.9847

σ2

2
Random intercept (VAS) 0.1124 0.0315 0.0004

ρ Correlation between random effects 0.7947 0.0412<0.0001
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Discussion

Health related quality of life still remains a public healthconcern in the population and resources for the

provision of health care are scarce. So, choices have to be made about how they are allocated. In this

study, the interest was to determine and explain the qualityof life in the general population in Flanders.

Statistical models were applied on two datasets, motivatedin part by the design of the study. In this

analysis more than one outcome was of interest resulting into a sample of individuals with categories of

all age (child, adult and elderly) groups and sample of households. Specifically EQ5D and VAS scores

were considered in both datasets. Therefore, this section presents the discussion of the results divided

according to the datasets used in the analysis.

For sample of individuals, the objective of this study was toanalyze with different approaches to see

which covariates would be considered more important with respect to either of both HRQoL outcome

in different groups of categories and to model those covariates to describe the relationship with the

outcome of interest.

The regression tree is conditional on the first split, and it has certain problem of being unstable. If

we have to observe another sample in a population, it could have a different split. That is why the RF

was used to provide the important variables. First, in the context of RFs, we fitted an unpruned tree.

Recall that pruning is the important aspect of the regression tree methodology. The second notable

difference is that for each node only a subset of the variables are considered as potential predictors, that

is, instead of determining the best split among all potential predictors, a random sample of these vari-

ables are considered as potential splitting variables. A primary advantage of drawing a random subset

of potential predictor variables at each node is that it offers a natural approach to handling collinearity

in the data. The results from lasso are generally more accurate and some parameters will be shrunk

towards zero, allowing for better interpretation of the model and identification of those covariates most

strongly associated with the outcome. But lasso has problems with correlated data. So, the elastic net

extends the lasso and uses the second penalty. If they are correlated, both covariates are going to the

same point. Based on selection method one of the variables was not selected as important variable using
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the four methods, but based on the literature it was decided to include it in the model and was found to

be important in some groups.

The distribution of health indices is commonly non-normal,exhibiting skewness to the left and a

boundary at one. This study examined the applicability of beta regression and one-inflated beta regres-

sion to address the relationship between significant characteristics and both responses. Results showed

that the best parametric model, according to AIC, was a polynomial model with the inclusion of inter-

actions and dispersion. Also, by modeling dispersion in terms of covariates, beta regression provided

information about the shape of the distribution, somethingthat is not available in other methods. The

logit was the selected link function, and according to Hosmer and Lemeshow (2000), is usually the pa-

rameter of interest due to its ease of interpretation.

In the child group, the covariates: age, whether a child had anormal day or not and whether a child

had experienced serious disease before were related to the change in HRQoL for EQ5D and VAS. Also,

in this group, age and whether a child had experienced serious disease before were related to the change

in dispersion: The results suggest that age is associated with an increased variation of the HRQoL index

scores. Girls’ HRQoL scores are declining more than the scores for boys. A similar result was given

by Michel et al. (2009), who reported that girls showed a moreprofound decrease in HRQoL with

increasing age. And from age 12, female adolescents are in a worse position than male adolescents

regarding subjective health and HRQoL.

For the adult group, the covariates: age, for those who had none or primary education and vocational

education level, and whether the person had experienced serious disease before were related to the

change in HRQoL for EQ5D and VAS. Having one or more domestic animal was mostly related with

the change in VAS score. Levine et al. (2013) studied the pet ownership and systemic hypertension,

and found the association between pet ownership and lower blood pressure, and they studied also pet

ownership and physical activity, where they found that in all pets, dogs are more likely to positively

influence the level of human physical activity.

In the elderly group, the covariates: age, smoke behaviour,for those who had none or primary

education and vocational education level, and whether had experienced serious disease before were

related to the change in HRQoL for EQ5D and VAS. Also, age, andwhether the person had experi-

enced serious disease before were related to the change in dispersion: The results suggest that age and

whether the person had experienced serious disease before is associated with an increased variation of

the HRQoL index scores. Lima et al. (2009) studied the healthrelated quality of life among the elderly

from the age of 60 years or more, where HRQoL was found to be worse among women, in individuals

at advanced ages, those who practiced evangelical religions and those with lower levels of income and

schooling.
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At the sample of households, the main research question in this analysis was to investigate if the HRQoL

measures are clustered in households. In this report, we examined the potential of beta regression

methods in the analysis of clustered HRQoL data. Beta GLMM for the separated response and joint

beta GLMM for both responses simultaneously, were fitted using adaptive Gaussian quadrature for nu-

merical approximations in order to draw inference at the subject specific level. With a subject-specific

approach, the responses were modeled as a function of covariates and parameters for the mean sub-

model and precision sub-model, specific to a subject, providing interpretation of fixed-effect parameters

conditional on a constant level of random-effects parameter. The use of the adaptive Gaussian quadra-

ture points assisted in ensuring more stable results in the SAS NLMIXED procedure. This model is very

simple in some sense and more things can be done (e.g. adding random-effects for the dispersion), but

of course there is a computational issue on it, and interpretation will then become more difficult.

It was observed in both methods that the health scores decrease significantly with increasing age.

Individuals from the same household had EQ5D health scores more similar to each other than to any

other person from a random household. There was an association between the linear predictors of the

EQ5D and VAS index responses.
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Conclusion

In this study, different approaches were applied to assess the health related quality of life in Flanders

and possible factors influencing it. These methods showed that the covariates age, gender, experience

with serious disease before, if they filled in the diary on a normal day and number of persons in the

household in child group; age, experience with serious disease before, experience with serious disease

in family, education level, if they filled in the diary on a normal day and if the family has one or more

domestic animals in adult group; age, experience with serious disease before, smoke behaviour and

education level in elderly group were considered the most predictive among those considered in study

and were thus worthy of further investigation. Statisticalanalysis showed that age, experience with

serious disease before, experience with serious disease infamily, if they filled in the diary on a normal

day, education level, if the family one or more domestic animals, smoke behaviour and gender were

statistically significant characteristics of the participants related to their HRQoL experience. It was

found that individuals from the same household had EQ5D health scores more similar to each other than

to any person from a random household. This was not the case for the VAS index. Significant association

between the health scores of EQ5D and VAS was present.

Limitations and recommendations
The findings of this report are constrained by some limitations concerning the definition of the variables

used. It was not possible to specify the type of domestic animal during the data collection. This could

help understanding if different types of domestic animals could influence HRQoL of the individuals

studied.

Finally, it should be mentioned that this report did not exhausted the statistical methods for the analysis

of health related quality of life in Flanders, and other methods could be also considered as well. For

instance, it was observed in this dataset that there is some systematic frequency of digits in both re-

sponses. Therefore, digit preference approach could be plausible to apply to this dataset. Furthermore,

methods allowing for negative EQ-5D values could be used, sothat the whole range of possible EQ-5D

values can be considered.
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Appendix A

Descriptive statistics
A.1 Socio-demographic characteristics of the sample of individu-

als
Table A.1:Socio-demographic characteristics of the sample of individuals in HRQoL.

Population level Variables (Child, Adult and Elderly shared variables) : n=3117
Variable Levels % Type Remark

Gender Female 52.20 categorical Gender of respondent
Male 47.80
Child [0-12] 28.42 Age category of a person, of diaries

Agecat /Age Adult [13-60] 59.93 categorical also distinguishes the 3 types
Elderly [61 and older] 11.65

Age Observed 100.00 continuous Age in years
Missing -

BMI Observed 0.28 continuous Body Mass Index
Missing 0.72
Antwerpen 27.11
Oost-Vlaanderen 21.69
West-Vlaanderen 17.65

Province Vlaams-Brabant 14.31 categorical Provinces
Limburg 13.73
Brussels Hoofdstedelijk Gewest 4.91
Missing 0.61
Yes 63.23 Has the family one

Animal No 36.12 categorical or more domestic animals
Missing 0.64
Yes 73.02

Normalday No because other reason 23.97 categorical Normalday
No because sick 2.18
Missing 0.83
2 81.55

Parents 1 15.72 categorical Number of parents in a family
Missing 2.73
No 81.91 Experience with serious disease

illnessy Yes 12.93 categorical with yourself
Missing 5.17
No 48.48 Experience with serious disease

illnessf Yes 43.79 categorical with member of your family
Missing 7.73

39



A.1. SOCIO-DEMOGRAPHIC CHARACTERISTICS OF THE SAMPLE OF INDIVIDUALSAPPENDIX A. DESCRIPTIVE STATISTICS

Table A.2:Socio-demographic characteristics of the sample of individuals in HRQoL (cont.).
Population level Variables (Child, Adult and Elderly shared variables): n=3117

Variable Levels % Type Remark

No 48.48 Experience with serious disease
illnessf Yes 43.79 categorical with member of your family

Missing 7.73
0 0.19
1 3.14
2 10.84
3 17.71
4 36.06

Peoplehousehold 5 15.17 Categorical Number of persons
6 4.20 (ordinal) in the household
7 0.67
8 0.10
9 0.03
11 0.03
Missing 11.84

Child level additional variables: n=886

higher (not-)university/postgraduate 64.45
higher technical/secondary 19.64

mumEducation Vocational 9.03 categorical Education level
lower technical/secondary 4.18 for a childs mother
None/Primary 1.47
Missing 1.24

Adults and elderly shared variables: n=2231

higher (not-)university/postgraduate 43.12
higher technical/secondary 25.28

Education lower technical/secondary 10.71 categorical Education level
Vocational 9.95
None/Primary 9.14
Missing 1.79
Non-smoker 61.50

Smokestatus Ex-smoker 20.80 categorical Smoke behaviour
Smoker 16.27
Missing 1.43
No 76.47

WorkedinHCare Yes 21.69 categorical work(ed) in health care sector?
Missing 1.84
No 66.92 Experience with serious disease

illnessc Yes 8.47 categorical because you cared for someone
Missing 24.61
White collar job 49.89
Other 22.81

Profession Blue collar job 14.97 categorical Respondents profession
Self-employed 9.32
Missing 3.00
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Table A.3:Socio-demographic characteristics of the sample in HRQoL (cont.).
Elderly level additional variables: n=363

Variable Levels % Type Remark

No 90.63
Working Yes 5.23 categorical Elderly work status

Missing 4.13
a couple of times a week 52.07

Freq1 a couple of times a month 24.79 categorical Frequency see children
a couple of times a year 6.89
once a year or less 2.20
Missing 14.05
a couple of times a week 33.06

Freq2 a couple of times a month 25.62 categorical Frequency see grandchildren
a couple of times a year 16.80
once a year or less 3.86
Missing 20.66
rarely or never 36.09

Freq3 weekly 22.31 categorical Frequency drinking alcohol
daily 20.94
monthly 15.70
Missing 4.96

Response variables
VAS Observed 0.96 continuous Outcome measures by VAS

Missing 0.04
EQ5D Observed 0.98 continuous Outcome measures by CleemputEQ5D

Missing 0.02

A.2 Boxplot at individual and household sample
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Figure A.1:Boxplots for HRQoL by gender and illnessf.
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Figure A.2:Boxplots for HRQoL by illnessy and normal day categories.
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Figure A.3:Boxplots for HRQoL by illnessy and normal day categories.
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Figure A.4:Boxplots for HRQoL by animal and profession categories.
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3. Elderly category
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Figure A.5:Boxplots for HRQoL by illnessy and normal day categories.
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Figure A.6:Boxplots for HRQoL by animal and smoke status categories.
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Figure A.7:Boxplots for HRQoL by illnessy categories.
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Figure A.8:Boxplots for HRQoL by normal day and animal categories.
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Appendix B

Variable selection
B.1 Variable selection plots for individual sample

Regression Tree plot for EQ5D in child groupRegression Tree plot for EQ5D in child groupRegression Tree plot for EQ5D in child groupRegression Tree plot for EQ5D in child groupRegression Tree plot for EQ5D in child groupRegression Tree plot for EQ5D in child group
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Figure B.1:Regression tree (left) and Random forest (right) for the EQ5D in child group.
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Figure B.2:Regression tree (left) and Random forest (right) for the VASin child group.
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Figure B.3:Lasso estimates (left) and elastic net estimates (right) for the EQ5D in child group.
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Figure B.4:Lasso estimates (left) and elastic net estimates (right) for the VAS in child group.
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Figure B.5:Regression tree (left) and Random forest (right) for the EQ5D in adult group.
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Figure B.6:Regression tree (left) and Random forest (right) for the VASin adult group.
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Figure B.7:Lasso estimates (left) and elastic net estimates (right) for the EQ5D in adult group.
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Figure B.8:Lasso estimates (left) and elastic net estimates (right) for the VAS in adult group.
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Figure B.9:Regression tree (left) and Random forest (right) for the EQ5D in elderly group.
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Figure B.10:Regression tree (left) and Random forest (right) for the VASin elderly group.

49



B.1. VARIABLE SELECTION PLOTS FOR INDIVIDUAL SAMPLE APPENDIX B. VARIABLE SELECTION

0.0 0.4 0.8

−2

0

2

4

Lasso −−− Elderly EQ5D

|beta|/max|beta|

S
ta

nd
ar

di
ze

d 
C

oe
ffi

ci
en

ts

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

Age

freq13freq34
freq33province11province4province5province10
illnessy
WorkHCareprof4illnessc

freq25animalfreq32freq23freq22illnessf

normalday3prof3parent

education4freq15education3working1education5

freq12working2genderprof2

smoke3
smoke2

0.0 0.4 0.8

−3

−2

−1

0

1

2

3

Elastic net −−− Elderly EQ5D

|beta|/max|beta|

S
ta

nd
ar

di
ze

d 
C

oe
ffi

ci
en

ts
freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

freq13

illnessyAge

freq34
freq23

illnessc
province5WorkHCareprof4
prof3
illnessf
province11
animaleducation4working1
freq33province4gender
province10working2smoke3
freq15
education3
normalday3freq32parentfreq25

freq22
education5smoke2

prof2
freq12

Figure B.11:Lasso estimates (left) and elastic net estimates (right) for the EQ5D in elderly group.
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Figure B.12:Lasso estimates (left) and elastic net estimates (right) for the VAS in elderly group.
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Appendix C

Statistical analysis
C.1 One inflated beta regression in EQ5D-child group

Table C.1:Model comparison based on AIC and Likelihood Ratio Tests forEQ5D polynomial models.
Polynomial Model Model with Model with AIC Comparison LRT )

Order interactions Dispersion logit probit cloglog on logit link (p-value )

1 Yes Variable -204.353 -216.776 -209.312 1 vs. 2 <0.0001
1 2 Yes Fixed 279.555 280.044 281.544 1 vs. 3 <0.0001

3 No Variable 124.532 122.968 115.484 3 vs. 4 <0.0001
4 No Fixed 224.022 224.237 225.329 2 vs. 4 0.0004
5 Yes Variable -253.301 -259.903 -257.392 5 vs. 6 <0.0001

2 6 Yes Fixed 241.347 241.745 242.869 5 vs. 7 <0.0001
7 No Variable 112.582 112.250 111.746 7 vs. 8 <0.0001
8 No Fixed 222.196 222.234 222.893 6 vs. 8 0.0001
9 Yes Variable -305.180 -305.014 -305.935 9 vs. 10 <0.0001

3 10 Yes Fixed 249.508 249.800 230.425 9 vs. 11 <0.0001
11 No Variable 96.313 95.992 95.008 11 vs. 12 <0.0001
12 No Fixed 224.507 224.633 225.670 10 vs. 12 <0.0001

Table C.2:Model comparison based on AIC and Likelihood Ratio Tests forEQ5D fractional polynomial
models.

Fractional Power Model with Model with AIC Comparison LRT )
polyn. degree (µ, φ, α) interactions Dispersion logit probit cloglog on logit link (p-value)

-0.5; Yes Variable -204.184 -209.005 -206.852 1 vs. 2 <0.0001
1 0.5; Yes Fixed 256.751 257.256 258.836 1 vs. 3 <0.0001

0 No Variable 117.300 116.860 116.206 3 vs. 4 <0.0001
No Fixed 222.845 222.722 222.889 2 vs. 4 0.0001

1,2; Yes Variable -269.775 -269.240 -259.485 5 vs. 6 <0.0001
2 -2,-1; Yes Fixed 245.727 245.857 246.371 5 vs. 7 <0.0001

-2,-2 No Variable 94.323 93.759 92.818 7 vs. 8 <0.0001
No Fixed 221.317 221.233 221.706 6 vs. 8 0.0004

-2,-2,2; Yes Variable -301.092 -309.822 -281.606 9 vs. 10 <0.0001
3 3,3,3; Yes Fixed 229.404 230.019 231.345 9 vs. 11 <0.0001

-2,-2,-2 No Variable 53.251 53.607 54.475 11 vs. 12 <0.0001
No Fixed 226.334 226.158 226.196 10 vs. 12 0.0001
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C.2. ONE INFLATED BETA REGRESSION IN VAS -CHILD GROUP APPENDIX C. STATISTICAL ANALYSIS
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(b) Fractional polynomials
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Figure C.1:Representation of the best fits for the polynomial, fractional polynomial and cubic splines
under different link functions in EQ5D child response.

C.2 One inflated beta regression in VAS -child group

Table C.3:Model comparison based on AIC and Likelihood Ratio Tests forVAS polynomial models.
Polynomial Model Model with Model with AIC Comparison LRT )

Order interactions Dispersion logit probit cloglog on logit link (p-value )

1 Yes Variable -551.067 -558.935 -555.378 1 vs. 2 <0.0001
1 2 Yes Fixed -182.991 -182.711 -179.914 1 vs. 3 <0.0001

3 No Variable -297.192 -297.606 -297.961 3 vs. 4 <0.0001
4 No Fixed -226.236 -226.339 -226.271 2 vs. 4 0.0423
5 Yes Variable -656.367 -653.013 -666.119 5 vs. 6 <0.0001

2 6 Yes Fixed -159.008 -158.531 -156.135 5 vs. 7 <0.0001
7 No Variable -292.286 -292.812 -292.937 7 vs. 8 <0.0001
8 No Fixed -219.400 -219.585 -219.300 6 vs. 8 0.0055
9 Yes Variable -614.791 -616.701 -656.193 9 vs. 10 <0.0001

3 10 Yes Fixed -152.317 -151.565 -151.230 9 vs. 11 <0.0001
11 No Variable -281.614 -282.925 -283.367 11 vs. 12 <0.0001
12 No Fixed -211.831 -211.946 -211.739 10 vs. 12 0.0014

Table C.4:Model comparison based on AIC and Likelihood Ratio Tests forVAS fractional polynomial
models.

Fractional Power Model with Model with AIC Comparison LRT )
polyn. degree (µ, φ, α) interactions Dispersion logit probit cloglog on logit link (p-value)

1 3; Yes Variable -496.414 -485.227 -484.965 1 vs. 2 <0.0001
1; Yes Fixed -181.406 -181.043 -177.712 1 vs. 3 <0.0001
2 No Variable -297.253 -297.681 -298.069 3 vs. 4 <0.0001

No Fixed -226.168 -226.287 -226.247 2 vs. 4 0.0534
2 -2,-2; Yes Variable -472.686 -454.751 -442.101 5 vs. 6 <0.0001

-2,-0.5; Yes Fixed -183.097 -182.232 -179.242 5 vs. 7 <0.0001
-2,-2 No Variable -295.894 -296.290 -296.776 7 vs. 8 <0.0001

No Fixed -228.311 -228.363 -228.365 6 vs. 8 0.1930
3 -1,-1,-1; Yes Variable -396.462 -426.178 -401.852 9 vs. 10 <0.0001

-2,0.5,3; Yes Fixed -202.855 -201.740 -198.878 9 vs. 11 <0.0001
-2,-2,3 No Variable -290.278 -290.640 -291.108 11 vs. 12 <0.0001

No Fixed -224.559 -224.580 -224.572 10 vs. 12 0.0075
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Figure C.2:Representation of the best fits for the polynomial, fractional polynomial and cubic splines
under different link functions in VAS child response.

C.3 One inflated beta regression in EQ5D-adult group

Table C.5:Model comparison based on AIC and Likelihood Ratio Tests forEQ5D polynomial models.
Polynomial Model Model with Model with AIC Comparison LRT )

Order interactions Dispersion logit probit cloglog on logit link (p-value )

1 Yes Variable 101.606 102.636 103.632 1 vs. 2 <0.0001
1 2 Yes Fixed 750.398 752.429 759.981 1 vs. 3 <0.0001

3 No Variable 561.241 561.525 563.174 3 vs. 4 <0.0001
4 No Fixed 667.580 667.889 669.690 2 vs. 4 0.0206
5 Yes Variable -114.436 -103.295 -96.961 5 vs. 6 <0.0001

2 6 Yes Fixed 756.480 759.276 770.118 5 vs. 7 <0.0001
7 No Variable 548.966 549.431 553.110 7 vs. 8 <0.0001
8 No Fixed 660.829 661.309 665.088 6 vs. 8 0.0071
9 Yes Variable -309.756 -293.786 -292.178 9 vs. 10 <0.0001

3 10 Yes Fixed 765.365 767.771 779.110 9 vs. 11 <0.0001
11 No Variable 548.024 548.420 552.306 11 vs. 12 <0.0001
12 No Fixed 660.334 660.807 664.947 10 vs. 12 0.0015

Table C.6:Model comparison based on AIC and Likelihood Ratio Tests forEQ5D fractional polynomial
models.

Fractional Power Model with Model with AIC Comparison LRT )
polyn. degree (µ, φ, α) interactions Dispersion logit probit cloglog on logit link (p-value)

-2; Yes Variable 93.541 94.657 96.020 1 vs. 2 <0.0001
1 -1; Yes Fixed 733.338 735.060 742.197 1 vs. 3 <0.0001

-2 No Variable 545.047 545.224 548.416 3 vs. 4 <0.0001
No Fixed 654.022 654.195 657.442 2 vs. 4 0.0127

0.5,0.5; Yes Variable -92.022 -89.126 -99.322 5 vs. 6 <0.0001
2 3,3; Yes Fixed 731.248 733.185 742.026 5 vs. 7 <0.0001

-2,-2 No Variable 542.267 542.489 545.834 7 vs. 8 <0.0001
No Fixed 656.071 656.330 659.832 6 vs. 8 0.0003

-2,-2,-2; Yes Variable 143.606 144.796 150.503 9 vs. 10 <0.0001
3 -2,-2,-2; Yes Fixed 729.876 732.250 741.135 9 vs. 11 <0.0001

-2,-2,-2 No Variable 525.884 526.157 529.438 11 vs. 12 <0.0001
No Fixed 658.498 658.744 662.070 10 vs. 12 0.0084
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Figure C.3:Representation of the best fits for the polynomial, fractional polynomial and cubic splines
under different link functions in EQ5D adult response.

C.4 Beta regression in VAS-adult group

Table C.7:Model comparison based on AIC and Likelihood Ratio Tests forVAS polynomial models.
Polynomial Model Model with Model with AIC Comparison LRT )

Order interactions Dispersion logit probit cloglog on logit link (p-value )

1 Yes Variable -1568.875 -1568.843 -1568.817 1 vs. 2 <0.0001
1 2 Yes Fixed -1509.919 -1509.608 -1509.243 1 vs. 3 <0.0001

3 No Variable -1557.017 -1557.044 -1557.060 3 vs. 4 <0.0001
4 No Fixed -1523.665 -1524.109 -1524.683 2 vs. 4 0.1576
5 Yes Variable -1562.164 -1561.602 -1560.899 5 vs. 6 <0.0001

2 6 Yes Fixed -1510.131 -1509.228 -1508.052 5 vs. 7 <0.0001
7 No Variable -1557.184 -1557.153 -1557.093 7 vs. 8 <0.0001
8 No Fixed -1526.965 -1527.388 -1527.892 6 vs. 8 0.1081
9 Yes Variable -1557.240 -1556.787 -1556.261 9 vs. 10 <0.0001

3 10 Yes Fixed -1507.962 -1506.980 -1505.614 9 vs. 11 <0.0001
11 No Variable -1561.688 -1561.654 -1561.589 11 vs. 12 <0.0001
12 No Fixed -1532.428 -1532.614 -1532.785 10 vs. 12 0.1689

Table C.8:Model comparison based on AIC and Likelihood Ratio Tests forVAS fractional polynomial
models.

Fractional Power Model with Model with AIC Comparison LRT )
polyn. degree (µ, φ, α) interactions Dispersion logit probit cloglog on logit link (p-value)

2; Yes Variable -1570.802 -1570.683 -1570.548 1 vs. 2 <0.0001
1 -1 Yes Fixed -1509.270 -1508.869 -1508.370 1 vs. 3 <0.0001

No Variable -1563.454 -1563.432 -1563.383 3 vs. 4 <0.0001
No Fixed -1522.325 -1522.720 -1523.234 2 vs. 4 0.1368

-2,-2; Yes Variable -1569.608 -1569.648 -1569.888 5 vs. 6 <0.0001
2 -2,-2 Yes Fixed -1511.948 -1511.373 -1510.534 5 vs. 7 <0.0001

No Variable -1561.051 -1561.057 -1561.034 7 vs. 8 <0.0001
No Fixed -1532.694 -1532.979 -1533.270 6 vs. 8 0.2189

3,3,3; Yes Variable -1566.794 -1566.320 -1565.739 9 vs. 10 <0.0001
3 3,3,3 Yes Fixed -1512.056 -1510.882 -1509.247 9 vs. 11 <0.0001

No Variable -1565.789 -1565.712 -1565.592 11 vs. 12 <0.0001
No Fixed -1533.234 -1533.403 -1533.548 10 vs. 12 0.0958
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Figure C.4:Representation of the best fits for the polynomial, fractional polynomial and cubic splines
under different link functions in VAS adult response.

Table C.9:Comparison of parameter estimates and standard error (in parentheses) for the ML, BC and
Bootstrap for the mean and dispersion sub-model.

Parameter ML BC Bootstrap

location sub-model

Intercept 1.8890(0.1002) 1.8876(0.1005) 1.8898(0.1488)
age -0.0061(0.0024) -0.0061(0.0024) -0.0061(0.0033)
Illnessy: Yes -0.6631(0.0918) -0.6640(0.0926) -0.6589(0.1040)
normalday: No because sick -0.8998(0.1549) -0.9035(0.1601) -0.8926(0.1580)
normalday: No because other reason -0.0173(0.0835) -0.0191(0.0839) -0.0099(0.0871)
animal: Yes 0.1488(0.0679) 0.1481(0.0682) 0.1432(0.0667)

dispersion sub-model

Intercept 1.9474(0.0664) 1.9414(0.0663) 1.9593(0.1497)
age - - -
illnessyYes -0.1498(0.1371) -0.1654(0.1369) -0.1032(0.2729)
normalday: No because sick 0.0164(0.2732) -0.0612(0.2721) 0.1091(0.3760)
normalday: No because other reason -0.3167(0.1129) -0.3232(0.1129) -0.3028(0.1901)
animal: Yes 0.0192(0.0979) 0.0164(0.0978) 0.0208(0.1722)

C.5 One inflated beta regression in EQ5D-elderly group

Table C.10:Model comparison based on AIC and Likelihood Ratio Tests forEQ5D polynomial models.
Polynomial Model Model with Model with AIC Comparison LRT )

Order interactions Dispersion logit probit cloglog on logit link (p-value )

1 Yes Variable -1307.559 -1279.689 -1219.025 1 vs. 2 <0.0001
1 2 Yes Fixed 317.147 319.019 347.389 1 vs. 3 <0.0001

3 No Variable 158.899 159.394 200.249 3 vs. 4 <0.0001
4 No Fixed 277.446 278.437 287.442 2 vs. 4 <0.0001
5 Yes Variable -1130.107 -1125.714 -1088.820 5 vs. 6 <0.0001

2 6 Yes Fixed 258.953 263.947 284.545 5 vs. 7 <0.0001
7 No Variable 100.983 134.755 136.715 7 vs. 8 <0.0001
8 No Fixed 253.676 253.839 258.272 6 vs. 8 <0.0001
9 Yes Variable -1113.729 -1135.950 -1164.404 9 vs. 10 <0.0001

3 10 Yes Fixed 248.946 254.645 280.151 9 vs. 11 <0.0001
11 No Variable 102.855 136.697 138.369 11 vs. 12 <0.0001
12 No Fixed 255.305 255.457 259.033 10 vs. 12 <0.0001
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Table C.11:Model comparison based on AIC and Likelihood Ratio Tests forEQ5D fractional polyno-
mial models.

Fractional Power Model with Model with AIC Comparison LRT )
polyn. degree (µ, φ, α) interactions Dispersion logit probit cloglog on logit link (p-value)

3; Yes Variable -1324.183 -1333.472 -1207.094 1 vs. 2 <0.0001
1 3; Yes Fixed 302.771 305.773 336.669 1 vs. 3 <0.0001

3 No Variable 142.025 143.043 185.201 3 vs. 4 <0.0001
No Fixed 263.320 263.597 271.314 2 vs. 4 <0.0001

1,3; Yes Variable -1005.826 -1053.163 -902.204 5 vs. 6 <0.0001
2 0.5,3; Yes Fixed 253.342 257.119 294.496 5 vs. 7 <0.0001

3,3 No Variable 134.136 134.619 136.522 7 vs. 8 <0.0001
No Fixed 253.112 253.271 257.229 6 vs. 8 <0.0001

-2, 3, 3; Yes Variable -1118.572 -1093.178 -1060.770 9 vs. 10 <0.0001
3 -2, 3, 3; Yes Fixed 273.855 277.898 310.089 9 vs. 11 <0.0001

-2, 3, 3 No Variable 107.521 138.732 140.155 11 vs. 12 <0.0001
No Fixed 257.208 257.380 260.901 10 vs. 12 <0.0001
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Figure C.5:Representation of the best fits for the polynomial, fractional polynomial and cubic splines
under different link functions in EQ5D response in elderly group.

C.6 Beta regression in VAS-elderly group

Table C.12:Model comparison based on AIC and Likelihood Ratio Tests forVAS polynomial models.
Polynomial Model Model with Model with AIC Comparison LRT )

Order interactions Dispersion logit probit cloglog on logit link (p-value )

1 Yes Variable -248.701 -251.196 -248.822 1 vs. 2 <0.0001
1 2 Yes Fixed -185.987 -188.476 -193.369 1 vs. 3 <0.0001

3 No Variable -223.859 -224.120 -224.518 3 vs. 4 0.0006
4 No Fixed -214.964 -217.607 -221.994 2 vs. 4 0.3685
5 Yes Variable -243.945 -265.463 -273.260 5 vs. 6 <0.0001

2 6 Yes Fixed -193.672 -196.314 -201.342 5 vs. 7 <0.0001
7 No Variable -221.668 -221.841 -222.071 7 vs. 8 0.0007
8 No Fixed -213.615 -216.520 -222.030 6 vs. 8 0.0761
9 Yes Variable -242.527 -264.429 -271.611 9 vs. 10 <0.0001

3 10 Yes Fixed -192.004 -194.678 -199.693 9 vs. 11 <0.0001
11 No Variable -220.628 -220.756 -220.743 11 vs. 12 0.0007
12 No Fixed -212.806 -215.381 -220.150 10 vs. 12 0.0894
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Table C.13:Model comparison based on AIC and Likelihood Ratio Tests forVAS fractional polynomial
models.

Fractional Power Model with Model with AIC Comparison LRT )
polyn. degree (µ, φ, α) interactions Dispersion logit probit cloglog on logit link (p-value)

3; Yes Variable -221.533 -222.818 -296.292 1 vs. 2 <0.0001
1 -2 Yes Fixed -202.841 -204.998 -209.412 1 vs. 3 0.0044

No Variable -224.116 -224.513 -225.301 3 vs. 4 0.0006
No Fixed -215.504 -218.328 -223.268 2 vs. 4 0.1780

3,3; Yes Variable -374.723 -368.902 -346.357 5 vs. 6 <0.0001
2 3,3 Yes Fixed -177.955 -181.836 -187.385 5 vs. 7 <0.0001

No Variable -222.208 -222.260 -222.124 7 vs. 8 0.0005
No Fixed -213.514 -216.393 -221.912 6 vs. 8 0.0719

3,3,3; Yes Variable -320.766 -290.399 -281.196 9 vs. 10 <0.0001
3 -2,-2,-2 Yes Fixed -195.626 -199.093 -204.156 9 vs. 11 <0.0001

No Variable -224.561 -224.352 -223.351 11 vs. 12 0.0002
No Fixed -213.331 -215.871 -220.437 10 vs. 12 0.0303
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Figure C.6:Representation of the best fits for the polynomial, fractional polynomial and cubic splines
under different link functions in VAS response in elderly group.

Table C.14:Comparison of parameters estimates and standard error for the ML, BC and Bootstrap for
the mean and dispersion sub-model.

Parameter ML BC Bootstrap

location sub-model Estimates Std. error Estimates Std. error Estimates Std. error

Intercept 3.4891 0.4667 3.4891 0.4667 3.5019 0.8996
age -0.0265 0.0064 -0.0265 0.0064 -0.0266 0.0789
Illnessy: Yes -0.3950 0.1227 -0.3950 0.1227 -0.3968 0.1294
education: higher technical/secondary -0.2503 0.1714 -0.2503 0.1714 -0.2552 0.2957
education: Lower technical/secondary -0.2103 0.2364 -0.2103 0.2364 -0.2063 0.2367
education: None/Primary -0.6172 0.2162 -0.6172 0.2162 -0.6212 1.4623
education: Vocational -0.6916 0.2207 -0.6916 0.2207 -0.6952 0.2296
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