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Abstract. Trajectory data play a fundamental role to an increasing number of
applications, such as transportation management, urban planning and tourism.
Trajectory data are normally available as sample points. However, for many ap-
plications, meaningful patterns cannot be extracted from sample points without
considering the background geographic information. In this paper we propose
a novel framework for semantic trajectory knowledge discovery. We propose
to integrate trajectory sample points to the geographic information which is
relevant to the application. Therefore, we extract the most important parts of
trajectories, which are stops and moves, before applying data mining methods.
Empirically we show the application and usability of our approach.

1. Introduction
Trajectory data are normally obtained from location-aware devices that capture the po-
sition of an object at a specific time interval. The collection of these kind of data is
becoming more common, and as a result large amounts of trajectory data are available in
the format of sample points. In many application domains, such as transportation manage-
ment, animal migration, and tourism, useful knowledge about moving behavior or moving
patterns can only be extracted from trajectories if the background geographic information
where trajectories are located is considered. Therefore, there is a necessity for a special
processing on trajectory data before applying data mining techniques.

An example which expresses such necessity is shown in Fig. 1. In Fig. 1 (left)
we can visualize a set of trajectories, that apparently have no meaning. In Fig. 1 (right)
we have the same trajectories over the geographic space, where we can visually infer the
geographic location (Paris) and the intersection of trajectories with touristic places (e.g.
Eiffel tower) and hotels.

Raw trajectory data are collected from the Earth’s surface similarly to any kind of
geographic data (see raw data level in Fig. 2). It is known that raw geographic data require
a lot of work to be transformed into maps, normally stored into shape files (processed
data level in Fig. 2). The processed geographic data are generated for any application
domain, and therefore are application independent. They can be used, for instance, to
build geographic databases of applications of transportation management, tourism, ur-
ban planning, etc (application level in Fig. 2). Geographic databases, on the other hand,
are application dependent, and therefore, will contain only the entities of processed geo-
graphic data that are relevant to the application.



Figure 1. (left) trajectories and (right) trajectories with geographic information

Data mining and knowledge discovery are on the top level, and are also application
dependent. In any data mining task the user is interested in patterns about a specific
problem or application. For instance, transportation managers are interested in patterns
about traffic jams, crowded roads, accidents, etc, but are not interested in, for instance,
patterns of animal migration.

In trajectory pattern mining, however, mining has been basically applied over raw
trajectory data or trajectory sample points, as shown in Fig. 2. Indeed, these algorithms
as far as we know have not considered the background geographic information in the
mining process. We claim that meaningful patterns for decision making processes in real
applications cannot be extracted from raw trajectory data. For data mining and knowledge
discovery, trajectories represented as sample points need to be a priori integrated with the
background geographic information which is relevant to the application, for then apply
data mining methods. This a priori integration will generate semantic trajectory patterns,
that facilitate the user’s task to analyze and interpret the knowledge in post-processing
steps.

In this paper, we propose a general framework to integrate geographic data with
trajectories in the form of sample points, in order to create semantic trajectories for knowl-
edge discovery. Therefore, we will consider trajectories as a set of stops and moves, where
stops are the important places for the application, defined by the user, and moves are tran-
sitions between consecutive stops.

The remaining of the paper is organized as follows: Sect. 2 presents the related
works and the main contributions. In Sect. 3 we introduce the basic concepts about trajec-
tories, stops, and moves. In Sect. 4 we present a framework to integrate geographic data
with trajectories in order to create a semantic trajectory database for knowledge discovery.
In Sect. 5 we present some application examples to show the usability of our approach.
In Sect. 6 we conclude the paper and present some directions of future work.

2. Related Work and Contribution

Several data models have been proposed for efficiently querying raw trajectory
data such as [Kuijpers and Othman 2007, Wolfson et al. 1998], but only a few ap-
proaches [Brakatsoulas et al. 2004, Spaccapietra et al. 2007, Mouza and Rigaux 2005]
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Figure 2. Current framework of spatial and trajectory knowledge discovery

consider semantics and background geographic information.

In [Wolfson et al. 1998] the main focus relies on the geometric properties of tra-
jectories. In [Mouza and Rigaux 2005] moving patterns are extracted from data by defin-
ing the patterns a priori. For instance, find all trajectories that move from a zone A to a
zone B and cross zone Z. In this work, moving patterns are the trajectories that follow a
given pattern. In our work we will extract moving patterns from data which are not known
a priori and which are frequent in a minimal number of trajectories.

In [Brakatsoulas et al. 2004] a semantic model for trajectories has been proposed
as well as relationships of trajectories with the background geographic information. This
model, however, is restricted to a specific domain, where the road network is the geo-
graphic information that is taken into account, similarly to [Güting et al. 2006].

In this paper we adopt the semantic model presented by [Spaccapietra et al. 2007],
which introduces the concept of stops and moves, and which we have extended
in [Alvares et al. 2007a] with trajectory pattern relationships using data mining and re-
verse engineering. In [Alvares et al. 2007b] we have shown how the semantic trajectory
data model can facilitate the formulation of trajectory queries and reduce the time com-
plexity.

From the data mining perspective, several trajectory mining algorithms have been
proposed in recent years [Cao et al. 2006, Gudmundsson and van Kreveld 2006,
Laube et al. 2005, Lee et al. 2007, Li et al. 2004, Nanni and Pedreschi 2006,
Tsoukatos and Gunopulos 2001, Verhein and Chawla 2006]. Although some ap-
proaches consider regions of interest, the semantics and the geographic in-
formation behind trajectories has not been considered. Some approaches
find dense patterns, where moving objects are in the same region, close to
each other, and move in the same direction [Cao et al. 2006]. Other ap-



proaches find long patterns [Tsoukatos and Gunopulos 2001] and flock pat-
terns [Gudmundsson and van Kreveld 2006], but short patterns like moves between
two places [Verhein and Chawla 2006] may be useful for some applications to under-
stand moving behavior.

Since most existing trajectory data mining approaches deal with raw trajectories,
we propose a continued study of our previous work [Alvares et al. 2007b] of trajectory
queries for semantic trajectory data mining and knowledge discovery.

In general the main contributions of this paper include: (i) a framework for se-
mantic trajectory data mining and knowledge discovery that is performed only once, to
transform raw trajectories into semantic trajectories; (ii) an analysis with application ex-
amples to show the applicability of the proposed framework over different classical data
mining methods.

3. Stops and Moves of a Trajectory
In this section we present the concepts which are necessary to represent semantic tra-
jectories, using stops and moves to integrate geographic information to raw trajectories,
defined in [Alvares et al. 2007b].

Definition 1 A sample trajectory is a list of space-time points 〈(x0, y0, t0), (x1, y1,
t1), . . . , (xN , yN , tN)〉, where xi, yi, ti ∈ R for i = 0, . . . , N and t0 < t1 < · · · < tN .

To transform trajectory sample points in stops and moves, it is necessary to provide
the important places of the trajectory which are relevant for the application. The important
places correspond to different spatial feature types [OGC 1999], specified in a geographic
database. For each relevant spatial feature type that is important for the application, a
minimal amount of time is specified by the user, such that a trajectory should continuously
intersect this feature in order to be considered a stop. This pair is called candidate stop.

Definition 2 A candidate stop C is a tuple (RC , ∆C), where RC is a (topologically
closed) polygon in R2 and ∆C is a strictly positive real number. The set RC is called
the geometry of the candidate stop and ∆C is called its minimum time duration.

An application A is a finite set {C1 = (RC1 , ∆C1), . . . , CN = (RCN
, ∆CN

)} of
candidate stops with mutually non-overlapping geometries RC1 , . . . , RCN

.

In case that a candidate stop is a point or a polyline, a polygonal buffer is generated around
this object, and thus represent it as a polygon in the application, in order to overcome
spatial uncertainty.

Definition 3 Let T be a trajectory and let

A = ({C1 = (RC1 , ∆C1), . . . , CN = (RCN
, ∆CN

)})

be an application.

Suppose we have a subtrajectory 〈(xi, yi, ti), (xi+1, yi+1, ti+1), . . . , (xi+`, yi+`,
ti+`)〉 of T , where there is a (RCk

, ∆Ck
) inA such that ∀j ∈ [i, i+ `] : (xj, yj) ∈ RCk

and
|ti+`−ti| ≥ ∆Ck

, and this subtrajectory is maximal (with respect to these two conditions),
then we define the tuple (RCk

, ti, ti+`) as a stop of T with respect to A.



Figure 3. Example of application with three candidate stops

Definition 4 A move of a trajectory T is: (i) a subtrajectory of T delimited by two tem-
porally consecutive stops of T ; OR (ii) the subtrajectory of T between the starting point
of T and the first stop of T ; OR (iii) the subtrajectory of T between the last stop of T and
the ending point of T ; OR (iv) the trajectory T itself, if T has no stops.

Figure 3 illustrates these concepts. In this example, there are three candidate stops
C1, C2 and C3 with geometries G1, G2 and G3 respectively. Let us consider that the spatial
projection of the trajectory T is from left to right. First, T is outside any candidate stop,
so we start with a move. Then T enters G1. Since the duration of staying inside G1 is
long enough, C1 constitutes the first stop of T . Next, T enters G2, but the time duration is
shorter than D2, so this is not a stop. We therefore have a move until T enters G3 which
fulfills the requests to be a stop. The trajectory T ends with the stop C3.

4. The Proposed Framework
Figure 4 presents the proposed framework to extract stops and moves from raw trajectories
in order to create a semantic trajectory database for data mining and knowledge discovery.
At the bottom layer are the raw trajectory data, collected in a specific region (e.g. city,
state, country). For this same region there are topographic maps with different layers of
geographic information, that were originally developed for any application domain. These
data can be used to build geographic applications and semantic trajectory databases.

Geographic data are preprocessed and made available for any application. Simi-
larly, raw trajectory data should be preprocessed as well, in order to remove noise, identify
gaps, etc. The processed trajectory data can be used in different applications. However,
to be useful, these data need to be integrated with the geographic information which is
relevant to a trajectory application, in order to obtain semantic trajectories. For this in-
tegration, the candidate stops can be either extracted from the processed data like shape
files, or from a geographic database, when the trajectory application is related to an exist-
ing geographic application (e.g. transportation management).

In our framework, in the application level, semantic trajectory data are created
with stops and moves, where the user inform the relevant spatial feature types(e.g. airport,
hotel) and their minimal duration. In [Alvares et al. 2007b] we present an algorithm to
find stops and moves. In general words, the algorithm verifies for each point of a trajectory
T if it intersects a candidate stop C. In affirmative case, the algorithm looks if the duration
of the intersection is at least equal to a given threshold D. If this is the case, the intersected
candidate stop is considered as a stop, and this stop is recorded. In Table 1(a) is an
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Figure 4. Proposed framework for semantic trajectory knowledge discovery

example of a stop dataset where the attribute gid corresponds to the instance of the spatial
feature type (stopType) where this stop occurs (e.g. airport, hotel).

In case a relevant spatial feature type is a point or a polyline, we generate a polygo-
nal buffer around this object, and thus represent this object as a polygon in the application.
This is important to avoid precision problems.

A move is recorded between the previous stop and the latest one. This previous
stop can be null, if the latest stop is the first stop of the trajectory. When a move is
inserted into the set of moves, its geometry is also added. For some applications, it might
be interesting to know the spatial features that a move has crossed, and therefore we keep
the geometry of the move for further spatial analysis, which are out of the scope of this
work.

Table 1(b) shows an example of a move dataset. Notice that in this dataset instead
of storing the identifier of the stop (Sid) for normalization, we keep the instance and the
name of the spatial feature type (Gid and stopType). We also keep the time in the move
dataset. While in databases data are supposed to be normalized, for data mining and
knowledge discovery data are unnormalized in one single table or one single file, because
of the restrict input format of most data mining algorithms. The storage of the spatial
feature type identifier and name will significantly facilitate both querying and mining
directly over the move dataset, as we will explain in the following section.

Stops and moves are stored in two relations in the geographic database, being
already integrated to the background geographic information that is relevant to the ap-
plication. Therefore, the patterns extracted from the semantic trajectories will refer to a
specific application. An important remark which can be noticed in the stops and moves
dataset is that the identifiers of both stops and moves represent the order as they have
occurred in the trajectory. This will facilitate the extraction of patterns in which the order



Table 1. Example of Stops and Moves Dataset
(a) Stops

Sid Tid Gid stopType enterTime leaveTime
1 1 1 Airport 09:45 10:05
2 1 2 Hotel 11:10 14:08
3 1 1 TouristPlace 14:30 16:03
4 1 8 ShoppingArea 17:00 19:03
5 1 1 Hotel 19:05 21:00
1 2 1 Hotel 7:00 7:50
2 2 2 TouristicPlace 8:32 11:04
3 2 1 TouristicPlace 13:15 15:05
4 2 8 ShoppingArea 16:15 18:08

. . . . . . . . . . . . . . . . . .

(b) Moves
Mid Tid Gid1 stopType1 Gid2 stopType2 geometry startTime endTime

1 1 1 Airport 2 Hotel LINESTRING(. . . ) 10:05 11:10
2 1 2 Hotel 1 TouristicPlace LINESTRING(. . . ) 14:08 14:30
3 1 1 TouristicPlace 8 ShoppingArea LINESTRING(. . . ) 16:03 17:00
4 1 8 ShoppingArea 1 Hotel LINESTRING(. . . ) 19:03 19:05
1 2 1 Hotel 2 TouristicPlace LINESTRING(. . . ) 07:50 08:32
2 2 2 TouristicPlace 1 TouristicPlace LINESTRING(. . . ) 11:04 13:15
3 2 1 TouristPlace 8 ShoppingArea LINESTRING(. . . ) 15:05 15:15

. . . . . . . . . . . . . . . . . . . . . . . . . . .

is important, like sequential pattern mining.

The process of generating stops and moves from trajectories is normally per-
formed only once, while data mining algorithms may be applied to these data several
times until interesting patterns may be found.

According to the kind of knowledge the user is interested in, different data mining
algorithms can be applied to the dataset of stops and moves, such as frequent patterns,
association rules, and sequential patterns. To illustrate the applicability of semantic tra-
jectories for mining, the following section presents some application examples of the
proposed framework.

5. Application Examples and Framework Implementation
Hereafter we present examples of a tourism application, considering the trajectories of
visitors in a touristic city, and present an overview of the implementation of the pro-
posed framework into the data mining toolkit Weka [Frank et al. 2005] and the PostGIS
database.

5.1. Semantic Trajectory Data Analysis
Let us consider that there is a dataset of trajectories represented as sample points, which
already passed through a cleaning process, representing the trajectories of tourists in Paris
in July and August. Part of this dataset is shown in Table 2(a). Besides the trajectory data
of visitors, there is also geographic information of the city. Let us suppose that for this
application, the interesting feature types (candidate stops) include hotel, touristic place,
shopping area, train station, and airport. Samples of Hotel and Touristic Place are shown
in Table 2(c) and 2(b).

Considering the given relevant spatial feature types, we apply only once the al-
gorithm to extract stops and moves from the trajectory sample points. An example of



stops and moves dataset is shown in Table 1. Now let us compare the trajectory dataset
in Table 2(a), that has no semantic information, and the stops and moves examples shown
in Table 1. First, over raw trajectories, basically all queries will need a spatial join opera-
tion, either for the analysis of the pure trajectories or for the integration with geographic
information. Second, only geometric patterns can be directly inferred over the trajectory
sample points. Over the stops and moves, on the other hand, geographic information was
added in one step, and several non-spatial queries and data mining tasks can be directly
applied. By just looking at the data (stops and moves) we can infer some knowledge like
people arriving at the airport, going from hotels to touristic places, visiting touristic places
and going to shopping area, and so on.

Several different kinds of patterns can be of interest for the user of a tourism
application, and we will show how easily they can be obtained from semantic trajectories
(stops and moves).

Let us consider that the user of the tourism application would like to answer some
specific questions about the movement of tourists in the city, starting with questions like
Q1. Question Q1 is a typical frequent pattern mining problem, and can be answered by
mining the stops dataset.

Q1: Which are the places most frequently visited by tourists in the morning?

The answer can be on either instance or type granularity, according to the objective
of the application. For instance, if the user is interested in patterns about specific places,
like Ibis Hotel, Eiffel Tower, then the attributes stopType and gid have to be considered
in the mining task. If the interest is in more general patterns (e.g. Hotel to Touristic
Place), then the attribute stopType is enough. For single patterns including only one stop,
a simple query that counts the occurrence of stops in the different trajectories where the
visitors have stopped and where the enterTime is before 12AM, will answer this question.
However, if the interest is in longer patterns, then a classical non-spatial frequent pattern
mining algorithm can be applied over the stops dataset. Considering the stops relation as
an example, some possible frequent patterns could be those shown in A1. In A1(a), the
frequent stops represent a pattern that expresses that in 10% of the trajectories, tourists
that stop at Eiffel Tower do also stop at Orsay. The second pattern A1(b) expresses a more
general pattern, that 80% of the trajectories that have a stop at a touristic place also have
a stop at a hotel.

A1: (a) {TouristicP lace1, T ouristicP lace3} (s=10%),
(b) {TouristicP lace, Hotel} (s=80%)

Several queries may be in mind of a tourism application user about the relation-
ships of places visited by tourists. Question Q2 shows a simple example of such query:

Q2: Is there any relation between visited touristic places and hotels?

To answer this query, the association rule mining technique can be applied over
the stops data set. Association rules like those shown in A2 can be generated. The first
rule A2(a) expresses that tourists that stop at Ibis hotel do also stop at Eiffel tower. This
happens in 20% of the trajectories, and with a confidence of 70%. The second rule ex-
presses that 50% of the tourists that stop at the Louvre museum and at the Invalids, do
also stop at Hilton hotel. The support of this rule is 25%.



Table 2. (a) Raw trajectories, (b) Touristic Place and (c) Hotel
(a) Trajectory

Tid geometry timest
1 POINT(48.890018 2.246100) 08:25
1 POINT(48.890018 2.246100 08:26
... ... ...
1 POINT(48.890020 2.246102) 08:40
1 POINT(48.888880 2.248208) 08:41
1 POINT(48.885732 2.255031) 08:42
... ... ...
2 POINT(48.858434 2.336105) 09:04
2 POINT(48.853611 2.349190) 09:05
... ... ...

(b) Touristic Place
gid Type Name Geometry
1 Monument Eiffel Tower POINT(48.858330 2.294333 )
2 Museum Louvre POINT(48.862220 2.335556 )
3 Museum Orsay POINT(48.860000 2.326944 )
4 Museum Invalides POINT(48.855555 2.312778 )
5 Church Notre Dame POINT(48.853611 2.349167 )
6 Church Saint Chapelle POINT(48.855545 2.345003 )

. . . . . . . . . . . .

(c) Hotel
gid Name Geometry
1 Ibis POINT(48.890015 2.246110 )
2 Hilton POINT(48.880005 2.283889)

. . . . . . . . .

A2: (a) {Hotel1} ⇒ {TouristicP lace1} (s=20%) (c=70%)
(b) {TouristicP lace2}∧{TouristicP lace4} ⇒ {Hotel2}(s=25%)(c=50%)

For several reasons like the modification of existing bus routes or the creation of new
shuttle bus routes, questions like Q3 may be interesting for the user. Question 3 can be
answered with the sequential pattern mining task over both stops and moves dataset. For
instance, sequential patterns like A3 can be extracted from the stops dataset. In A3(a)
visitors that go to the Louvre (TouristicPlace 2) in the morning, go to the Notre Dame
Church in the afternoon (TouristicPlace 5).

Q3: Which is the sequence of touristic places most frequently visited and when
these visits occur?

A3: (a){[Louvre]morning, [NotreDame]afternoon} (s=8%)
(b){[EiffelTower]morning, [Invalides]morning, [NotreDame]afternoon} (s=6%)

We can also apply the sequential pattern mining technique over the move data set. In
this case, longer pattern are generated, and lower minimum support should be considered,
since at least 4 stops are part of the shortest pattern, with only 2 moves. In A4(a) the
example shown that trajectories that have a move from Orsay museum to Eiffel tower,
also have a move from the Invalides to Notre Dame church, in this order. A longer pattern
is shown in A4(b), where the trajectories that have a move from Louvre to Notre Dame in
the morning, do also have a move from Notre Dame to Saint Chapelle in the Afternoon
and then from Saint Chapelle to Pompidou Center, in this order.

A4: (a) {[Orsay − EiffelTower], [Invalides−NotreDame]} (s=5%)
(b) {[Louvre−NotreDame]morning, [NotreDame− SaintChapelle]afternoon,

[SaintChapelle− PompidouCenter]afternoon} (s=1%)

Once trajectory samples have been transformed into semantic trajectories, any classical
data mining task can be applied to discovery of different patterns. Different analysis
can be performed over these data, avoiding several spatial joins that do not need to be
computed after trajectories have been integrated with the relevant geographic information.



The query examples shown in this section are simple and have the objective to
illustrate the applicability of the proposed framework and how the user of the application
is benefited with this approach. The framework has been implemented into a data mining
toolkit, as a data preprocessing method to prepare trajectories for data mining. Because
of space limitations only a brief overview of the tool is present in the following section.

5.2. Implementation: Weka-STPM

Weka-STPM (Semantic Trajectory Preprocessing Module) is a preprocessing module to
automatically generate semantic trajectories. Weka-STPM is a new graphical GUI for
spatio-temporal data preprocessing, similar to the Weka-GDPM [Bogorny et al. 2006],
which has been developed for automatic geographic data preprocessing for data mining.

Weka-STPM connects to a geographic database stored in PostGIS. In Weka-STPM
the user may clean trajectories in order to generate the processed trajectory data, repre-
sented in the processed data level of our framework. This step is to remove noise, to
specify the trajectory identifier and to transform timestamps if necessary. After this step,
the user can choose the spatial feature types from the geographic database that are rele-
vant to the application, i.e., the candidate stops. The minimal time duration for a relevant
feature be considered a stop is also provided.

In one step the clean trajectory samples are integrated with the relevant spatial fea-
ture types, and stops and moves are generated as two relations in the geographic database.
Two arff files, which is the input format required by Weka are generated. The user can
choose the granularity level of the stops and moves: feature instance or feature type. The
time intervals can also be generated at several granularities according to the user speci-
fication. For instance: (a) journey period: morning, afternoon, and evening, rush hours:
(a) [07:00-09:00], (b) [17:00-19:00]; weekdays and weekend, etc. This automatic dis-
cretization and transformation functions are the most useful preprocessing operations for
trajectory data mining.

After this step has been performed, the user can apply any classical data mining
technique available in Weka.

6. Conclusions and Future Work

In this paper we have shown that knowledge discovery is a process that is application de-
pendent, and therefore there is need to integrate geographic information into trajectories
in order to extract more meaningful patterns. In this paper we have presented a framework
to perform this integration, in which we consider the background geographic information
that is relevant for the application. In our framework we integrate the geographic infor-
mation and trajectories in a data preprocessing step, before apply data mining techniques.

Without using such kind of conceptualization it would be hard or maybe impos-
sible to understand moving behavior in trajectories in a specific application. On the one
hand, the proposed framework may need some computational time to extract stops and
moves from trajectory data, although this step is performed only once. On he other hand,
this a priori integration reduces the query complexity [Alvares et al. 2007b] and will sig-
nificantly reduce the time for mining trajectories and interpreting the patterns.

The main contribution of this paper is for the application user, that will need much



less time to understand the patterns, since the resultant semantic trajectories are in some
way summarized and interpreted.

For some applications it might be interesting to extract stops and moves without
giving a priori the relevant feature types. Indeed, some interesting trajectory patterns may
be related to spatial feature types that the user may not know a priori and that may not be
discovered when the user has to provide the relevant features. To address this point, the
future ongoing work is the use of the clustering technique to find possible stops that are
not known a priori by the user.
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