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Abstract
Interest in high dose rate (HDR) electronic brachytherapy operating at 50 kV is 
increasing. For quality assurance it is important to identify dosimetry systems 
that can measure the absorbed doses in absolute terms which is difficult in 
this energy region. In this work a comparison is made between two dosimetry 
systems, EPR lithium formate dosimeters and radiochromic EBT2 film.
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Both types of dosimeters were irradiated simultaneously in a PMMA 
phantom using the Axxent EBS. Absorbed dose to water was determined at 
distances of 10 mm, 30 mm and 50 mm from the EBS. Results were traceable 
to different primary standards as regards to absorbed dose to water (EPR) and 
air kerma (EBT2). Monte Carlo simulations were used in absolute terms as a 
third estimate of absorbed dose to water.

Agreement within the estimated expanded (k = 2) uncertainties (5% (EPR), 
7% (EBT2)) was found between the results at 30 mm and 50 mm from the 
x-ray source. The same result was obtained in 4 repetitions of irradiation, 
indicating high precision in the measurements with both systems. At all 
distances, agreement between EPR and Monte Carlo simulations was shown 
as was also the case for the film measurements at 30mm and 50mm. At 
10mm the geometry for the film measurements caused too large uncertainty in 
measured values depending on the exact position (within sub-mm distances) 
of the EBS and the 10 mm film results were exculded from comparison.

This work has demonstrated good performance of the lithium formate EPR 
dosimetry system in accordance with earlier experiments at higher photon 
energies (192Ir HDR brachytherapy). It was also highlighted that there might 
be issues regarding the energy dependence and intrinsic efficiency of the EBT2 
film that need to be considered for measurements using low energy sources.

Keywords: electronic brachytherapy, EPR, lithium formate, radiochromic 
film, intrinsic efficiency

(Some figures may appear in colour only in the online journal)

1. Introduction

Interest in using high dose rate (HDR) electronic x-ray brachytherapy sources (EBS) for 
accelerated partial breast irradiation (APBI) or intraoperative radiation therapy (IORT) is 
increasing. Due to the low tube voltage (40–50 kV) the need for radiation shielding of treat-
ment rooms is reduced. There are also studies showing how the use of EBS for APBI results 
in reduced doses to normal tissues compared to 192Ir HDR. However, the issue is complicated 
by the sensitivity of calculated doses to patient tissue composition in this energy region (Mille 
et al 2010, White et al 2014).

Experimental verification of dose distributions is an important feature of quality assurance 
in radiation therapy. It is difficult to perform dosimetric measurements around low energy 
(<50 keV) brachytherapy sources. Not only are dose gradients very steep, making accurate 
positioning and control over dose-averaging effects important, but the attenuation of photons 
in the keV energy region is also very sensitive to phantom material composition. It is fur-
thermore not clear if calibrations to measure absorbed dose to water in absolute terms should 
be made using traceability to a primary water standard using a MV photon beam or to an air 
kerma standard in a kV radiation quality closer to that of the EBS. The highest accuracy in 
calibration coefficients in MV beams is achieved using traceability to a primary 60Co water 
standard (Almond et al 1999, Andreo et al 2000). Calibrating absorbed dose in MV beams 
and measuring in kV beams, however, generally requires correcting the dosimetry system for 
effects of intrinsic efficiency. Intrinsic efficiency is defined as the signal per mean absorbed 
dose in the detector and should not be confused with the term energy dependence defined 
as the signal per absorbed dose to water. Various LiF thermoluminescent dosimeter (TLD) 

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869



3871

systems have shown a response per unit absorbed dose in the detector that is about 5%–10% 
higher in 20–50 kV beams than in MV beams (Davis et al 2003, Nunn et al 2008, Carlsson 
Tedgren et al 2011). On the contrary, the lithium formate electron paramagnetic resonance 
(EPR) dosimetry system used in this work shows an approximately 6% lower response in kV 
than in MV beams (Adolfsson et al 2010). The effect of variations of intrinsic efficiency with 
beam quality is often neglected and has not been investigated for many dosimetry systems 
including EBT2 radiochromic film in photon beams. This precludes calibration in a MV beam 
to assure accurate dosimetry.

Our lithium formate EPR dosimetry system has been used successfully for measurements 
of absorbed dose to water around 192Ir HDR BT sources (Antonovic et al 2009). The aim of 
this work was to test this dosimetry system for measurements of absorbed dose to water around 
a low energy 50 kV Axxent EBS (Xoft Inc, San Jose, CA, USA) (Rivard et al 2006) and to 
compare the results against an independent dosimetry system using radiochromic EBT2 film.

2. Materials and methods

This section is structured as follows: The theory underlying the derivation of absorbed dose 
to water from the measured dosimeter signal at various depths in a phantom is treated in sec-
tion  2.1. Measurement techniques and calibration methods to determine absorbed dose to 
water are described for the EPR dosimeters in section 2.2 and for the EBT2 film in section 2.3; 
the geometrical set-up for the measurements with the EBS is described in section 2.4. Monte 
Carlo simulations to derive the energy-spectra of photons at different depths in the measure-
ment phantom and a method to convert the results of MC calculations into absolute dose 
values including necessary correction factors are described in section 2.5.

2.1. Theory

2.1.1. Derivation of absorbed dose to water from the measured signal. Determination of 
absorbed dose to water at beam quality Q, at the distance r from the EBS, is given by
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Here MQ is the detector signal at beam quality Q, M D[ / ]w Q0 is the signal per unit absorbed dose 
to water at the calibration beam quality Q0, =R M D/ det is the signal per mean absorbed dose 
in the detector and is generally a function of the beam quality as indicated by the indices Q 
and Q0. The quotient R R/Q Q0  corrects for different intrinsic efficiency of the detector material 
at calibration and at measurement. kQ,Q0 is the beam quality correction factor.

Corrections were needed to convert the mean absorbed dose in the detector, Ddet (proportional 
to the measured signal) to the absorbed dose, Ddet(r) in a small detector at points r, correspond-
ing to the distances from the EBS at which the absorbed dose to water was measured. Details of 
the expressions used for determining the absorbed dose to water with the two detector systems 
and uncertainty estimations are given in the appendix A.
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2.1.2. Relative intrinsic efficiency R R/Q Q0 . The intrinsic efficiency depends on the ionization 
densities and varies due to the linear energy transfer (LET) distribution of the secondary elec-
trons. Intrinsic efficiency at brachytherapy beam qualities relative to 60Co or MV photon beam 
has been thoroughly investigated for lithium formate EPR dosimeters (Adolfsson et al 2010). 
No corresponding investigations have to our knowledge been performed for radiochromic 
film. A complicating factor for the film is its nonlinear dose response, i.e. M D/ w and thus 
M D/ det varies not only with the LET distributions along single electron tracks but also with 
the magnitude of the absorbed dose in the detector with ionization densities in sensitive targets 
formed by overlapping electron tracks.

2.1.3. Energy absorption properties relative to water. From knowledge of M D/ w, M D/ det 
could be determined provided D D/w det is known. Values of the latter quotient have until 
recently been unknown for radiochromic film due to lack of knowledge of the concentra-
tions of high atomic number materials used to increase film sensitivity (Lindsay et al 2010). 
Sutherland and Rogers (Sutherland and Rogers 2010) provided calculations of D D/w det using 
photon–electron transport Monte Carlo simulations and found the ratio to be close to the ratio 
of the mass energy absorption coefficients of the active film layer and water at photon ener-
gies <50 keV. This indicates a state of charged particle equilibrium in the active layer at these 
energies. It is noted that at higher photon energies this does not hold and full photon–electron 
transport must be simulated to obtain the mean absorbed dose in the detector.

Since May 2009, the manufacturer of EBT2 film (Ashland Inc, KY, USA) has standardized 
the atomic composition of the active layer (Lindsay et al 2010). Film lot # A090310 was used 
in our experiment, atomic composition of the active layer is given in table 1 (as provided by 
ISP, personal communication). Comparison of the ratios between the mass energy absorption 
coefficients for water and the active layer of three different batches of EBT2 film plus lithium 
formate are shown in figure 1. Mass energy absorption coefficients were taken from NIST 
(Hubbell and Seltzer 1995).

Figure 1 shows that the energy absorption of lithium formate relative to water varies con-
siderably less with photon energy than the variations among the three EBT2 lots. Values of 

μ ρ[ ]/en det
w  (weighted over the energy fluences calculated for the Axxent source, see section 2.5) 

for lithium formate were within 0.5% at the three measurement positions, while the corre-
sponding values for lot # A090310 were within 4%.

Results for lot # A090310 used in this work coincide with lot # 020609 as simulated by 
Sutherland and Rogers. It is noted that the standardized composition of the active layer results 
in a dosimeter with a larger energy dependence (Zeff = 9.18) than lot 031109 (Zeff = 7.44) at 
these low photon energies (Sutherland and Rogers 2010).

Table 1. Atomic composition of materials used in the MC simulations.

Material

Atomic composition (percentage by weight)

H C O Li N Ar Br Na Cl

Lithium formate 4.32 17.16 68.59 9.92 — — — — —
Paraffin 14.98 85.02 — — — — — — —
EBT2 sensitive layer 
lot # A090310

9.55 58.2 28.3 0.92 0.23 — 1.31 0.38 1.15

Air — 0.012 23.18 — 75.53 1.28 — — —
PMMA 8.05 59.98 31.97 — — — — — —

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869
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2.1.4. Calibration methods. Calibration to measure absorbed dose to water with traceability 
to an absorbed dose to water primary standard presently requires the use of 60Co or a MV 
photon beams. An alternative method with traceability to an air kerma standard was used for 
the film to avoid effects of the unknown intrinsic efficiency on the results of the dose measure-
ments. Details of the calibrations of the EPR dosimeters and of the EBT2 film are given below.

2.2. Lithium formate EPR dosimeters

2.2.1. Measurement technique. The lithium formate dosimeters were cylindrical in shape 
with height 4.8 mm and diameter 4.5 mm. They consisted of 90% lithium formate and 10% 
paraffin (binding material). Signal evaluation was performed with a Bruker EleXsys E580 
spectrometer, for details see earlier publications (Gustafsson et al 2008, Antonovic et al 2009, 
Adolfsson et al 2010, 2012).

2.2.2. Calibration process. Absorbed dose to water calibration was performed in a 6 MV 
photon beam using a Farmer type ion chamber. Due to the linear dose response of lithium 
formate, a two point calibration curve was used (Gustafsson et al 2008). The corrections nec-
essary to convert absorbed dose to water in the calibration situation to absorbed dose to water 
at a specified distance from the EBS are described in the appendix A.

Two sets each of four dosimeters each were used for the calibration. One set was calibrated 
(in Linköping) before the EBS experiment (in Maastricht) and one set afterwards due to the 
time between experiment and read out of the EPR dosimeters. The results of the calibrations 
were the same and indicate the stability of the EPR dosimeters throughout the experiment and 
calibrations (Adolfsson et al 2012, 2014).

2.3. Radiochromic film

2.3.1. Measurement technique. The film was evaluated using a flatbed scanner Epson PRO 
V740 (Seiko Epson Corporation, Nagano, Japan). Image Acquisition was performed using 
FilmQA Pro (Version 1.0.4049.36336). All film pieces were scanned and the results were 
stored as TIFF images, without any colour correction, at 225dpi in words of 48 bits (16 bits 
per colour channel) using the RGB transmission mode for the positive film. Absorbed dose to 

Figure 1. Mass energy absorption coefficients of water relative to lithium formate and 
the active layers of 3 different lots of EBT2 film; A090310 (used in this work) and 
020609, 031109 investigated by Sutherland and Rogers (2010). Atomic compositions 
used by Sutherland and Rogers were obtained from the manufacturer.

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869
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water was derived using the triple channel method (Micke et al 2011, van Hoof et al 2012). 
The film was kept in light–tight folders until use and while in use, exposure to light was kept 
to a minimum.

2.3.2. Calibration process. The absorbed dose to water film calibration was performed using 
a small animal micro-irradiator with tube voltage 50 kV, 2.14 mm Al filtration and HVL = 
1.54 mm Al (first layer) (PXi, North Branford, CT) (Granton et al 2012, van Hoof et al 2012). 
The Farmer chamber was used with traceability to a primary air kerma standard. To determine 
absorbed dose to water, the ‘in-air method’ described by the AAPM task group 61 (Ma et al 
2001) was used with slight modifications. The micro-irradiator was to too small to use the rec-
ommended 10  ×  10 cm field and the recommended 100 cm source to detector distance. Instead 
the field size was limited to a circular 2.5 cm diameter field and the source to detector distance 
was 30.7 cm (the distance to the isocentre). The calibration curve consisted of 8 dose points 
from 0 to 15 Gy. A full description of the micro-irradiator and the film calibration process is 
available elsewhere (van Hoof et al 2012). The corrections necessary to convert absorbed dose 
to water in the calibration situation to absorbed dose to water at a specified distance from the 
EBS are described in the appendix A.

2.4. Experimental set up for measurement in the EBS beam

A PMMA phantom previously used for EPR measurements around 192Ir sources (Antonovic 
et al 2009) was used for the measurements, see figure 2. The phantom is divided into square 
slabs of thickness 2.5 cm stacked on one another with a centrally drilled hole (5.1 mm in diam-
eter). The EBS fitted tightly into the hole with some compression on the sides. It was inserted 
to the maximum depth of the hole at each time; the positioning (as indicated by markers on 
the source tip) was accurate to within < 1 mm. The center of the source and the center of the 
EPR chips were slightly out of plane by approximately 1 mm. This was revealed in noting 
updated technical information about the source received after the experiment. (The updated 
information was taken into account when calculating the correction factors (see section 2.5)). 
At each distance (10, 30 and 50 mm) from the EBS, four EPR dosimeters were positioned 

Figure 2. Schematic figure of the PMMA phantom seen from the side (a) and from 
above (b). Dosimeters were positioned at 10, 30 and 50 mm from the EBS (A) and the 
film (B) on top of the EPR dosimeters between two PMMA slabs. The Markus chamber 
(C) was positioned below the film dosimeter plane. Not drawn to scale. Four EPR and 
four EBT2 dosimeters were simultaneously irradiated at each distance.

(a) (b)

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869
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radially around the EBS (figure 2(b)). Film pieces were positioned on top of the EPR dosim-
eters, a circular area on the part of the film that covered the underlying EPR dosimeter cross 
section was marked as the region of interest. The experiment was repeated four times at 30 
and 50 mm (average irradiation time was 550 s for the four repetitions). One irradiation was 
made at 10 mm (irradiation time 88.5 s). Due to their limited lifespan, the irradiations were 
performed using two EBSs. A Markus M6 ion chamber (PTW, Freiburg, Germany) situated 
below the dosimeter slab was used to monitor the dose delivery. The dosimeters at 30 and 
50 mm were simultaneously irradiated; irradiations of dosimeters at10 mm were performed 
separately to avoid dose saturation of the film. The ramp-up dose of the EBS was determined 
to be less than 0.2% of the total administrated dose.

2.5. Monte Carlo simulations

Monte Carlo simulations were used in the derivation of corrections factors (see appendix A), 
to enable comparison of doses determined by EPR and film, and for calculations of the radial 
absorbed dose profile in the phantom. The latter dose distribution was translated into values of 
absorbed dose in terms of Gy using the Markus chamber (see section 2.5.3). Atomic compositions 
of the phantom, materials in the ERP dosimeters and the active film layer are given in table 1.

2.5.1. The Geant4 MC program. The all-purpose MC simulation toolkit Geant4 v9.3 provides 
a diverse set of software components that can be employed in a variety of settings, including 
the simulation of photon transport from low energy sources (Agostinelli et al 2003). In this 
work, the Lawrence Livermore National Laboratory low energy electromagnetic model which 
simulates the low energy photon interactions of the photoelectric effect, Compton scattering 
and Rayleigh scattering was used. The electron atomic binding effects on Compton cross sec-
tions at low energies were taken into account. The model uses the EPDL (Cullen et al 1997), 
and EADL (Perkins et al 1997) evaluated cross section libraries. All secondary electrons were 
made to deposit their energy locally due to their short range compared to typical voxel sizes; 
hence absorbed dose to water is approximated by water collision kerma. The cutoff energy for 
photons was 250 eV.

2.5.2. The geometry. A mathematical model of the PMMA phantom, EPR dosimeters and 
films used in the experiment was built with Geant4. The atomic compositions of the mate-
rials used are shown in table 1. The EBS source (Axxent S700) was carefully modelled in 
Geant4 (Agostinelli et al 2003) and validated by comparing measured and simulated TG-43 
parameters in Rivard et al (2006). Using this model, 50 keV electrons were set in motion at 
the cathode and transported to a tungsten anode. Photons were generated via bremsstrahlung 
splitting (number of secondary photons equal to 100) and characteristic x-ray generation. Pho-
tons that reach the outer cooling water sheath of the source (diameter 5.1 mm) were recorded 
into a phase space file and then terminated. 109 primary electrons were simulated to generate 
a phase space file with 7  ×  107 photons. No electrons were recorded due to their short range. 
The phase space source was validated against TG-43 data from Rivard et al (2006) to within 
tolerated uncertainties (<3%). This phase space source was used to simulate photon emission 
from the S700 in this work and has been used previously (White et al 2014).

Three separate simulations for each distance were run utilizing track-length scoring and 
two billion photon histories for each simulation. The values of photon energy fluence differen-
tial with respect to energy obtained in the simulations were used with mass-energy absorption 
coefficients for water to derive values of absorbed dose to water under conditions of charged 
particle equilibrium.

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869
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2.5.3. Converting Monte Carlo results to absolute dose values. Monte Carlo simulations 
were used for a third estimate of Dw in terms of Gy. Relative MC doses in terms of fGy/parti-
cle were coupled to absorbed dose to water (in Gy) at 30 mm from the EBS, determined by an 
independent film irradiation (unpublished results). At this irradiation, the film was positioned 
30 mm from the EBS in a separate PMMA phantom with the Markus chamber perpendicularly 
to the beam axis. MC simulations were used to determine the relationship between the read-
ings of the Markus chamber in the two geometries, allowing transfer of the absorbed dose to 
water determined in the independent film irradiation to the absorbed dose to water at 30 mm 
in the present experiment.

3. Results

Table 2 shows absorbed dose to water as determined by the three different systems and table 3 
shows the quotients between the results of each system. In both film and EPR dosimetry sys-
tems, the absorbed dose was determined as the average of four detectors distributed around the 
source to minimize positional uncertainties (see figure 2). At 10 mm distance, the geometry for 
the film measurement caused large uncertainty in the measured values depending on the exact 
position (within sub-mm distances) of the EBS, therefore, the film measurement at 10 mm 
was left out. The EPR measurements at 10 mm were considerably less influenced by the EBS 
position, within 3% for an uncertainty in the EBS position of ±1 mm relative to the symmetry 
axis of the EPR dosimeters, the corresponding value for the film was 22%.

Agreement within the estimated expanded (k = 2) uncertainties (see appendix A) was found 
between the results obtained with the two dosimetry systems at 30 mm and 50 mm. This implies 
that the use of the two different calibration methodologies worked satisfactorily. The agreement 
between the results with the two dosimetry systems at repeated irradiations is noticeably good 
indicating that the type A statistical uncertainties are small for both systems. At 10 mm distance 
the EPR result agreed with the MC calculated value within the estimated uncertainty.

4. Discussion

4.1. Monte Carlo calculations of absorbed dose to water

The inclusion of film measurements from a separate experiment to convert the MC calculations 
to absorbed dose to water in absolute values (Gy) may have introduced a bias of the MC results 
as indicated by the good agreement between the MC calculated and film dose values at 30 mm 
(the depth of normalization (section 2.5.3)). The agreement between the results obtained by the 
EPR dosimeters and the EBT2 films in this study (tables 2 and 3) supports the validity of the 
adopted approach. Uncertainties in the MC calculated values are dominated by the uncertainty 
in the value for absorbed dose to water that was determined using film dosimetry.

4.2. Energy dependence and intrinsic efficiency of EBT2 film dosimeters

Using the results of Sutherland and Rogers 2010, it was possible to calculate the absorbed dose 
in the active film layer allowing analysis of the energy dependence of M D/ w published using the 
new standardized film in terms of M D/ det. Brown et al (2012) investigated the energy response 
of monochromatic x-rays (25, 30 and 35 keV) with a 4 MV clinical photon beam as reference. 
Their results indicate variations in relative intrinsic efficiencies of =R R/ 0.9525 keV 35 keV  and 

=R R/ 0.6325 keV 4 MV . For a 50 kV x-ray beam (25.5 keV effective energy) relative to a 6 MV 
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photon beam (effective energy 1.4 MeV) results by Butson et al (2010) indicate a relative 
intrinsic efficiency of =R R/ 0.5750 kV 1.4 MeV , consistent with the result =R R/ 0.6325 keV 4 MV  of 
Brown et al. Arjomandy et al (2012) measured depth doses in water at 75 kV. Dose response 
calibration was performed at 75 kV. Compared to measurements with an ion chamber, the film 
showed an over-response of 8–9% at a depth of 10 cm compared to the normalization depth 
of 2 cm. The effective energy was noted to increase from 32.1 keV to 38.4 keV. Only 3% of 
this increase can be assigned to an increase in the energy absorption of the film relative to 
water indicating an increase in relative intrinsic efficiency consistent with the results of Brown  
et al. An increase in effective energy of only 1 keV, from 34 keV to 35 keV in our EBS mea-
surements at 50 mm compared to 30 mm is not likely to have a noticeable effect on the results. 
It may be of some interest here to note that Kirby et al (2010) noted an under-response of 0.6 
for the EBT2 film in the Bragg-peak of protons and suggested a model of explanation similar 
to those used in explaining the relative intrinsic efficiency of low energy photons relative to 
MV photon beams for TLDs and EPR dosimeters.

4.3. Comparison of two methods of calibration

Calibration of the EPR dosimeters to measure absorbed dose to water was made using a 6 MV 
linear accelerator. Correction factors to allow use of the calibrated dosimeters at low pho-
ton energies (<50 keV) included a correction for the decrease in intrinsic efficiency of the 
dosimeters at the beam quality used at measurements compared to that used at calibration 
(Adolfsson et al 2010). This is an important correction commonly not considered in the lit-
erature. The uncertainties added due to these corrections were not very large as can be seen in 
the uncertainty budget (table A1, sources 3–6). Since the variation in intrinsic efficiency with 
beam quality of the EBT2 film is not known use of a suitable x-ray source was the only option 
for accurate dosimetry with the radiochromic film dosimetry system. The uncertainty budget 
shows that the combined standard uncertainty was somewhat lower using the EPR dosimetry 

Table 2. Results of absorbed dose to water determined by EPR dosimeters, EBT2 film 
and Monte Carlo simulations. The expanded (k = 2) relative uncertainties were 5% 
(EPR) and 7% (film) except at 10 mm where the measurement uncertainty was 6% 
for EPR. Uncertainty in the MC simulated doses is estimated to 7%. See table A1 in 
appendix for details.

EPR Dw (Gy) Film Dw (Gy) MC Dw (Gy)

Repetition 10 mm 30 mm 50 mm 10 mm 30 mm 50 mm 10 mm 30 mm 50 mm

1 9.4 10.7 2.6 — 10.1 2.6 9.4 10.3 2.4
2 10.5 2.5 10.0 2.6 10.2 2.4
3 10.8 2.6 10.3 2.7 10.5 2.5
4 9.6 2.3 9.1 2.4 9.3 2.2

Table 3. The quotient of results displayed in table 2.

Dw(EPR)/Dw(MC) Dw(film)/Dw(MC) Dw(EPR)/Dw(film)

Repetition 10 mm 30 mm 50 mm 10 mm 30 mm 50 mm 10 mm 30 mm 50 mm

1 1.01 1.04 1.08 — 0.98 1.08 — 1.05 0.99
2 1.03 1.05 0.98 1.09 1.05 0.96
3 1.03 1.07 0.97 1.09 1.05 0.98
4 1.03 1.05 0.98 1.08 1.05 0.97

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869



3878

and its MV based calibration system. Transfer of the air kerma calibration coefficient from 
the primary lab to the experimental lab at low tube voltages is associated with larger uncer-
tainty than the corresponding transfer of the calibration coefficient from a primary 60Co water 
standard to the higher energy MV beams and, in addition, there is an uncertainty associated 
with transforming air kerma to water kerma. The energy absorption properties of the detector 
relative to water also influence measurement uncertainty. The energy absorption properties of 
lithium formate are considerably closer to water than those of the EBT2 film (see figure 1) 
which depends on small, less known concentrations of high atomic number materials in the 
film active layer. The change in the ratio of mass energy absorption coefficients between water 
and the active layer of the EBT2 film is as large as 4% from the 10 mm to the 50 mm depth 
whereas the corresponding value for the EPR dosimeters is only 0.5%.

5. Conclusions

This work is a contribution to developing reliable experimental methods suitable for dosim-
etry around low energy brachytherapy sources, in particular high dose rate EBS. The EPR 
dosimeters were found to yield results in agreement with Monte Carlo simulations at three 
distances (10, 30 and 50 mm) from the source in the phantom. The EBT2 films agreed with 
Monte Carlo and EPR at 30 mm and 50 mm. At 10 mm, the uncertainty in the exact positioning 
of the EBS was too large to get a reliable estimate using EBT2 films. This work has shown the 
complexity of measurements around this type of source and the importance of detailed knowl-
edge of the properties of the dosimetry system used. It was also shown that lithium formate 
EPR dosimetry is a good candidate for the purpose and it was deduced that there might be 
issues regarding energy dependence and intrinsic efficiency of the EBT2 film that need to be 
considered in future measurements.
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Appendix A

A.1. Determination of absorbed dose to water with EPR dosimeters

Determination of absorbed dose to water using EPR dosimeters in the PMMA phantom at a 
distance r from the source follows equation (A.1).

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

μ
ρ

=D r M r
D

M
s f

R

R
f

D

D
( ) [ ]w,phan,50 kV 50 kV

w
m col w

PMMA
B

6 MV

Q

Q

en

det

w

vol
det,MC

lithium formate

0
 (A.1)

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869



3879

T
ab

le
 A

1.
 C

om
po

ne
nt

s 
co

nt
ri

bu
tin

g 
to

 th
e 

co
m

bi
ne

d 
re

la
tiv

e 
st

an
da

rd
 u

nc
er

ta
in

ty
 f

or
 E

PR
 d

os
im

et
er

s 
an

d 
E

B
T

2 
fil

m
.

So
ur

ce
 o

f 
un

ce
rt

ai
nt

y 
E

PR

D
is

ta
nc

e 
(m

m
)

So
ur

ce
 o

f 
un

ce
rt

ai
nt

y 
E

B
T

2

D
is

ta
nc

e 
(m

m
)

10
30

50
30

50

1.
 u

M
M

(
)/

50
kV

50
kV

0.
4%

0.
4%

0.
4%

1.
 u

M
M

(
)/

0.
5%

0.
5%

2.
 u

D
M

D
M

(
/

)/
/

w
w

1.
7%

1.
7%

1.
7%

2.
 u

M
K

M
K

(
/

)/
/

ai
r

ai
r

2.
1%

2.
1%

3.
 u

s
s

(
)

/(
)

m
co

l
wPM

M
A

m
co

l
wPM

M
A

0.
5%

0.
5%

0.
5%

3.
 

μ ρ
μ ρ

⎛ ⎝⎜ ⎜⎡ ⎣⎢
⎤ ⎦⎥

⎞ ⎠⎟ ⎟
⎡ ⎣⎢

⎤ ⎦⎥
u

/
en

wai
r

en

wai
r

1.
5%

1.
5%

4.
 u

f
f

(
)/

B
B

0.
5%

0.
5%

0.
5%

4.
 

⎛ ⎝⎜⎡ ⎣
⎤ ⎦

⎡ ⎣
⎤ ⎦

⎞ ⎠⎟

⎡ ⎣
⎤ ⎦

⎡ ⎣
⎤ ⎦

μ ρ
μ ρ

μ ρ
μ ρ

u
w

,p
ha

n

de
t

de
t,c

al

w

w
,p

ha
n

de
t

de
t,c

al

w

en
en

en
en

1.
5%

2.
0%

5.
 

(
)

u
R

R
R

R
(

/
)/

/
Q

Q
Q

Q
0

0
1.

0%
1.

0%
1.

0%
5.

 
(

)
u

R
R

R
R

(
/

)/
/

Q
Q

Q
Q

0
0

—
—

6.
 

⎛ ⎝⎜ ⎜⎡ ⎣⎢
⎤ ⎦⎥

⎞ ⎠⎟ ⎟
⎡ ⎣⎢

⎤ ⎦⎥
μ ρ

μ ρ
u

/
en

de
t

w
en

de
t

w
0.

5%
0.

5%
0.

5%
6.

 u
f

f
(

)/
po

s
po

s
1.

0%
1.

0%

7.
 u

f
f

(
)/

po
s

po
s

1.
5%

0.
5%

0.
5%

7.
 u

f
f

(
)/

vo
l

vo
l

1.
0%

1.
0%

8.
 u

f
f

(
)/

vo
l

vo
l

1.
0%

1.
0%

1.
0%

9.
 

⎛ ⎝⎜
⎞ ⎠⎟

u
D

D

D

D/
de

t,M
C

li
th

iu
m

fo
rm

at
e

de
t,M

C

li
th

iu
m

fo
rm

at
e

0.
5%

0.
5%

0.
5%

C
om

bi
ne

d 
1–

9
C

om
bi

ne
d 

1–
7

()
u

D
r

D
r

(
(

))
/

w
,p

ha
n,

50
kV

w
,p

ha
n,

50
kV

3%
2.

5%
2.

5%
u

D
r

D
r

(
(

))
/

(
)

w
,p

ha
n,

50
kV

w
,p

ha
n,

50
kV

3.
3 

%
3.

6%

E Adolfsson et alPhys. Med. Biol. 60 (2015) 3869



3880

where M denotes the EPR signal, s[ ]m col w
PMMA is the mass collision stopping power ratio 

between PMMA and water and converts absorbed dose to water to absorbed dose to PMMA; 
=f D D/B det PMMA is the Burlin cavity theory coefficient and converts absorbed dose to PMMA 

to the mean absorbed dose in the detector (film active layer). Detailed information and numer-
ical values of these factors are found in Antonovic et al (2009). R R/Q Q0  is the correction for 
intrinsic efficiency (Adolfsson et al 2010) and was set to 1.06.

The values of μ ρ[ ]/en det
w  were determined to be 1.249, 1.246 and 1.243 at 10 mm, 30 mm 

and 50 mm respectively by weighting over the photon energy fluence spectrum at the three 
measurement positions in the phantom. Mass energy absorption coefficients were taken 
from NIST (Hubbell and Seltzer 1995). The volume averaging correction factor, fvol, was 
calculated with MC as the quotient of the absorbed dose to a 1 mm3 ‘point detector’ situ-
ated at the centre of the EPR dosimeter and the absorbed dose to the full size detector. The 
values of fvol at 10, 30 and 50 mm were 1.020, 1.023, and 1.030 respectively. The last factor 
in equation (A.1) is needed to account for the fact that the signal is proportional to the dose 
registered in the lithium formate grains and not to that registered in the surrounding paraf-
fin. This factor was calculated using MC simulations as described in detail by Adolfsson  
et al (2010).

A.2. Determination of absorbed dose to water with EBT2 film

Determination of absorbed dose to water using the EBT2 film in the PMMA phantom at the 
distance r from the source followed equation (A.2)
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The film was calibrated to measure air kerma free-in-air using the TG61 protocol (Ma 
et al 2001). Absorbed dose to water was calculated by multiplying air kerma with the ratio 
of the weighted mean of the mass energy absorption coefficients for water and air yielding 
water kerma, i.e. absorbed dose to water under charged particle equilibrium. The quotient  

μ ρ μ ρ[ ] [ ]/ / /
ren w,cal,50 kV

det
en w,phan,

det  was set to unity. A correction for film position in the phantom fpos 

was derived by MC calculation of the absorbed dose to water in the volume occupied by the 
film in the experiment and the same volume positioned at the centre of the EPR dosimeters (in 
the absence of the EPR dosimeter). Numerical values at 30 and 50 mm were 1.020 and 1.030 
respectively. A volume averaging factor fvol for the film was applied, derived similarly to the 
volume averaging for the EPR dosimeters. The quotient of the absorbed dose to a ‘film point’ 
(1 mm3) and the absorbed dose to the full size film area was calculated. Numerical values at 
30 and 50 mm were 0.991 and 0.976 respectively.

In the last equality of equation  (A.2) it is assumed that the signal from the film is pro-
portional to the mean absorbed dose to the detector. The factor R R/Q Q0  takes into account 
any deviation from this assumption caused by different LET distributions of the secondary 
electrons at calibration and in the measurement in the PMMA phantom. Here, R R/Q Q0  was 
assumed to be unity.
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A.3. Uncertainty in the experimentally determined absorbed dose

The total combined relative standard uncertainties in absorbed dose u D r( ( )) /w,phan,50 kV

Dw,phan,50kV(r), derived from equations (A.1) and (A.2) were estimated by quadratically adding 
the relative standard uncertainties of its parameters (JCGM 2008)). Derivation of the uncer-
tainties for the EPR dosimeters was described in detail in (Antonovic et al 2009, Adolfsson  
et al 2010). The estimated uncertainties are presented in table A1.

Estimates of the relative standard uncertainties related to the film calibration (points 2 
and 3 in table A1) were taken from the AAPM protocol (Ma et al 2001). The mass-energy 
absorption correction factor (point 4 in table A1) was set to unity. However, for a film with 
the composition of the active layer in table 1 (the film used in this work), corrections of 0.975 
and 0.966 at 30 mm and 50 mm, respectively, should be applied. This correction was not intro-
duced in calculating D r( )w,phan,50 kV  since it cannot be ascertained that the atomic composition 
is exactly that aimed at by the manufacturer. Instead, we used the information in figure 1 
to estimate uncertainties caused by neglecting the correction. Assuming maximum possible 
deviations of 2.5% (30 mm) and 3.4% (50 mm) from unity for this factor, standard uncertain-
ties were obtained by dividing with 3  (assuming a triangular probability distribution).

The uncertainty in MC calculated doses depend on the statistical uncertainty in the MC 
simulations, the uncertainty in the film dose at the normalization depth (30 mm) and a correc-
tion to account for the different positions of the Markus chamber in the experiment used for 
normalization (perpendicular to the beam axis) and in the experiment itself (see figure 2). The 
combined relative standard uncertainty was estimated to be 3.5%.
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