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1.1 Childhood obesity and the metabolic syndrome 

In the past few decades, the number of overweight and obese children and 

adolescents has increased substantially [1, 2]. Although recent evidence suggest 

that the prevalence of childhood obesity is plateauing in some countries [3], 

prevalence rates are still high and are currently increasing in developing 

countries [4]. In addition, obese children are becoming more extremely obese 

[5]. Overweight and obese children are at increased risk to develop 

cardiometabolic morbidities in adult life such as type 2 diabetes (T2DM), 

hypertension, coronary heart disease and stroke [6]. A concept commonly used 

in describing the relationship between obesity and cardiometabolic complications 

is that of the metabolic syndrome (MetS). Theoretically, the MetS is a cluster of 

cardiometabolic risk factors including centrally distributed obesity, dyslipidemia, 

insulin resistance (IR), glucose intolerance (impaired fasting glycaemia, impaired 

glucose tolerance or T2DM) and elevated blood pressure thought to place an 

individual at increased risk for developing cardiovascular diseases (CVD) [7]. 

Childhood obesity may consequently lead to a reduced quality of life and 

reduced life expectancy of the current generation, and a substantial increase in 

healthcare and economic costs [8, 9].  

1.1.1 Epidemiology 

The worldwide prevalence of overweight and obesity in both adults and youth 

has increased substantially between 1980 and 2013 [2]. In developing 

countries, the number of children and adolescents being overweight or obese 

has also increased, i.e. 12.9% of boys and 13.4% of girls were overweight or 

obese in 2013, compared with 8.1% of boys and 8.4% of girls in 1980 [2]. The 

prevalence of childhood obesity is still rising in Latin America (Mexico, Brazil, 

Chile, Uruguay and Argentina), North Africa, the Middle East, India, and several 

Pacific Island and Caribbean nations [2, 4]. Although recent evidence has shown 

that the prevalence of childhood obesity is plateauing in some developed 

countries, prevalence rates remain high and obese children are becoming more 

severely obese [3, 5, 10]. In developed countries, 23.8% of boys and 22.6% of 

girls were overweight or obese in 2013, compared with 16.9% of boys and 

16.2% of girls in 1980 [2]. Prevalence numbers of obesity are high in the United 

States of America (USA), i.e. around 12.5 million (16.9%) children aged 2 to 19 
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were obese in 2009-2010 [11]. In Europe, recent school-based survey among 

10 to 12 year old children showed that 25.8% of boys and 21.8% of girls were 

overweight of which 5.4% boys and 4.1% girls were obese in 2010 [12]. In the 

Flemish part of Belgium, 13.2% boys and 11.2% girls aged 10 to 12 were 

overweight and 3.7% boys and 2.3% girls were obese [12]. In the province 

Limburg, it was estimated that 33% of children aged 12 to 13 was overweight 

and 19% was obese in 2002 [13].  

In parallel with the increased prevalence of childhood obesity, the prevalence 

of MetS children and adolescents has also increased [14]. Important to note, 

however, the prevalence of MetS varies widely and depends strongly on the 

definition used, i.e. whether insulin resistance (IR) or central obesity are central 

to the MetS classification and whether and which child-specific cut-off values for 

MetS components are used [15, 16]. In general, MetS prevalence is higher in 

boys than in girls, higher in pubertal than in pre-pubertal children, higher in 

Hispanics than in whites or African-Americans, and higher in obese than in 

normal-weight children [17]. Table 1.1 gives an overview of prevalence numbers 

of MetS in 7 to 19-year-old children and adolescents from different geographical 

areas using three most commonly used MetS classifications, i.e. NCEP/ATPIII, 

WHO and IDF (see Table 1.2 and Table 1.3 for more information on the 

definitions used).  

Table 1.1 Prevalence data of MetS in 7 to 19-year-old children from different 
geographical areas based on most commonly used criteria. 

Region  NCEP/ATPIII WHO IDF 

Europe 
median prevalence in whole population, % 

(range) 

2.1 

(0.3-13.9) 
6.0* 

2.2 

(0.3-5.0) 

 
median prevalence in OV and OB, % 

(range) 

35.3 

(16.9-45.5) 

28.2 

(23.3-39.0) 

21.0 

(8.9-50.0) 

Middle East 
median prevalence in whole population, % 

(range) 

6.5 

(0.4-10.1) 
NA 

6.8 

(2.3-14.8) 

 
median prevalence in OV and OB, % 

(range) 
25.5 

(9.1-57.9) 
27.2 

(6.6-38.8) 
35.6 

(34.2-37.0) 

Far East 
median prevalence in whole population, % 

(range) 

3.3 

(0.2-7.3) 
NA 

3.1 

(1.8-5.5) 

 
median prevalence in OV and OB, % 

(range) 

21.8 

(10.0-38.1) 
42.3* 

13.8 

(3.2-24.3) 

America 
median prevalence in whole population, % 

(range) 

4.8 

(1.0-10.0) 

1.2 

(0.4-1.9) 

2.6 

(1.6-9.6) 

 
median prevalence in OV and OB, % 

(range) 
25.8 

(13.8-66.0) 
38.7 

(5.2-38.9) 
15.3 

(9.6-21.0) 

Australia median prevalence in whole population, % 14.0* NA NA 

 median prevalence in OV and OB, % NA 33.0* NA 

The presented data have been calculated from data obtained from several studies as described in a 

literature review by Friend et al. [18]. *Prevalence number obtained from only one study. IDF: 

International Diabetes Federation; NA: not available; NCEP/ATPIII: National Cholesterol Education 

Program’s Adult Treatment Panel III; OB: obese; OV: overweight; WHO: World Health Organization. 
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1.1.2 Definition of childhood obesity 

Obesity is defined as an excessive amount of body fat (adiposity) to such extent 

that health may be impaired [19]. The ideal definition of obesity would be one 

based on the measurement of absolute fat mass or percentage total body fat. 

Underwater weighing or dual energy X-ray absorptiometry (DEXA) are accurate 

and direct measures of body fat, however, they are impracticable and too 

expensive to apply in routine clinical practice [20]. The indirect bioelectrical 

impedance analysis (BIA) is less expensive, safe, portable and more comfortable 

for the patient than the other fatness measurements [21]. BIA measures the 

resistance to an electrical current that travels through water in the body. The 

more fat, the more resistance to the electrical current [22]. A number of child-

specific equations has been proposed to calculate percent fat mass or fat-free 

mass from BIA output [23, 24]. The Schaefer equation is suggested to be the 

most valid predictor of percent fat mass, fat mass and fat-free mass in 

overweight and obese children aged 5 to 9 [23, 25]. However, up to now, there 

is still no single BIA equation that can be applied for both children and 

adolescents because of pubertal influences resulting in poor accuracy [26]. 

Another way to measure fatness in children are skinfolds, however, evidence 

about the accuracy of skinfold thicknesses to identify children with excess body 

fatness is contradictory [27, 28].  

The use of another simpler proxy measurement of excessive fatness is often 

preferred. The most commonly used, widely accepted, inexpensive and non-

invasive indicator to express the level of adiposity is the body mass index (BMI). 

The BMI is a simple, indirect measure obtained by dividing weight in kilogram by 

the square of height in meters (kg/m²). It was first described by the Belgian 

mathematician, astronomer and statistician Adolphe Quételet and has therefore 

also been referred to as the Quetelet’s index [29]. Adults (≥ 18 years) with a 

BMI ≥ 25 kg/m² are classified as overweight and those with a BMI ≥ 30 kg/m² 

are classified as obese [30]. Although BMI is closely correlated with fat mass in 

adults and children [31, 32], assessing adiposity in children and adolescents is 

more complicated as a child’s fat mass changes as a consequence of age, 

gender, maturation and ethnicity [33]. So instead of using fixed BMI values as 

for adults, the definition of childhood overweight and obesity is based on age- 

and sex-specific BMI cut-off values – presented in tables or pointed out as 
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centiles on a chart – which are generally derived from large national or 

international reference populations.  

National BMI references 

In Flanders, the northern part of Belgium, the Flemish growth charts provide 

centile curves for BMI for Belgian children aged 2 to 20 [34] (see Figure 1.1). 

They were obtained based on weight and height data of 16096 (7920 boys and 

8176 girls) Flemish children and adolescents collected between 2001 and 2004. 

The growth curves were fitted using the LMS (L: skewness, M: median, and S: 

coefficient of variation) method [35]. The Flemish growth charts are 

recommended for population monitoring and clinical assessment of overweight 

(percentile crossing BMI 25 kg/m² at age 18) and obesity (percentile crossing 

BMI 30 kg/m² at age 18) in Flemish children and adolescents.  

International BMI references 

For international comparison of obesity prevalence or for presenting overweight 

and obesity data of children in international journals, the International Obesity 

Task Force (IOTF) reference values are preferred [36, 37]. The IOTF BMI 

thresholds are derived from six large nationally representative cross-sectional 

surveys from Great Britain, USA, the Netherlands, Brazil, Singapore and Hong 

Kong. Each national data set had BMI data from over 10000 children aged 2 to 

18, and collected between 1963 and 1993. Subsequently, BMI values were 

averaged across countries by age to give sex-specific BMI curves passing 

through BMI 25 (overweight), 30 (obesity) and 35 (morbid obesity) at age 18 

[36, 37]. Besides centiles, age- and gender-specific BMI z scores could also be 

calculated using a formula based on the LMS method [37]. The BMI z score 

represents the number of standard deviation (SD) units a child’s measurement is 

located above or below the mean reference value derived from the survey. The 

pediatric IOTF BMI cut-offs correspond to adult BMI thresholds, and can 

consequently be used to predict adult disease risk [37].  

Besides the IOTF BMI cut-off values, the WHO also provides BMI references 

for children aged 5 to 19 [38], and the Centers for Disease Control and 

Prevention (CDC) provides BMI references for children aged 2 to 20 [39].  
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Figure 1.1 Flemish reference centiles of BMI-for-age for (A) boys and (B) girls. 
Percentiles that cross a BMI value of 25 and 30 kg/m² at age 18 are presented as age-specific 

reference values for overweight and obesity, respectively. Children with a BMI in the upper grey zone 

are classified as overweight. Children with a BMI above the upper grey zone are classified as obese. 

Reprinted with permission from Roelants et al. [34]. 

A 

B 
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However, these reference values are derived from national data based on USA 

surveys from the early 1960s, before the present epidemic, and are therefore 

unsuitable for international and comparative purposes. 

Current issues regarding the use of BMI in the obese pediatric 

population 

Because of the wide variety of definitions for childhood obesity, there is still no 

widely accepted standard. The BMI is an easy indicator of weight status, 

however, many countries continue to use their own country-specific charts. In 

addition, the BMI is limited to distinguish between fat mass, fat-free tissue, 

muscles and bone and fails to account for fat distribution. It is known that 

centrally distributed or abdominal adiposity is a risk factor for IR and 

cardiometabolic disease in childhood, and therefore the measurement of waist 

circumference (WC) is often preferred instead of BMI [40-42]. However, there 

are still no universally validated WC cut off points available to identify children 

with centrally-distributed obesity and specific guidelines for clinical application 

are lacking [43]. 

1.1.3 Definition of the metabolic syndrome 

The concept of MetS was initially established in 1988 by Reaven who called it 

‘Syndrome X’, a constellation of factors including IR, impaired glucose tolerance, 

dyslipidemia which are associated with an increased risk for coronary artery 

disease [44]. In the meanwhile, both the terminology and definition of MetS 

have undergone a lot of changes in the medical literature. Nowadays, MetS is 

defined as the clustering of cardiometabolic risk factors including centrally 

distributed obesity, atherogenic dyslipidemia, elevated blood pressure, 

hyperglycemia, IR, pro-inflammatory and pro-thrombotic state which are 

associated with an increased risk of developing CVD and T2DM [7]. Although a 

general consensus regarding the MetS definition is still lacking, several 

international organizations and expert groups such as the WHO [45], 

NCEP/ATPIII [46], and IDF [47] attempted to introduce new definitions for 

adults (Table 1.2). These definitions include either ‘centrally distributed obesity’ 

or ‘IR’ as most important factor because they play a key role in the pathogenesis 
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of MetS [7]. The presence of MetS is not only limited to adulthood but has 

previously also been identified in children and adolescents [14, 48]. 

Definition of the metabolic syndrome in children and adolescents 

Starting from 2003, over 40 unique pediatric definitions of MetS were published 

of which the most commonly used were that developed by NCEP/ATPIII, WHO 

and IDF based on modified criteria from adult definitions [49] (see Table 1.3 and 

Table 1.4). In an attempt to halt the explosion of different definitions, the IDF 

published the first consensus-based pediatric definition of MetS in 2007 [50] 

(Table 1.4). The pediatric IDF MetS definition divides subjects into three 

different age groups in order to adjust for the developmental stages.   

All criteria – except for waist circumference – are expressed as fixed cut-off 

values instead of age- and sex-specific percentiles which makes this definition 

easy to use. However, for children younger than 10 years there are still no 

established values for the diagnosis of MetS. In addition, prevalence estimates 

of MetS in children using pediatric IDF criteria could be an underestimation as 

cut-off values used to define adult MetS are too high, although in adolescents it 

is more appropriate to have cut points that are based on adult health risk [16, 

51, 52]. For overweight and obese children, the pediatric IDF definition appears 

to be more stringent than the adapted-NCEP definition [53]. Whether the 

pediatric IDF definition will lead to a uniformity remains to be seen. Regardless 

of an increased use of the IDF MetS definition, there is still no valid definition for 

the pediatric population. This is mainly due to several important methodological 

and physiological limitations which are discussed below. 
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Table 1.2 Classification of MetS in adults according to the WHO [4], NCEP/ATPIII [2], and IDF [3]. 

BMI: body mass index; FPG: fasting plasma glucose; HDL-C: high-density lipoprotein cholesterol; IDF: International Diabetes Federation; IFG: impaired fasting 

glucose; IGT: impaired glucose tolerance; IR: insulin resistance; MetS: metabolic syndrome; NCEP/ATP III: National Cholesterol Education Program Adult 

Treatment Panel; T2DM: type 2 diabetes mellitus; TG: triglycerides; WC: waist circumference; WHO: World Health Organization. *To meet the criteria, WC 

must be: for Europeans, ♂ > 94 cm and ♀ > 80 cm; and for South Asians, Chinese, and Japanese, ♂ > 90 cm and ♀ > 80 cm. For ethnic South and Central 

Americans, South Asian data are used, and for sub-Saharan Africans and Eastern Mediterranean and Middle East (Arab) populations, European data are used. 

Table 1.3 Classification of MetS in children and adolescents according to modified criteria developed by the WHO [4] and 
NCEP/ATPIII [2]. 

BMI: body mass index; FPG: fasting plasma glucose; HDL-C: high-density lipoprotein cholesterol; IFG: impaired fasting glucose; IGT: impaired glucose 

tolerance; IR: insulin resistance; MetS: metabolic syndrome; NCEP/ATP III: National Cholesterol Education Program Adult Treatment Panel; T2DM: type 2 
diabetes mellitus; TG: triglycerides; WC: waist circumference; WHO: World Health Organization. 

 

Definition 
Number of 

criteria 

Obesity 

(WC or BMI) 

Dyslipidemia 
Hypertension Hyperglycemia 

Other 

components TG HDL-C 

WHO (1998) 

IR as defined by 

T2DM, IFG or IGT 
plus 2 other 

components 

Waist-to-Hip ratio: 

♂ > 0.9 cm 

♀ > 0.85 cm 

or BMI > 30 kg/m2 

≥ 150 mg/dl 
♂ < 35 mg/dl 

♀ < 39 mg/dl 
≥ 140/90 mm Hg  

Microalbuminuria 
(urinary albumin 

secretion rate 

≥ 20 μg/min or 

albumin-to-creatinine 

ratio 
≥ 30 mg/g) 

NCEP/ATPIII  

(2001) 
≥ 3 

WC: 

♂ > 102 cm 

♀ > 88 cm 

≥ 150 mg/dl 
♂ < 40 mg/dl 

♀ < 50 mg/dl 
≥ 130/85 mm Hg FPG ≥ 110 mg/dl  

IDF (2005) 

Central obesity  

plus 2 other 
components 

WC (but can be 

assumed if BMI > 30 

kg/m2) with 
ethnicity-specific 

values* 

≥ 150 mg/dl 
♂ < 40 mg/dl 

♀ < 50 mg/dl 
≥ 130/85 mm Hg FPG ≥ 100 mg/dl  

Definition Number of criteria 
Obesity 

(WC or BMI) 

Dyslipidemia 
Hypertension Hyperglycemia 

TG HDL-C 

WHO (1998) 

IR as defined by 

T2DM, IFG or IGT plus 
2 other components 

> 95th or 97th centile 

for WC or BMI 
> 95th centile < 5th centile > 95th centile FPG ≥ 110 mg/dl 

NCEP/ATPIII  
(2001) 

≥ 3 

Age-specific 

criteria 

(sometimes 

stated waist 
circumference 

85–97th centile, 

BMI 75th–95th 

centile) 

Age-specific 

criteria 

(sometimes 

stated > 90th or 

95th centile) 

Age-specific 

criteria 

(sometimes 
stated < 5th 

or 10th 

centile) 

Age-specific 

criteria 

(sometimes 
stated > 90th 

or 95th 

centile) 

Age-specific 
criteria 
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Table 1.4 IDF criteria for MetS in children and adolescents aged 6 to 18 [50].  

Age group 
(years) 

Obesity (WC) 
Dyslipidemia 

Hypertension Hyperglycemia 
TG HDL-C 

6 – <10§ ≥ 90th percentile 
No set value for 
diagnosis MetS 

No set value for 
diagnosis MetS 

No set value for diagnosis 
MetS 

No set value for 
diagnosis MetS 

10 – <16 
≥ 90th percentile 
or adult cut-off if 

lower 
≥ 150 mg/dl < 40 mg/dl 

SBP ≥ 130 or  
DBP ≥ 85 mm Hg 

FPG ≥ 100 mg/dl** or 
known T2DM 

16+  
(adult criteria) 

WC ≥ 94 cm for 
Europid males and ≥ 

80 cm for Europid 
females, with ethnic-

specific values for 
other groups* 

≥ 150 mg/dl or 
specific treatment 

for high TG 

♂ < 40 mg/dl 

♀ < 50 mg/dl, or 

specific treatment 
for low HDL-C 

SBP ≥ 130 or  
DBP ≥ 85 mm Hg or 

treatment of previously 
diagnosed hypertension 

FPG ≥ 100 mg/dl** or 
known T2DM 

Diagnosing the MetS requires the presence of central obesity plus any two of the other four factors. **For clinical purposes, but not for diagnosing the MetS, if 

FPG 100-125 mg/dl or known T2DM, an oral glucose tolerance test should be performed. BP: blood pressure; DBP: diastolic blood pressure; FPG: fasting 

plasma glucose; HDL-C: high-density lipoprotein cholesterol; IDF: International Diabetes Federation; MetS: metabolic syndrome; SBP: systolic blood pressure; 

T2DM: type 2 diabetes mellitus; TG: triglycerides; WC: waist circumference. *For those of South and South-East Asian, Japanese, and ethnic South and Central 

American origin, the cut-offs should be ≥ 90 cm for men, and ≥ 80 cm for women. The IDF Consensus group recognize that there are ethnic, gender and age 

differences but research is still needed on outcomes to establish risk. §MetS cannot be diagnosed, but further measurements should be made if there is a family 

history of metabolic syndrome, T2DM, dyslipidemia, cardiovascular disease, hypertension and/or obesity.  
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Current issues regarding the definition of pediatric metabolic syndrome 

In contrast to the adult MetS definition, individual components of the pediatric 

MetS definition are only moderate quantitatively. Unlike adults, children undergo 

different stages of growth and pubertal development and therefore, age-, sex-, 

puberty and/or height specific normal values (or percentiles) are generally used 

in the definition of MetS. However, these values are mostly population-specific 

resulting in inconsistent MetS definitions across countries that could complicate 

the comparison of study findings. In addition, reference values for some MetS 

components are not always available for a specific study population and using 

MetS definitions based on percentiles is more cumbersome than using fixed cut-

off values. 

IR has been suggested to play a major role in the development of MetS, CVD 

and T2DM [54]. However, IR is rarely included in pediatric MetS definitions 

which may result in the underdiagnosis of obese children and adolescents at 

increased metabolic risk [55]. The term IR in itself is problematic as there is no 

definitive test for its measurement. The two most commonly used techniques to 

accurately measure insulin sensitivity are the euglycemic hyperinsulinemic clamp 

technique (gold standard) [56] and the frequently sampled intravenous glucose 

tolerance test (FSIVGTT) [57]. However, these tests are complex, burdensome, 

expensive and used for research purposes only. Alternatively, an OGTT can be 

performed which is less invasive, less expensive and can be easily applied in 

clinic [58]. OGTT-derived indices can be calculated based on glucose and insulin 

values obtained after the glucose load. The measurement of fasting glucose or 

insulin is more convenient for the patient and is less costly than performing a 

clamp or OGTT. Fasting glucose and fasting insulin can be used to evaluate 

children and adolescents for impaired fasting glucose and fasting 

hyperinsulinemia, respectively. Fasting insulin shows a good correlation with the 

euglycemic hyperinsulinemic clamp in obese children [59, 60]. Indices based on 

fasting glucose and insulin values such as the homeostatic model assessment for 

insulin resistance (HOMA-IR), quantitative insulin-sensitivity check index 

(QUICKI) or fasting glucose-to-insulin ratio (FGIR) have proven to be reliable to 

use as estimates of insulin sensitivity in obese children and adolescents [61, 

62]. HOMA-IR has been widely used in clinical and epidemiological research to 
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assess the level of insulin resistance [63, 64]. However, reports about the 

validity of HOMA-IR in obese children and adolescents are contradictory [61, 62, 

65-67]. Obese children generally have higher fasting insulin levels and insulin 

resistance (as calculated by HOMA-IR) compared with their lean counterparts 

[68]. The whole body insulin sensitivity index (WBISI) based on glucose and 

insulin response values has also been proven to be a valid estimate of insulin 

sensitivity in obese youth [65]. Obese children and adolescents with impaired 

glucose tolerance have lower WBISI values compared to normal glucose tolerant 

individuals [69]. The disposition index (DI) can also be calculated from glucose 

and insulin response values obtained during an OGTT and reflects the β-cell 

function relative to insulin sensitivity [70]. The DI obtained during a euglycemic 

hyperinsulinemic clamp correlated well with that obtained during an OGTT in 

obese adolescents who were categorized by varying degrees of glucose tolerance 

[70]. In addition, obese adolescents with normal glucose tolerance but with 2-

hour glucose levels in the higher range show reduced DI levels indicating an 

increased risk for future impaired glucose tolerance (IGT) [71]. Nonetheless, the 

use of different insulin assays between different laboratories [72], and the lack 

of normal ranges for insulin concentration through childhood [73] complicates 

the inclusion of IR in the pediatric MetS definitions. Although efforts were 

recently made to establish pediatric reference values for insulin [74, 75], 

longitudinal follow-up studies to relate definitions of IR to long-term outcomes 

are still lacking. Especially in obese children and adolescents, it is still unclear 

how to adequately define IR [76]. At present, there exist no specific laboratory 

screening tests for insulin resistance in children. Laboratory results for children 

are often extrapolated from adult diagnostic values, i.e. fasting insulin greater 

than 15 µU/ml or insulin peak levels of more than 150 µU/ml during OGTT, 

and/or more than 75 µU/ml at 120 min of OGTT infer IR [77]. For obese children 

and adolescents, the most commonly used parameters to define IR are the sum 

of insulin levels during an OGTT exceeding 300 µU/ml [78], a HOMA-IR greater 

than 3.16, a ratio fasting glucose/insulin lower than 7 or a QUICKI lower than 

0.34 [61]. Nonetheless, reference and cut-off values of plasma insulin measured 

with any of the described methods still need to be satisfactorily established for 

children, including obese individuals. 
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The physiological increase in IR during puberty further complicates the 

establishment of MetS criteria in pediatrics. It has previously been shown that 

children with MetS show pronounced changes in MetS components before the 

onset of puberty and these changes worsen during puberty [79]. Indeed, 

pubertal transition is a crucial period in which rapid and dynamic changes in an 

individual’s metabolism occur and therefore it is an additional risk factor for the 

development of IR, IGT and potentially future T2DM [80]. The most utilized 

staging system to define pubertal maturation is that published by Marshall and 

Tanner, and is commonly referred to as "Tanner stages" [81, 82]. In a normal 

physiological response, insulin sensitivity is recovered in post-pubertal Tanner V 

stage [83]. However, obese adolescents in a later maturation stage (Tanner III-

V) show a blunted beta-cell compensation and are failing to recover from 

pubertal IR [84]. Therefore, pubertal IR in obese adolescents can act as a 

‘trigger’ of the progression to T2DM.  

Ethnicity-specific MetS definitions may also be needed, because MetS 

manifests differently among different ethnicities. Several studies have shown 

that Caucasian children are more insulin sensitive and have a better insulin 

secretory pattern compared with African-American children, which is mainly 

ascribed to genetic differences [85, 86]. Weiss et al. even demonstrated that an 

African-American background is one of the key predictors of developing T2DM 

[69]. Although African-American children have higher rates of IR, which is 

known to be associated with dyslipidemia [87], they have lower triglycerides 

(TG) and higher high-density lipoprotein cholesterol (HDL-C) levels compared 

with Caucasians [88]. Important to note is that this lipid profile does not lower 

their risk for T2DM or CVD [89]. Nonetheless, African-American adolescents are 

possibly underdiagnosed with MetS using current criteria [90]. Therefore, 

Fitzpatrick et al. recently developed a plausible model of the MetS specific to 

African American adolescents [90].  

1.1.4 Causes and consequences 

The etiology of obesity is multifactorial, exceedingly complex and, to date, not 

fully understood. It is generally accepted that the major cause of childhood 

obesity is an imbalance between energy intake from diet and energy 

expenditure from metabolism, growth and physical activity [91]. The 

overconsumption of fat-, sugar- and salt-rich food and sweetened beverages is a 
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substantial feature in the development of childhood obesity [92]. In addition, 

larger portion sizes, increased snacking, less regular eating patterns and shorter 

meals are speculated to contribute to its development [93]. Newborns who are 

formula-fed are more susceptible to develop obesity later in life compared to 

infants who are breastfed [94]. Also the increase in car transport and electronic 

devices, and the fact that children are less playing outside has a substantial 

impact on increasing obesity rates [95]. Obesity caused by monogenetic 

mutations is rare, however, it is postulated that polygenetic mutations (i.e. 

common genetic variants) contribute for 40 to 70% to the heritability of 

common obesity [96]. Besides that, biological (e.g. endocrine disorders such as 

hypothyroidism), iatrogenic (e.g. use of antipsychotics), psychosocial (e.g. low 

self-esteem, learning problems and social status) and “non-traditional” 

environmental factors (e.g. poor sleep quality, gut microbiota and environmental 

chemicals) have also been suggested to contribute to the development of 

childhood obesity [33]. 

The presence of MetS appears to be explained ~10% by genetic susceptibility 

and ~90% to changes in the environment and/or to epigenetic interactions with 

potential for hereditary imprinting [97]. Especially dietary substances such as 

trans-unsaturated fatty acids, branched-chain amino acids, ethanol and fructose 

seem to play a major role in the development of MetS [97, 98]. However, the 

exact mechanisms remain undiscovered.  

In general, obese children are at increased risk for developing MetS, T2DM, 

premature coronary artery disease, some types of cancer, orthopedic problems, 

depression, anxiety disorders, underachievement in school, lower self-esteem, 

sleep-disordered breathing, early puberty, skin infections, respiratory problems 

and adult obesity [99]. Children with MetS, who can also be lean, are at 

increased risk to develop chronic low-grade inflammation, oxidative stress, 

hyperuricemia, hyperandrogenism, polycystic ovary syndrome, non-alcohol fatty 

liver disease, impaired glucose tolerance, obstructive sleep apnea, 

hypogonadism, vascular dementia, and certain forms of cancer, T2DM and CVD 

[98]. 

1.1.5 Pathophysiology 

Despite the progress in research of pathophysiological mechanisms of the MetS, 

it has been poorly investigated in the pediatric population. The two key 
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metabolic indicators of MetS are obesity and IR. Obesity is closely related with 

the manifestation of visceral fat and IR and therefore plays a central role in the 

pathophysiology of and predisposition to endocrine disorders such as the MetS, 

CVD and/or T2DM [100] (see Figure 1.2).  

 

Figure 1.2 Model of the MetS and its presumed precursors and consequences. 
Visceral fat and insulin resistance (IR) are key factors of the MetS, and together with the presence of 

impaired glucose tolerance, dyslipidemia and hypertension they constitute the full spectrum of MetS. 

Individuals with MetS are at increased risk for inflammation and endothelial dysfunction eventually 

developing in T2DM and/or coronary artery disease [89]. 

Fat as an endocrine organ 

Adipose tissue – consisting of white (most prevalent and site of energy storage) 

and brown (mainly in neonates and role in thermogenesis) adipose tissue – is 

made up of adipocytes, pre-adipocytes, endothelial cells, fibroblasts, leukocytes 

and macrophages [101]. The primary function of adipose tissue is energy 

storage, i.e. it stores excess nutrients as TG and releases free fatty acids (FFA) 

during fasting [102]. In addition, adipose tissue is characterized as an endocrine 

organ secreting many hormones and adipocytokines – both locally (autocrine or 

paracrine) and systemically (endocrine) – that have various functions (see 

Figure 1.3) [103, 104]. 
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Figure 1.3 Adipose tissue as an endocrine organ. Adipose tissue secretes a number of 

hormones and adipocytokines with various endocrine functions. AGT: angiotensinogen; ASP: acylation 

stimulating protein; CETP: cholesterol ester transfer protein; HSD: hydroxysteroid dehydrogenase; IGF: 

insulin-like growth factor; IL: interleukin; LPL: lipoprotein lipase; MCP: monocyte chemoattractant 

protein; NEFA: non-esterified fatty acids; PAI: plasminogen activated inhibitor; RBP: retinol-binding 

protein; TNF: tumor necrosis factor [103, 104]. 

Obesity or adiposity is characterized by a high adipocyte size (hypertrophy), 

high adipocyte number (hyperplasia), and the release of pro-inflammatory 

cytokines (e.g. TNF-α and IL-6) and chemokines secreted by adipose tissue that 

induce the recruitment of ‘classically activated’ adipose tissue macrophages 

(that are not observed in lean adipose tissue) from the blood circulation [105]. 

This results in an increased release of FFA and dysregulated secretion of leptin, 

adiponectin, resistin and RBP4 which further exacerbate adipose tissue 

inflammation [104] (Figure 1.4). Consequently, this leads to an increased food 

intake, reduced energy expenditure, and increased hepatic glucose production 

through actions in the hypothalamus. In addition, inflammation, ectopic fat 

accumulation and IR will develop in muscle and liver tissues resulting in 

systemic IR [104]. 
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Figure 1.4 Obesity-induced changes in adipokine secretion and the development of insulin resistance. Expansion of adipose tissue in 

obesity leads to increased macrophage infiltration and inflammation with enhanced production of pro-inflammatory cytokines such as TNF-α and IL-6. This is 

accompanied by an increased release of free fatty acids and dysregulated secretion of leptin, adiponectin, resistin and retinol binding protein-4 (RBP4). 

Together, these adipocyte- and macrophage-derived substances can act in a paracrine or autocrine fashion to further exacerbate adipose tissue inflammation. 

On the systemic level, altered adipokine secretion can lead to increased food intake and reduced energy expenditure through actions in the hypothalamus and 

to decreased muscle and liver insulin sensitivity through enhanced ectopic lipid deposition and inflammation. Reprinted from Galic et al. [104]. 
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Insulin resistance 

IR is generally characterized by a reduced sensitivity of peripheral tissues (e.g. 

liver, muscle, adipose tissue) to insulin-mediated biological activity (i.e. 

inhibition of hepatic gluconeogenesis and glycogenolysis and promotion of 

glucose uptake, utilization and storage by liver and peripheral tissues) [97]. A 

physiological compensatory response to IR is hyperinsulinemia (i.e. greater 

pancreatic β-cell insulin secretory response or reduced insulin clearance) aiming 

to maintain normal blood glucose levels. The magnitude to which pancreatic β-

cells can compensate for the IR is reflective of an individual’s glucose 

homeostasis, i.e. if the β-cell is not able to sustain the degree of 

hyperinsulinemia needed to compensate for IR, hyperglycemia develops. IR and 

impaired β-cell function are key factors in the pathogenesis of T2DM [106] (see 

Figure 1.5).  

 

Figure 1.5 Disease progression of T2DM. Time course of glucose and insulin under different 

states in T2DM. IR is apparent well before the onset of T2DM and is characterized by a poor glycemic 

control. The increase of the β-cell function acts as a compensatory effect to stabilize glucose levels in 

the blood. However, as one progresses toward the development of T2DM, the persistent IR causes the 

exhaustion of the pancreas and prevents secretion of more new insulin. IGT: impaired glucose 

tolerance. Modified from Ramlo-Halsted et al. [107]. 
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It is suggested that different tissues show different degrees of IR and within the 

same tissue different signal transduction pathways could be affected by IR 

[108].  

Hepatic IR is primary in the pathogenesis of MetS [97]. The liver is the 

central site of glucose metabolism and is therefore the main target of insulin 

action. Following a glucose load, the pancreatic β-cell secretes insulin, which 

travels via the portal vein to the liver. Next, binding of insulin to the insulin 

receptor in the liver stimulates the phosphorylation of forkhead box protein 01 

that prevents it from entering the nucleus and consequently diminishes gene 

expression required for gluconeogenesis [109]. Binding of insulin to its receptor 

also activates the sterol regulatory element-binding protein transcription factor 

which enhances the gene transcription of genes required for fatty acid and TG 

synthesis [110]. TGs are synthesized by de novo lipogenesis and packaged with 

apolipoprotein B into very low-density lipoproteins (VLDL) [111]. VLDLs are 

subsequently transported to the periphery for storage or utilization by activation 

of lipoprotein lipase (LPL) on endothelial cell surfaces in adipose or muscle 

tissues [112]. In subjects with IR, hepatic de novo lipogenesis is increased 

resulting in an increased hepatic FFA influx which impairs hepatic insulin action, 

resulting in an increased hepatic glucose output, synthesis of proinflammatory 

cytokines such as IL-6 and TNF-α, and an altered lipoprotein metabolism [113]. 

Excess of VLDL secretion by the liver is considered the primary cause of 

dyslipidemia (i.e. increased TG, decreased HDL-C and increased number of LDL 

particles) associated with MetS [114]. In addition, the increase in hepatic FFA 

flux leads to the production of toxic lipid-derived metabolites (e.g. diacylglycerol 

and fatty acyl CoA) that trigger the activation of protein kinase C-ε and 

serine/threonine phosphorylation of insulin receptor substrate-1, that diminishes 

hepatic insulin signal transduction [115].  

Adipose tissue IR is characterized by an accelerated adipose tissue lipolysis 

leading to increased FFA released into the circulation. Visceral adipocytes and 

macrophage foam cells further increase the FFA flux. In addition, the circulating 

cytokines that are release from adipose tissue not only affect insulin action in 

other tissues, such as liver and muscle, but may also have local paracrine effects 

in fat [97].  
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Downstream of an IR liver, increased plasma FFA levels lead to disruption of the 

glucose-fatty acid or “Randle” cycle and impairment of insulin signaling in 

skeletal muscle [97]. Consequently, insulin-stimulated glucose uptake in skeletal 

muscle and glycogen synthesis are reduced, facilitating the progression to 

hyperglycemia [116]. In addition, the accumulation of intramyocellular lipids in 

skeletal muscle has also been associated with decreased insulin sensitivity, and 

might play a role in the development of IR and MetS in obese youth via lipid 

metabolite-induced activation of protein kinase C-ε with subsequent impairment 

of insulin signaling [117].  

1.1.6 Treatment  

Treatment of childhood obesity is generally designed to control weight gain and 

to alleviate associated co-morbidities [118]. Effective treatment of childhood 

obesity and MetS has important implications for both the individual (better 

quality of life and longevity) and society (reduce in healthcare and economic 

costs). At the moment, treatment of childhood obesity can only be successful in 

a multidisciplinary, familial-based setting including a pediatrician, dietician, 

physical therapist and psychologist, however, this approach is expensive [119]. 

The first-line treatment to reduce relative body weight in children is the 

reduction of dietary energy intake in combination with increasing physical 

activity. Obese children following a short-term, first-line treatment program 

show decreased levels of adiposity (BMI z-score and waist circumference), a 

decreased systolic blood pressure and better lipid profile [120-122]. Results 

from an intervention study suggest that weight-loss in obese European children 

before the onset of puberty is promising for long-term weight maintenance in 

these children [123]. Roberts et al. recently demonstrated that a short-term, 

intensive lifestyle modification program – i.e. high-fiber, low-fat diet and about 2 

h of daily exercise – was effective in reducing levels of insulin, IL-6 and TNF-α in 

both normal-weight and obese children [124]. In addition, it was suggested that 

obesity per se was not responsible for the improvement in metabolic health, but 

that changes in diet and physical activity may be the underlying causes [124]. 

Recent data from longitudinal cohort studies indicated that recovering an 

individual’s metabolic at-risk status between youth and adulthood largely 

restores an individual’s risk to nearly the same level of those who were not at-

risk in youth or adulthood [125].  
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Pharmacotherapy can assist in the management of extreme obesity in children 

older than 12 years who continue to gain weight despite a one-year dietary and 

lifestyle treatment [126]. The US Food and Drug Administration (FDA) approved 

the use of orlistat (a gastric and pancreatic lipase inhibitor) for treatment of 

obesity in adolescence aged 12 years and older, however, its effect on weight 

loss is small [127, 128]. Although the prescription of metformin (also known as 

Glucophage®) as an anti-obesity drug increased between 2000 and 2010, 

particularly amongst girls aged 16 to 18, it is not licensed for treatment of 

childhood obesity but only for T2DM treatment in children older than 10 years 

[129, 130]. Metformin inhibits intestinal glucose absorption, reduces hepatic 

glucose production and increases insulin sensitivity in peripheral insulin-targeted 

tissues [131]. From a systematic review it became evident that metformin only 

modestly facilitates weight loss in obese children and adolescents with and 

without T2DM [132]. To treat T2DM in youth, metformin alone is inadequate 

possibly because T2DM is an aggressive disease that rapidly progresses in youth 

[133]. Treatment of T2DM in youth therefore necessitates a multidisciplinary 

approach that includes family-based lifestyle intervention together with 

pharmacotherapy (metformin or insulin in exceptional cases) [134]. While 

waiting for ethically approved pharmacological agents to treat obese children 

and adolescents, longitudinal clinical trials based on larger sample sizes are 

needed to be established [126]. On the horizon, incretin-based therapies such 

as glucagon-like peptide 1 agonists may prove beneficial for obese children and 

adolescents with or without T2DM [126, 134]. 

The ultimate treatment option for extreme adolescent obesity is bariatric 

surgery [135]. However, this treatment can only be offered in specialized 

multidisciplinary centers including experienced pediatric surgeons, dieticians, 

and psychological management [136]. In some countries, bariatric surgery in 

adolescents is already considered [136-138]. It was previously demonstrated 

that values of fasting insulin, glucose and triglycerides declined in obese 

adolescents following surgical weight-loss [139]. 

It can be concluded that, once established, childhood obesity is very difficult 

to treat, underlining the usefulness of comprehensive screening, prevention and 

early intervention.  
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1.1.7 Prevention 

To combat the current childhood obesity epidemic, it is crucial to intervene early 

in the life cycle of children from pregnancy and infancy onward [140]. As such, 

prevention programs can focus on weight gain, smoking and breast-feeding 

during pregnancy, and the promotion of healthy eating behaviors as foods are 

introduced to infants and toddlers [141]. Prevention of obesity in later childhood 

is mainly focused on a healthy diet and ample physical activity. In a recent 

longitudinal follow-up study, it was demonstrated that greater adherence to a 

Mediterranean dietary pattern (consisting mainly of vegetables, fruits, whole 

grains, nuts, legumes and fish) beginning in adolescence, was mainly associated 

with lower blood pressure, but also lower total cholesterol levels, and lower BMI 

during adolescence and into young adulthood [142]. Another recent study 

suggested that achieving approximately 90 minutes per day of moderate to 

vigorous physical activity could prevent the development of MetS in adolescents 

[143]. Unfortunately, maintaining a healthy lifestyle is not evident for a child 

whose parents frequently work, and whose access to fresh fruits, vegetables and 

outdoor playing is limited. Parents play an important role and they should be 

educated on how to prevent their children from becoming overweight or obese, 

but also on the adverse effects of obesity and MetS. On the other hand, schools 

are making progress in offering healthy lunches and physical activity programs, 

however, more efforts are needed [144]. The government can also aid by 

banning advertisements of unhealthy foods targeting children, just as it was for 

cigarettes. In conclusion, it is important to join forces in order to combat 

childhood obesity and associated co-morbidities.  
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1.2 Metabolomics 

The term metabolomics is often used interchangeably with metabonomics, and 

in broad terms, they describe the study of the metabolome which is defined as 

the complete set of metabolites in a biological system [145]. However, their 

exact definitions are slightly different. Metabonomics is defined as the study of 

time-related metabolic responses of multicellular organisms to a 

pathophysiological intervention or genetic modification [146], whereas 

metabolomics focuses on the detection and quantification of low molecular 

weight metabolites (<1 kDa) in an organism or specified biological sample 

resulting from genetic or environmental perturbations [147, 148]. In this thesis, 

the focus is on metabolomics. Next to genomics, transcriptomics and 

proteomics, metabolomics is a relatively new discipline within the field of 

systems biology [145] (Figure 1.6).  

Figure 1.6 Complex interaction of each level of biological organization in systems 
biology. The building blocks of biological systems (organelles, cells, tissues, organs and organisms) 

can be divided into four main biochemical components: genes (DNA), transcripts (RNA), proteins 

(including posttranslational modifications) and metabolites which are intimately connected within a 

dynamic network consisting of many feedback loops. The metabolome is highly dynamic and constitutes 

a large network of metabolic reactions by the interaction with other metabolites and biochemical 

species in metabolic pathways. The dynamics of primary metabolism functions in a timescale of seconds 

allowing the metabolome to be an instantaneous and ‘real-time’ snapshot of the organisms’ phenotype. 

DNA: deoxyribonucleic acid; RNA: ribonucleic acid [149-151]. 
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Human-based metabolomics has developed into a routine application for the 

measurement and quantification of endogenous (produced by the host organism, 

e.g. amino acids or lipids) and exogenous (originating from external sources, 

e.g. nutrients, microbiota or drugs) metabolites [150]. The Human Metabolome 

Project recently estimated that the human metabolome consists of more than 

40000 detected and expected metabolites, a considerably higher number 

compared to the 6500 detected metabolites in 2007 [151, 152]. The enormous 

increase in the number of metabolites is mainly due to the inclusion of 

‘expected’ metabolites (those for which biochemical pathways are known or 

human exposure/intake is frequent but the compound has yet to be detected in 

the body) into the database [151]. However, this huge number of metabolites is 

probably still under-estimating the actual number of expected metabolites to be 

defined in the future due to an underestimation of lipids, microbiome-derived 

metabolites and xenobiotics [150]. Moreover, it is technically challenging to 

detect the entire range of metabolites within a biological matrix because of 

either a lack of sensitivity or a bias toward particular metabolites [153]. In order 

to gain the best metabolite coverage possible in a reasonable time, several 

analytical methods can be combined [154, 155].  

Other ‘omics’ technologies (e.g. genomics, proteomics or transcriptomics) 

also provide valuable information about biological molecules [156]. Omics 

strategies lend themselves to biomarker discovery as they investigate multiple 

molecules simultaneously. The combined information obtained by different 

‘omics’ technologies can aid in the greater understanding of both normal and 

disease physiological processes and the etiology of diseases [156]. In the future, 

this may enable us to develop new approaches that will be predictive, preventive 

and personalized. 

The major strength of metabolomics is that it reflects changes in the 

metabolome as a result of the complex interplay between host genes, lifestyle, 

diet, environment, drugs and microbiota [157]. The metabolome is the final end-

product of gene expression and protein synthesis and is thus most closely 

related to the metabolic phenotype (i.e. metabotype) than most other ‘omics’ 

technologies [150, 157]. Therefore, the metabolome of a single biological 

sample (biofluids, cell or tissue extracts) reflects a direct functional read-out of 

the clinical, biochemical or pathophysiological state of an organism at the time 
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of sampling, giving it an advantage as disease diagnostic tool [146]. In addition, 

the measurement of metabolites is inexpensive on a per-sample cost basis 

compared to the measurement of DNA, RNA or proteins [158]. Consequently, 

metabolomics can be employed as a powerful high-throughput tool for the 

discovery of biomarkers (need for large-scale studies), understanding and 

prognosis/diagnosis of the disease, design of new treatment approaches and 

prognosis of treatment outcomes [150, 159]. To eventually enable the discovery 

and development of valid biomarkers, it is necessary to follow an extensive 

study path of both untargeted and targeted analyses (Figure 1.7) [159]. 

Untargeted metabolomics studies the metabolome in a holistic approach without 

knowing in advance which metabolites are of specific biological interest. It is 

characterized by highly specialized small-scale studies in which a number of 

metabolites are identified and quantified in a single sample (i.e. metabolic 

profiling) [150]. Mostly, relative instead of absolute changes in metabolite 

responses or concentrations are reported. It is important to note that in human-

based metabolomic studies it is highly important to correct for known potential 

confounding factors (such as age, gender and BMI) to minimize 

misinterpretation of biological conclusions [160]. Untargeted metabolomics is a 

hypothesis-generating approach to discover new disease processes or putative 

biomarkers. 
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Figure 1.7 Bench-to-bedside model for biomarker discovery and validation for 
metabolomics research. The process involves untargeted small-scale discovery studies for the 

detection of potential metabolic biomarkers followed by targeted large-scale validation studies of a 

limited number of metabolites [150, 159]. During the successive phase of the development of a 

biomarker, researchers face increasing costs and complex regulatory requirements, and they have to 

cooperate with competing groups to gain large and independent validation cohorts [161].  
 

From the knowledge of multiple independent discovery studies combined with 

internal validation, large-scale targeted studies can be established. The latter 

are hypothesis-driven where a limited number of metabolites are known in 

advance to be biologically relevant. Here, absolute quantification of metabolites 

is mostly performed [159]. Human-focused targeted validation studies require 

thousands of samples to define biological variation in human populations 

adequately, because biological variability introduced by genes, the environment, 

lifestyle, etc. can greatly differ between human [160]. The combination with 

high-quality clinical and genetic data is a prerequisite to develop valid 

biomarkers [159]. A biomarker is defined as ‘a biological characteristic that is 

objectively measured and evaluated as an indicator of normal biological 

processes, pathological processes or pharmacologic responses to a therapeutic 

intervention’ [162]. A biomarker can serve as a tool for early detection of 

subclinical disease; diagnosis of acute or chronic disease; risk stratification for a 

clinical syndrome; selecting an appropriate therapeutic intervention; and 

monitoring the response to therapy [150, 159]. Since metabolite concentrations 
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can change upon pathological and physiological changes in a disease process, 

measuring metabolite profiles in human biofluids or tissues has been suggested 

as an effective way to monitor an individual’s health status [163]. Moreover, 

small changes in protein levels can introduce greater changes in metabolite 

concentrations, further enhancing the role of metabolomics in diagnostics [164].  

Both mass spectrometry (MS) and NMR spectroscopy have become well-

established high-throughput analytical platforms for the identification and 

quantification of a selective number of metabolites [165]. In Table 1.5, the 

relative strengths and weaknesses of both techniques for untargeted and 

targeted analysis are presented. Although MS is much more sensitive than NMR 

spectroscopy, it requires sample separation for different classes of substances 

which lengthens the sample preparation time [166]. On the other hand, NMR 

spectroscopy requires little sample preparation, is thus non-destructive, non-

invasive and has a higher reproducibility [167]. In addition, it is possible to 

quantify a high number of metabolites in a single run using NMR spectroscopy 

which is more complex for MS due to variations in ionization properties of 

instruments and molecules [166, 167]. However, the inclusion of quantitative 

labeled and unlabeled internal standards can overcome this problem for targeted 

MS analysis [160]. Fundamentally, MS and NMR provide distinct spectral 

analysis of the same sample but can be complementary as has already been 

demonstrated by other studies using both techniques [154, 155].  
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Table 1.5 Advantages and limitations of NMR spectroscopy and MS as analytical 

tools for metabolomics research. 

Strategy/platform Advantages Disadvantages 

Untargeted   

  NMR spectroscopy  Very high analytical reproducibility 

and robust 

 Comprehensive single non-

destructive analysis 

 Minimal sample preparation 

 Fully automated with high-

throughput capacity  
 Mathematical and statistical tool 

box is well established 

 Metabolite structure and dynamic 

information 

 Molecular identification from 

databases and by self-consistent 

analysis of 1D and 2D spectra 

 Study of various nuclei (1H, 13C, 
19F, 31P) and tissue samples with 
MAS NMR 

 Cost-effective 

 Low sensitivity: detection in 

the micromole range (can be 

increased using cryoprobes, 

microprobes, higher magnetic 

field strength and dynamic 

nuclear polarization) 

 Complexity for biofluids 
(e.g., serum) in terms of 

overlapping spectral signals 

requires the collection of extra 

data by a range of sophisticated 

spectral editing pulse sequences 

 Validity is dependent on 

quality of sample collection, 

handling, and the available 

metadata 
 Requires typically 200-400 µl 

specimen volumes, but much less 

for microcoil probes (5-10 µl) 

 Requires very skilled 

operators 

  Mass spectrometry 

  (hyphenated with 

  chromatographic  

  separation) 

 Highly sensitivity: detection in the 

picomole range and above 

 Requires small specimen volumes 

(several µl) 

 Individual identification and 

quantification of metabolite 
 Relatively easily automated and 

suitable for use in high-throughput 

mode  

 Software and algorithms for 

routine data analysis are 

relatively more complex 

 Time consuming relative to 

untargeted NMR (except for 

UPLC-MS) 
 Poor representation of highly 

polar metabolites when using 

standard chromatography 

protocols 

 Relatively lower analytical 

reproducibility 

 Expensive consumables 

Targeted   

  NMR spectroscopy  Technique is non-destructive, 

hence able to subprofile molecular 

classes using spectral editing 

parameters 

 In combination with spectral 
editing and appropriate standards, 

metabolites can be individually 

detected and quantified 

 Software and algorithms for 

reliable automated quantitation 

are needed 

  Mass spectrometry   

  (hyphenated with  

  chromatographic  

  separation) 

 Separation by chromatography 

enables metabolites to be 

individually identified and 

quantified 

 Optimization of separation 

methods for each class of 

metabolites is necessary 

 Reduced universality of 

metabolite detection 

 Quantification is dependent on a 

labeled or unlabeled internal 

standard, subject to availability 

NMR: nuclear magnetic resonance; MAS: magic angle spinning; UPLC-MS: ultra-performance liquid 

chromatography mass spectrometry. Based on Lindon and Nicholson [165], Bictash et al. [160] and 
Emwas et al. [163]. 
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1.2.1 1H-NMR spectroscopy 

Proton (1H)-NMR spectroscopy was firstly introduced in the field of metabolomics 

in 1980s by Prof. Dr. Jeremy Nicholson (Imperial College London) who showed 

that this technique could be useful in the diagnose of diabetes mellitus [168]. 

From then on, 1H-NMR spectroscopy was sensitive enough to identify 

metabolites in biological samples [148]. 1H-NMR spectroscopic identification is 

based on the simultaneous detection of all hydrogen nuclei of structurally 

diverse molecules in a single run using a strong and homogeneous magnetic 

field [169] (Figure 1.8). The hydrogen nucleus is the most commonly used 

nucleus for NMR spectroscopic studies on biofluids, since it is the most prevalent 

in organic molecules and gives the highest relative sensitivity of all naturally 

occurring spin-active nuclei [153]. For a more throughout technical explanation 

of 1H-NMR spectroscopy, see annex at the end of this chapter. 

Figure 1.8 Outside (left) and inside (right) of a 400 MHz NMR spectrometer. A 

probe is used to insert test samples into the center of a superconducting magnet. Under control of a 

host computer and NMR software, the NMR console generates radiofrequency pulses (not illustrated in 

this figure). 

1H-NMR spectroscopy is capable to provide a metabolic “snapshot” of the biofluid 

of interest at a particular time point [153]. It has proven to be a very powerful, 

robust and reproducible technology for metabolic profiling with an inter- and 
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intra-laboratory coefficient of variation around 5% in contrast to MS which is 

much more prone to experimental variation (>8%) [160, 170, 171]. 

Nonetheless, a key goal within metabolomics is to develop standard operating 

procedures (SOPs) in order to minimize artifacts and bias due to biological and 

experimental variability which can lead to false conclusions [172].  

Workflow of 1H-NMR spectroscopy  

1H-NMR-based metabolomics is typically performed according to a workflow 

starting from a biological question and experiment, proceeding through sample 

collection and preparation, analytical experiments to acquire data, data 

processing and data analysis followed by biological interpretation [150, 173] 

(Figure 1.9). 

Figure 1.9 A typical sample workflow of NMR spectroscopy. Reprinted with permission 

from Dona et al. [173]. 
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Sample collection and preparation 

The largest body of work by 1H-NMR spectroscopy has been performed on 

biofluids, such as plasma (or serum) and urine of rodent and human origin 

[153]. Collection of blood and urine is essentially noninvasive and therefore 

these biospecimens are easily obtainable, making them very suitable for 

metabolomics research [174]. Plasma (or serum) reflects the metabolic state of 

an organism at the time of sampling, and they contain a combination of both 

macromolecules (proteins, lipoproteins and glycoproteins), lipids and low 

molecular weight metabolites (e.g. amino acids, glucose and lactate) [150]. 

Urine reflects an organism’s waste products produced by filtration in the kidneys 

and stored in the bladder (e.g. water, urea, salts and amino acids) [150]. 

Human-based metabolomics studies have to be conducted under well-controlled 

conditions since a wide variety of external stimuli (such as diet, physical activity, 

etc.) but also inappropriate sample handling and storage can influence the 

metabolome [163]. 

For blood and urine, it is recommended to collect samples at a specified time 

in the morning after 8 to 12 h of fasting to reduce diurnal variation and 

consequently produce a baseline sample [174]. Urine samples are more prone to 

the influence of diurnal variation or exercise and hence can be pooled to average 

variability [175]. The collection of blood samples for 1H-NMR spectroscopy in 

lithium-heparin (LiHe) tubes is mostly preferred, since 

ethylenediaminetetraacetic acid (EDTA) and sodium citrate can interfere with 

metabolite signals [176]. For urine, sterility is a prerequisite and therefore the 

collection into sterile containers or the addition of preservatives to minimize 

microbial contamination is highly advisable [177]. High-speed pre-centrifugation 

of blood to obtain plasma and of urine to eliminate cell debris is a prerequisite 

[172]. During sample preparation, a deuterated solvent (D2O) is added to 

control magnetic field drift and a chemical shift reference compound such as 

trimethylsilylpropionic acid (TSP) is added as calibration standard for water-

based solutions [178, 179]. For urine, it is important to fix the pH (mostly at 

7.4) of all samples prior to NMR measurement [179]. Therefore, manual pH 

adjustment using hydrogen chloride (HCl) or sodium hydroxide (NaOH) can be 

performed in small-scale studies, however, for large-scale studies it is more 

suitable to use a buffer solution with a concentration ranging 0.3 to 1 M [177]. 
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For the actual 1H-NMR analysis, a 5 mm NMR tube is filled with a fixed volume of 

200 to 600 µl plasma or urine (in addition to D2O, contingent buffer and TSP) in 

order to determine the optimal compromise between sensitivity and resolution 

[150].  

 

1H-NMR spectroscopic analysis 

Most 1H-NMR-based metabolomics studies rely on one-dimensional (1D) proton 

NMR spectra (Figure 1.8) [180]. The narrow chemical shift range of 1D 1H-NMR 

spectra increases the likelihood of overlap of proton resonance signals of specific 

metabolites, leading to uncertainty in NMR signal assignments [153]. Broad 

resonances originating from macromolecules and lipids overlay reasonably sharp 

resonances of smaller metabolites [181]. This problem is mostly encountered on 

‘low-medium’ field spectrometers with resonance frequencies ranging 200 to 400 

MHz (Figure 1.10). Broader signals of macromolecules are generally attenuated 

using appropriate sample preparation (i.e. centrifugation) and dedicated NMR 

pulse sequences such as Carr-Purcell-Meiboom-Gill (CPMG) [182]. Higher field 

instruments with resonance frequencies ranging 600 to 950 MHz provide a 

greater signal dispersion and enhanced sensitivity contributing to a reduced 

spectral-complexity [183].  

Figure 1.10 1H-NMR CPMG spectra (3-4 ppm) of blood plasma acquired at 400 
MHz (upper) and 900 MHz (lower). A greater signal dispersion is observed for the 900 MHz 

NMR spectrum which represents sharper peaks as a result of a higher resolution compared to the 400 

MHz spectrum.  
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The 1H-NMR spectral assignment of low-molecular weight metabolites in biofluids 

is a time-consuming and complex procedure [184]. It is generally based on the 

determination of chemical shifts, relative intensities and J coupling constants of 

the proton resonance signals to provide structure-specific information for 

individual metabolites [153]. By adding a known compound to the biofluid of 

interest (i.e. spiking), the presence and location of a suspected metabolite in the 

1H-NMR spectrum can be confirmed as an increased signal intensity of the 

corresponding resonances can be observed [153]. Next to spiking experiments, 

two-dimensional (2D) 1H-NMR spectroscopy can aid in the assignment of 

metabolite signals by increasing signal dispersion and elucidating connectivities 

between signals [185, 186]. Additionally, since 1H-NMR spectroscopy is a non-

destructive technique, the sample can still be subjected to complementary 

analytical techniques such as high-performance liquid chromatography (HPLC)-

NMR-MS in order to identify specific molecules [187, 188].  

Data processing 

To achieve optimal characterization of metabolites in the sample, NMR data sets 

require several steps of data pre-processing prior to multivariate analysis. First, 

all measured 1H-NMR spectra are subjected to phasing, baseline correction and 

chemical referencing using NMR software. Next, 1H-NMR spectral data can be 

divided into spectral regions using several methods to derive quantitative 

metabolite information, i.e. continuous spectral data are converted to 

segmented data for matrix analysis (data reduction) [189]. The most commonly 

used method to process 1H-NMR spectral data is called ‘bucketing’ which is a 

simple automated manner to integrate spectra into fixed (e.g. 0.01 or 0.04 

ppm) or variable-sized (e.g. intelligent) buckets [189, 190]. By applying 

variable-sized bucketing, the impact of small pH-dependent chemical shift 

changes is reduced [191]. A major drawback of fixed bucketing is that peaks can 

possibly become divided between adjacent buckets resulting in loss of 

information and more complicated data interpretation. Alternatively, variable-

sized bucketing defines relevant variable-sized spectral regions in which peak 

splitting is avoided. However, problems with overlapping signals still remain and 

the identification of single metabolites remains a challenging task [184]. 

Moreover, instrumental noise can arise in spectral regions where weakly 

concentrated metabolites are present. However, this noise can be filtered out by 



General introduction and aims 

34 

exclusion of noisy regions according to a predefined cut-off [192]. Next to 

bucketing, peak fitting or automatic peak picking are other techniques that can 

be applied [193, 194]. Following to spectral editing, data normalization is a 

crucial step in data pre-processing to allow for objective comparisons of samples 

within one dataset [195, 196]. The most common method of data normalization 

is dividing each single integral value by the total sum of integral values (i.e. 

integral normalization) [195]. However, this method could influence subsequent 

multivariate data analysis especially in samples that contain large amounts of a 

single substance (such as urea or creatinine in urine samples) or particularly 

high concentrations of drug metabolites [195]. Hence, scaling of the most 

abundant metabolites overwhelms scaling of other metabolites in a way that 

low-intensity metabolites that might be biologically relevant are disregarded. To 

overcome this limitation, dominating resonances can be excluded from data 

normalization of NMR spectra [163]. Moreover, data can also be log-transformed 

in order to keep the variance between data within a narrow range [197]. Other 

so-called scaling methods are including Pareto scaling, unit variance (UV) scaling 

or vast scaling [195, 197, 198].  

Statistical data analysis 

In order to extract biologically meaningful information from complex multivariate 

data derived from 1H-NMR spectroscopy, multivariate projection methods are 

necessary to perform [199, 200]. Multivariate analysis by projections has 

several advantages, i.e. it deals with the dimensionality problem, it can handle 

many variables and few observations, it copes with multicollinearity and missing 

data, it is robust to noise in both X and Y, and provides diagnostic and graphical 

tools. It is very useful as it can provide a clear overview of the data (e.g. 

principal component analysis: PCA), it can be used for classification purposes 

(e.g. orthogonal partial least squares projection to latent structures discriminant 

analysis: OPLS-DA) and for regression analysis (e.g. partial least squares 

projection to latent structures: PLS-DA) [201]. For more information on 

multivariate projection methods, see annex at the end of this chapter.  

1.2.2 Metabolomics and its application in obesity  

It is known that obesity is a complex and multifactorial condition that requires a 

long-term management to combat weight gain [202]. In order to provide 
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appropriate tools to monitor the disease, a better understanding of the 

pathophysiology of obesity and metabolic consequences is required. 

Metabolomics provides a systems approach to study the molecular events that 

control body weight and the metabolic state [203]. Biomarkers for obesity and 

metabolic consequences can subsequently be developed to identify high-risk 

individuals who would benefit most from targeted preventive therapy [204]. In 

recent years, metabolomics has been increasingly used to study the 

pathophysiological mechanisms of obesity. Up to now, rodent models have been 

widely used and significantly contributed to the investigation of the onset and 

progression of obesity [205]. That is because animal studies allow strict control 

of factors such as diet, environmental exposure and/or genetic background. In 

obese Zucker rats lacking the leptin receptor, it was found that disturbances in 

the metabolism of glucose, tricarboxylic acid (TCA) cycle, lipid, choline, amino 

acid and creatine contributed to the obese phenotype [206]. In mice fed a high-

fat diet, lipid and energy metabolism became disturbed resulting in fat 

accumulation via a decreased β-oxidation [207]. It was previously also been 

demonstrated that gut microbiota metabolism differed between mice fed a high-

fat or high-carbohydrate diet [208]. In contrast to studies in rodents, humans 

are under direct influence of lifestyle, diet, physical activity or drugs, which 

complicates the interpretation of study findings.  

Targeted MS-based metabolomics studies have previously shown higher 

blood concentrations of lactate, pyruvate, branched chain amino acids (BCAA: 

valine, isoleucine and leucine), alanine, phenylalanine, tyrosine, glutamate, 

glutamine, glycine, aspartate, asparagine, arginine and certain 

phosphotidylcholines in obese versus lean adults [209-211]. Indeed, alterations 

in amino acid profiles are associated with obesity [212]. In addition, BCAAs that 

are essential for human, could contribute to the development of obesity-

associated IR in adults [209]. Together with tyrosine and phenylalanine, BCAAs 

might even predict the risk of future diabetes [213]. Elevations in blood 

pyruvate and alanine might contribute to the development of IGT in obese 

adults, possibly related to an overload of the BCAA metabolism in obesity [209]. 

Increased levels of lactate and pyruvate might indicate a perturbed hepatic 

glucose production, lipid synthesis and energy metabolism [206]. Another study 

using MS, demonstrated that α-hydroxybutyrate is an early marker for both IR 
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and impaired glucose regulation in non-diabetic subjects [214]. It was stated 

that the underlying biochemical mechanisms might include increased lipid 

oxidation and oxidative stress [214]. A study based on 1H-NMR spectroscopy, 

found lower concentrations of hippurate in urine samples of morbidly obese 

compared to lean patients [215]. Hippurate is a gut microbial mammalian co-

metabolite of benzoic acid which is produced by intestinal bacteria [216]. It is 

formed by the conjugation of benzoic acid with glycine in the liver mitochondria, 

and subsequently excreted into urine [217]. The same 1H-NMR-based study also 

showed that also trigonelline, 2-hydroxyisobutyrate and xanthine contributed to 

the discrimination between the obese and lean metabolic profile [215]. Gut 

microbiota metabolism seems therefore to be strongly linked to the human 

obesity phenotype.  

Studies investigating the obese metabolic phenotype in children are limited. 

It is known that obese children are at increased risk to develop IR, dyslipidemia 

and hypertension and eventually become obese as an adult with high risk to 

develop associated chronic pathologies such as T2DM and CVD [218, 219]. In 

addition, the underlying cause of childhood obesity is still not fully understood 

[33]. Therefore, metabolomics could provide insight into early molecular 

mechanisms associated with obesity and support the refinement of strategies for 

intervention in early life to prevent childhood obesity. Up to now, however, only 

MS-based metabolomic studies were performed to study the pathophysiology of 

childhood obesity. It is suggested that metabolites altered in fasting blood of 

obese children play a role in pathways of oxidative stress, energy metabolism, 

hepatic gluconeogenesis, amino acid metabolism, lipid metabolism and β-

oxidation [220-222]. The effect of weight loss during lifestyle intervention in 

obese children was also evaluated using MS-based metabolomics. As a result, 

the metabolism of phosphatidylcholine seems to be important in the search for 

weight loss predictors [223, 224]. 
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1.3 Aims of the study 

Obesity is one of the most serious health issues facing the current generation of 

children and adolescents, and evidence is rising that the next generation of 

children is likely to be fatter and less fit than the current generation. In Chapter 

2, we hypothesized that the prevalence of morbid childhood obesity is high in a 

clinical population of obese children and adolescents referred to the 

multidisciplinary pediatric obesity clinic of the Jessa Hospital Hasselt (Belgium). 

However, up to now, internationally applicable criteria to define morbid 

childhood obesity are lacking, thereby complicating the comparison of 

prevalence rates of this extreme form of obesity between different pediatric 

populations. Therefore, our first aim was to develop internationally accepted 

criteria to define morbid childhood obesity. In 2000, Cole and Lobstein published 

the International Obesity Task Force (IOTF) BMI criteria to define overweight 

and obesity in children and adolescents aged between 2 and 18. The IOTF BMI 

criteria are based on a heterogeneous mix of surveys from different countries, 

with widely differing prevalence rates for obesity, which makes it highly suitable 

for use in international clinical research. In 2012, these criteria were 

reformulated, which makes it now possible to construct your own cut-offs for 

any required BMI at age 18. However, the current IOTF BMI values are not 

including the definition of class III obesity. We therefore calculated the IOTF cut-

offs for BMI 40 at age 18 for both boys and girls aged between 2 and 18, and 

suggested to refer to it as the BMI reference of ‘morbid’ obesity in line with the 

terminology of the adult WHO 1995 definition. Next, we calculated the 

prevalence of morbid obesity in a referred population of obese children and 

adolescents aged between 2 and 18.  

It is generally known that obese children are at high risk to develop 

metabolic complications such as insulin resistance, dyslipidemia or impaired 

glucose tolerance that eventually may progress into type 2 diabetes (T2DM) and 

cardiovascular disease (CVD). However, these metabolic conditions often remain 

undetected and the development of T2DM and premature CVD is accelerated in 

children compared to adults. Therefore, early identification of obesity-associated 

metabolic complications in children and adolescents is very important. 

Additionally to Chapter 2, we hypothesized that morbidly obese children and 

adolescents show more and more serious metabolic complications compared to 
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less severely obese children. Hereto, we investigated and compared components 

of the metabolic syndrome and its prevalence in a clinical cohort of obese 

children and adolescents subdivided according to the degree of obesity, i.e. class 

I or obese, class II or severe and class III or morbid.    

The results of Chapter 2 revealed that although class III or morbidly obese 

children had a larger waist circumference, higher systolic blood pressure and 

higher fasting insulin levels compared to class I obese children, levels of 

cholesterol and triglyceride, and the prevalence of the metabolic syndrome were 

not significantly elevated in morbidly obese children. Hence, our next aim was to 

search for other clinically useful screening measures besides BMI for the 

detection of metabolic complications in the obese pediatric population.  

In Chapter 3, we evaluated the ability of different shape types of the plasma 

glucose curve obtained during an oral glucose tolerance test (OGTT) to identify 

the metabolic health risk of end-pubertal obese girls. In this study, only end-

pubertal obese girls were selected to eliminate for the confounding effect of 

puberty that is characterized by transient insulin resistance. The OGTT was 

chosen because it is simpler, more practical and child-friendly compared to the 

hyperinsulinemic euglycemic clamp (gold standard). In addition, the OGTT is 

part of the routine clinical check-up for the diagnosis of (pre)diabetes and the 

estimation of insulin resistance and secretion in obese adolescents.  

Nonetheless, screening measures that are based on fasting metabolic 

parameters might be even more practical and widely applicable to detect 

metabolic complications in obese children and adolescents. Recently, the 

concept of metabolically “healthy” obesity (MHO) was introduced into the field of 

pediatric obesity to describe obese children without any metabolic complications. 

However, as studies concerning MHO in the pediatric population are scarce and 

insulin resistance is often disregarded from the definition, additional research is 

needed to further define and identify the MHO phenotype in the pediatric 

population. In Chapter 4, we defined MHO children and adolescents according 

to three definitions: (i) the absence of the metabolic syndrome as defined by the 

pediatric International Diabetes Federation (IDF) criteria, (ii) the absence of 

insulin resistance as defined by HOMA-IR and (iii) the combination of the 

previous two definitions. The prevalence of MHO children and adolescents was 

calculated according to all three definitions. In addition, metabolic parameters 
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and prevalence rates of prediabetes were investigated and compared between 

MHO and metabolically unhealthy obese (MUO) children and adolescents.  

Besides clinical research, additional research may be needed to identify 

metabolic risk factors and biomarkers of metabolic complications in the obese 

pediatric population. Metabolomics is a relatively new technology in the 

discovery of biomarkers and distinguishes itself from the other ‘omics’ tools by 

reflecting the metabolome, the final end-product of the complex interaction 

between genetic and environmental factors, which is most closely related to the 

metabolic phenotype. NMR-based metabolomics could serve as a robust, 

accurate and comprehensive tool to further investigate the metabolic profile of 

obese children and adolescents. Because studies in obese children and 

adolescents using 1H-NMR spectroscopy as an analytical characterization tool are 

scarce, and because little is known about the altered biochemical pathways in 

childhood obesity and associated metabolic complications, we evaluated NMR-

based metabolomics as an accurate and clinically useful tool for the search for 

biomarkers.  

At first, it deemed necessary to scientifically improve 1H-NMR spectroscopy 

on the level of 1H-NMR experimental analysis (Chapter 5). Hereto, metabolites 

that are important in obesity-associated metabolic complications were identified 

in the plasma and urine 1H-NMR spectrum by spiking experiments. 

Subsequently, the plasma and urine 1H-NMR spectrum could be rationally 

divided into well-defined integration regions, being the variables for multivariate 

statistical analyses. To further optimize 1H-NMR experimental analyses, the 

impact of noisy integration regions (or noisy variables) on the multivariate group 

classification of obese and normal-weight children and adolescents was 

examined. To note, further research was performed only on plasma of the study 

participants, because the number of urine samples subsequently collected was 

too low.  

Next to the optimization of 1H-NMR experimental analysis, a robust and 

practical protocol had to be developed for sample collection and preparation in a 

clinical setting (Chapter 6). Hereto, the impact of preanalytical conditions that 

commonly occur in clinical practice at the level of collection, processing and 

freezing, on the plasma 1H-NMR metabolic profile was examined. In addition, we 

evaluated the usefulness and validity of the Standard PREanalytical Code 
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(SPREC) within the field of clinical NMR-based metabolomics. SPREC allows for 

an appropriate sample encoding and exclusion of samples that were subjected to 

unwanted, interfering preanalytical conditions, and has recently been developed 

by the biobanking community. The implementation of SPREC within clinical 

metabolomics may contribute to its validation in clinical, biobank and 

multicenter research.  

Finally, we performed NMR-based metabolic profiling on plasma of obese and 

normal-weight children in the search for biomarkers of obesity-related metabolic 

alterations in children and adolescents (Chapter 7). A statistical classifier was 

built in order to differentiate between obese and normal-weight children, and 

metabolic pathways important in the pathophysiology of childhood obesity were 

explored. In addition, we introduced the concept of MHO (see Chapter 4) in 

NMR-based metabolomics and relevant associations between conventionally 

measured biochemical parameters (e.g. fasting glucose, insulin, triglycerides, 

etc.) and plasma metabolites differentiating between MHO and MUO were 

investigated.  
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This technical note describes the fundamentals of 1H-NMR spectroscopy which 

rely on quantum mechanical laws, and are therefore quite complex and need to 

be explained in order to gain a better understanding of this technique. In 

addition, multivariate projection methods used for statistical processing of 

multidimensional 1H-NMR datasets are explained.  

Fundamentals of 1H-NMR spectroscopy 

1H-NMR spectroscopy is a technique that measures the resonance frequencies of 

hydrogen nuclei that are subjected to a low-frequency radiation and a strong 

magnetic field. The resonation of nuclei at a specific frequency occurs in the 

radiofrequency range of the electromagnetic spectrum (Figure S1).   

 

Figure S1 The electromagnetic spectrum. Adapted from Bothwell et al. [225]. 

Nuclear spin in a static magnetic field 

NMR spectroscopy relies on the spin (or angular momentum) of protons and 

neutrons. Protons and neutrons are ‘spin ½ particles’, i.e. they have a spin with 

a spin quantum number s=1/2. The nuclear spin of an atom is expressed as the 

vector sum of unpaired proton and neutron spins and its nuclear spin quantum 

number I = n/2 with n the sum of unpaired protons and neutrons. Nuclei with an 

even number of both protons and neutrons have a spin quantum number I=0, 

for example, 12C. These kinds of nuclei do not have a net nuclear spin and will 
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not give rise to an NMR signal, and are therefore called NMR inactive nuclei. 

Nuclei with an odd number of protons as well as neutrons have a spin quantum 

number I=1, for example, 2H. However, if the number of protons or neutrons is 

odd, then I=half-integer. For example, the hydrogen nucleus consists of only 

one proton (1H) and therefore has a nuclear spin quantum number I=1/2, 

making it NMR-active. The positively charged hydrogen nucleus creates a small 

magnetic field around the hydrogen atom which is called the magnetic dipole 

moment (μ-vector) (Figure S2). 

 

Figure S2 The magnetic dipole moment μ of a hydrogen 
nucleus. The orientations of the magnetic moment are defined by 

magnetic quantum number (m) values. The magnetic moment is directly 
proportional to the angular momentum (μ =  x P, where μ: magnetic 

moment of the nucleus; : gyromagnetic constant; P: spin angular 

momentum). 

 

If the 1H atom is placed in a homogenous, strong and static external magnetic 

field (B0), the μ-vector can appear in two states: parallel (spin-up or m=+1/2; 

α-state or low energy state) or anti-parallel (spin-down or m=-1/2; β-state or 

higher energy state) with respect to B0 (Figure S3). Due to the interaction 

between the magnetic moment and the magnetic field, the magnetic moment 

will precess around the magnetic field B0. 

 
 
 
 
 
 
 
 

Figure S3 Two energy states 
(spin-up or spin-down) of 
the proton magnetic 
moment which precesses 
around an externally applied 
magnetic field B0 oriented 
along the z-axis. 
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Energy states and population 

For each spin state, there is energy associated with it, which is characterized by 

the frequency of the precession of nuclei in the presence of a magnetic field. The 

frequency with which the μ-vector spins around B0 is called the Larmor 

frequency (ω0) which depends on the strength of B0 and the proton 

gyromagnetic constant ():  

ω = B0 or  = 




2

0B  

where  is the nuclear gyromagnetic constant which is a characteristic constant 

for a specific nucleus; B0 is the magnetic field strength in the units of Tesla (T); 

ω is expressed in rad/s and  in Hz. Therefore, the energy difference of the 

allowed transition is given by:  

0BE  = ħω 

where ħ is the Planck constant h divided by 2 (Figure S4).  

 

 

 

 

Figure S4 Energy difference 
between two Zeeman energy 
states. The intensity of the NMR signal 

relates to the population difference between 

two Zeeman energy states of the transition. 

Consequently, spin transitions can be induced between the two different energy 

states by irradiation with electromagnetic radiation of the appropriate frequency. 

To this end, the following resonance conditions must be met: 

E = hν = hνL = h




2

0B = E  

The Boltzmann equation quantitatively describes the ratio of the spin 

populations in the two energy states. Both the energy difference between the 

transition states and the population difference between the states increases with 

the magnetic field strength. At room temperature, the amount of spins (μ-
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vectors) in the low energy state is slightly higher than in the high energy state. 

Thus, the sum of all these μ-vectors along the z-axis results in a net z-

magnetization along the z-axis, and is presented as the magnetization vector M0 

(Figure S5). This indicates that only a small fraction of the spins will contribute 

to the NMR signal intensity due to the small energy difference between the two 

states and hence NMR spectroscopy intrinsically is a spectroscopic technique 

with rather low sensitivity. Therefore, stronger magnetic fields lead to 

improvement in sensitivity, in addition to a higher resolution. 

Figure S5 Statistical 
distribution of μ-vectors 
over two cone halves 
which results in net or 
longitudinal 
magnetization, M0, which 
is oriented in the same 
direction as vector B0. The 

vector sum of the components of 

the nuclear magnetic moments in 

the x-y plane is zero. At 

equilibrium, M0 is generated by 

the small population difference 

between α and β states, and is 

parallel to the direction of the 

static magnetic field B0. 

Rotating frame 

In order to create a NMR signal, the proton spins have to be flipped over from a 

low energy level to a high energy level. This is achieved by imposing a short but 

strong radio frequency pulse (RF-pulse) or B1-pulse into right angles on the B0 

field. This causes a simultaneous excitation of all protons by energy transfer 

from the B1-pulse to the protons, called resonance. Because the Larmor 

frequency is not observed in an NMR experiment, a new coordinate frame is 

introduced to remove the effect of the Larmor frequency, called the rotating 

frame (rotating with frequency ν). If a 90° pulse is applied on the spins, the M0 

vector will end up in the transversal x’-y’ plane (Figure S6). Nuclear moments 

are no longer spinning along the z-axis but are stationary in this rotating frame. 

It should be noted that M0 shifts away from the z-axis in a clockwise angle α, 

depending on the duration and strength of the B1 field.  
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Figure S6 Vector representation of 
transversal magnetization (My’=M0) 
upon applying a 90° RF-pulse along the 
x’-axis by the B1 field in the rotating 
frame which results in a flip over of M0 
towards the y’-axis (receiver). 

In practice, the B1-pulse consists of a linear oscillating B1 field along the x’-axis 

with carrier frequency ν (same as the frequency of the rotating frame and in the 

order of the Larmor frequency) and magnitude 2B1 and which is easily produced 

by applying an electric current through the probe coil (Figure S7). The linear 

oscillating B1 field can be decomposed in two circular oscillating magnetic fields 

with Larmor frequency and magnitude B1. Resonance can now be achieved by 

interaction of the μ-vectors with the circular magnetic B1-field that is oscillating 

in the same direction and with frequency ν. This situation is called resonance 

condition.  

 

Figure S7 Oscillating B1-fields in the x’-y’-plane are achieved by applying a linear 
oscillating electromagnetic field with magnitude of 2B1 along the x’-axis. The B1 

probe coil is oriented along the x-axis and the receiver coil along the y-axis. 

A 90° pulse arises when the B1 field is turned on and then turned off while M0 

moves from the z-axis to the x’-y’ plane. The time during which B1 is applied is 

called the 90° pulse width (pw; in the order of µs). During a 90° pulse, the 
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maximal NMR signal is obtained by the occurrence of two phenomena: (1) phase 

coherence, i.e. clustering of a part of the μ-vectors at the surface of the 

precession coin resulting in a shift of the equilibrium magnetization M0 from the 

z-axis (longitudinal axis) towards the y‘-axis of the transversal x’-y’ plane (My’); 

(2) a net energy transfer from the B1-field (transmitter) to the nuclear spins, 

leading to a flip over of some of the spins of the low energy state to the high 

energy state (Figure S8). 

 

Figure S8 Net energy transfer from the B1-field to the nuclei leading to a flip over 
of some nuclear spins from the low energy state to the high energy state. 

After a 90° pulse, the magnetization along the z-axis becomes zero resulting in 

an equal distribution of nuclear spins over the two energy states, i.e. an equal 

amount of spins (μ-vectors) that are oriented parallel or anti-parallel to B0 

(Figure S9). The population difference between the two energy states than also 

becomes zero. In addition, the y-component achieves a maximal M0 value (My’) 

and a magnetization vector is created in the transversal plane (My’=M0), i.e. 

transversal (detectable) magnetization.  

 

Figure S9 Orientation of nuclear spins after applying a 90° pulse. 

Free induction decay 

After the B1-pulse is switched off, the NMR signal is detected while the nuclei 

return back to their equilibrium (relaxation, see next paragraph). The detection 

of the NMR signal is achieved when μ-vectors – with their unique frequency νi (or 

in the rotating frame νi = νi - ν) – will spin back around the z-axis under the 
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influence of B0. This induces a fluctuating electric current in the detection coil 

(receiver) along the y’-axis. In the rotating frame, spins with νi = ν (νi = 0) will 

not spin around the z-axis, and as a function of time they induce a constant 

current in the receiver coil. Nuclei with νi > ν will oscillate with respect to the y’-

axis and as a function of time they induce a fluctuating current with frequency 

νi, allowing to retrieve νi = νi + ν. Nuclei with νi >> ν will oscillate faster with 

respect to the y’-axis and as a function of time they induce a fluctuating current 

with a higher frequency (Figure S10). Hence, a free induction decay (FID; Free 

of the influence in the B1 field; Induced in the receiver coil; Decaying back to the 

equilibrium) is induced in the detector. This is a complex and time dependent 

signal which is induced in the detector as a result of the different resonance 

frequencies of protons having a different electron (chemical) environment. By 

means of a Fourier transformation, the complex time signal can be unraveled in 

its constituent frequencies and amplitudes, establishing the NMR spectrum.  

 

 

 

 

 

 

 

Figure S10 The free induction decay (FID) is the decay of the transversal 
magnetization which forms the observable NMR signals detected by the receiver 
in the x’y’-plane of the rotating frame. The FID is the sum of many time domain signals and 

is transformed via Fourier Transformation into the frequency domain signals or NMR spectrum.  

Relaxation  

After the B1 pulse, the μ-vectors will also be subjected to relaxation. Two 

relaxation processes, i.e. T1 and T2 relaxation, can be described by an 

exponential function with a characteristic relaxation decay time constant. The 

inverse of the relaxation decay time constant is a measure of the speed of 

relaxation: the shorter the relaxation time is, the more efficient the relaxation 

will be.  

 

i =  

i >  

i >>  

 



CHAPTER 1 

49 

The longitudinal relaxation or T1 relaxation is the decay time by which the z-

magnetization (Mz) aims to reach its original value M0 by energy exchange 

between the nuclei and the environment (back to the Boltzmann equilibrium: 

excess of spins in the low energy state). Longitudinal relaxation corresponds 

with a change in energy because the energy absorbed by the spins under 

influence of B1-pulse has to be returned to the environment. Hence, the original 

equilibrium distribution of the two spin states will be restored (Figure S11).  

 

Figure S11 Longitudinal or T1 relaxation. 

Transversal relaxation or T2 relaxation is the decay time by which the x’-y’ 

magnetization disappears. The individual μ-vectors of the hydrogen protons will 

lose their phase coherence by shared spin-spin interactions (Figure S12). 

Consequently, the transversal magnetization Mx’y’ completely disappears by 

strong spin-spin interactions, while the equilibrium magnetization might still not 

reached (Mz«M0). Generally, T2 is equal to or shorter than T1.  

 

 

Figure S12 Transversal or T2 relaxation. 
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Carr-Purcell-Meiboom-Gill (CPMG) pulse sequence 

For this thesis, slightly T2-weighted spectra were acquired using the Carr-

Purcell-Meiboom-Gill (CPMG)-presat pulse sequence which is named after its 

inventors [226, 227]. The CPMG pulse sequence uses the faster T2 relaxation of 

protons in macromolecules (such as proteins and polysaccharides), i.e. protons 

with shorter T2 relaxation times – to suppress these particular signals and 

generate spectra in which only the signals of small molecule metabolites are 

observed. In addition, water suppression (CPMG-‘presat’, i.e. presaturation) was 

performed in order to allow optimal detection and quantification of the signals 

close to the water resonance. The CPMG-presat pulse sequence has the form 

[RD-90°-(-180°-)m-ACQ]n where RD is the relaxation delay, 90° is the 90° RF-

pulse, 180° is the 180° RF-pulse, mx2 is the spin-echo delay, m represent the 

number of loops, and ACQ is the acquisition time. During RD (0.5 s), the water 

signal is irradiated. Another advantage of this spin-echo pulse-sequence is the 

elimination of the influence of inhomogeneities in B0 over the sample volume (by 

dephasing-rephasing). By this, the detected echo signal is only attenuated by 

real T2 relaxation. An increase in the number of ‘spin-echo’ cycles (m) 

corresponds with an extension of the total spin-echo delay.  

In this thesis, all 1H-NMR spectra were acquired with 96 scans (total 

acquisition time of 7’44’’) at 21.2 °C on a 400 MHz Varian Inova NMR 

spectrometer (Agilent Technologies Inc., Santa Clara, CA, USA) having a 

magnetic field strength of 9.4 Tesla. In addition, 1H-NMR spectra were acquired 

with 13 K complex data points, 6000 Hz spectral width, a presaturation of 3 s, 

an acquisition time of 1.1 s and a relaxation delay of 0.5 s. Each free induction 

decay (FID) was zero-filled to 65 K points and multiplied by a 0.7 Hz exponential 

line-broadening function prior to Fourier transformation. 

The 1H-NMR spectrum 

The 1H-NMR spectrum is determined by three parameters that can be related to 

the structure of the molecule under study: (1) chemical shift or the location of 

1H signals in the spectrum; (2) integration of signal area or signal intensity; (3) 

J-coupling patterns or shape of signals in the spectrum (Figure S13). 
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Figure S13 1H-NMR spectrum of diethyl ether (C4H10O). The place in the spectrum is 

determined by the chemical shift, the lines above the signals are indicating the integration values and 

regions, and the quadruplet and triplet pattern is determined by the J-coupling. 

Chemical shift 

When an atom is placed in a magnetic field, it will not sense the true value of 

the external B0 field since local and neighboring electrons will shield the nucleus 

from the B0 field. Hence, the effective field (B0i) that a hydrogen nucleus feels 

depends on its chemical environment determining the neighboring electron 

density. The higher the electron density around the hydrogen nucleus, the more 

it is shielded. For a nucleus i with a dimensionless magnetic shielding constant σi 

the following applies: 
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Hence, B0i will be different from B0 explaining why the resonance frequency ωi 

(or i in Hz) is different for different chemical environments. Absolute 

frequencies are rarely used. The location of the resonance signal in the NMR 

spectrum is represented by the chemical shift (δ): 
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in which i is the resonance frequency of the proton considered and TMS is the 

resonance frequency of the generally accepted reference compound 

tetramethylsilane. In most cases i > TMS.  
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For example, for protons of a –O-CH3 group on a 200 MHz (4.7 Tesla) NMR 

spectrometer applies: 

i = 200.000.646 Hz   if TMS = 200.000.000 Hz 

ppmx
x

OCH
23,3

6
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10200

000.000.200646.000.200
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On a 400 MHz (9.4 Tesla) NMR device the following applies: 

i = 400.001.292 Hz   if TMS = 400.000.000 Hz 
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OCH
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10400
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Hence, on a 200 MHz NMR spectrometer, 200 Hz equals 1 ppm and on a 400 

MHz NMR spectrometer – as used in this thesis – 400 Hz equals also 1 ppm. This 

is explained by the fact that the chemical shift is independent of B0. Hence, the 

resolution of a 400 MHz NMR spectrometer is greater than that of a 200 MHz 

NMR spectrometer.   

The chemical shift is dimensionless and expressed in parts per million (ppm). 

Most of the proton resonance signals are located between 0 and 12 ppm (Figure 

S14). The reference used in this thesis is trimethylsilyl-2,2,3,3-

tetradeuteropropionic acid (TSP) which is composed of three equivalent CH3 

methyl groups single bonded to a silicon atom. All CH3 group protons have the 

same electronic environment, and therefore result in only a single 1H-NMR signal 

at 0.015 ppm.  
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Figure S14 1H-NMR chemical shifts (δ in ppm) for common functional chemical 
groups [228]. *1H-NMR spectra of this thesis were referenced to the methyl resonance of 

trimethylsilyl-2,2,3,3-tetradeuteropropionic acid (TSP) at 0.015 ppm.  

Integration region 

The integration value of an integration (or spectral) region is a measure for the 

number of contributing protons.  Integration values are obtained by putting 

integration lines over well-defined integration regions (Figure S13). For this 

thesis, the 1H-NMR spectra of plasma, in the range between 8 and 0.8 ppm, 

were segmented into 110 variable-sized spectral regions, excluding the water 

region between 5.2 and 4.7 ppm and the TSP signal between 0.3 and -0.3 ppm. 

The 110 spectral regions, subsequently named variables (VARPL), were defined 

by means of spiking experiments with known metabolites (see Chapter 5) . The 

resulting spectral regions were integrated and normalized relative to the total 

integrated area of all spectral regions. For urine, the 1H-NMR spectra in the 

range between 9.5 and 0.7 ppm were segmented into 134 variable-sized 

spectral regions, excluding the water region between 5.1 and 4.6 ppm and the 

TSP signal between 0.3 and -0.3 ppm. The 134 spectral regions, subsequently 

named variables (VARUR), were defined by means of spiking experiments with 

known metabolites (see Chapter 5). The resulting spectral regions were 

integrated and normalized relative to the total integrated area of all spectral 

regions, except those of high-intensity resonances of the following integration 
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regions or variables (VARUR): 35, 43, 54, 56, 59, 60, 88, 116, 134 (see Chapter 

5 for information on metabolite assignments). 

J-coupling 

Two nuclei with a different chemical environment (non-equivalent nuclei with 

different chemical shift values) can induce the phenomena of spin-spin coupling 

or J-coupling via binding electrons. The J-coupling pattern is determined by the 

rule of multiplicity: (2n1*I1 +1) * (2n2*I2 +1), where n is the number of nuclei 

equivalent to each other but not equivalent to the nucleus under investigation, 

and I is the spin quantum number. 

For example, chloroethane (CH3CH2Cl) consists of CH3 and CH2 protons. In 

this case, the CH3 signal splits into a triplet: 2*2*1/2 +1 = 3, and the CH2 signal 

into a quadruplet: 2*3*1/2 +1 = 4.  Or in other words, the CH3 protons sense 

the orientation of the CH2 proton spins, resulting in a triplet with a 1-2-1 

intensity ratio: (A) ↑↑; (B) ↑↓ or ↓↑; (C) ↓↓. And the other way around for the CH2 

protons sensing the CH3 proton spins and producing a quadruplet with a 1-3-3-1 

intensity ratio: (A) ↑↑↑; (B) ↑↑↓ or ↑↓↑ or ↓↑↑; (C) ↓↓↑ or ↓↑↓ or ↑↓↓; (D) ↓↓↓ (Figure 

S15).  

 

Figure S15 J-coupling patterns of chloroethane, i.e. a triplet and quadruplet 
[229]. 

In general, J-couplings can result in singlets, doublets, triplets, etc. in the 1H-

NMR spectrum. It should be noted that the J-coupling between chemically 

equivalent protons is not observed in the 1H-NMR spectrum. 
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Multivariate projection methods 

Unsupervised PCA analysis 

Principal component analysis (PCA) forms the basis for multivariate data analysis 

and it is performed on a data matrix X with N rows (observations) and K 

columns (variables) (Figure S16). Data matrix X is then converted to a variable 

space with as many dimensions as there are variables. Each variable represents 

one co-ordinate axis.   

 

 
 
Figure S16 Structure of data matrix X used for PCA analysis. The N observations (rows) 

can be biological individuals, analytical samples, etc. The K variables (columns) can be NMR variables 
derived from spectral data. 

 
Next, each observation of the X-matrix is placed in the K-dimensional variable 

space (Figure S17A). After mean-centering and scaling of the data, the 

coordinate system is re-positioned such that the average point now is the origin.  

 

 

Figure S17 Plotting the observations in K-dimensional space. (A) Observations (N, 

rows) in data matrix X are a group of points in the variable space K; (B) The vector of variable 

averages is computed and is a point (black dot) situated in the middle of the group of points; (C) After 

mean-centering and scaling, the origin of the co-ordinate system is moved to coincide with the average 

point (black dot).  
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Data matrix X can then be converted to principal components (PC). PC1 (first 

principal component) is the line in the K-dimensional space that best 

approximates the shape of the group of points (observations), i.e. it represents 

the maximum variance direction in the data (Figure S18A). Each observation is 

projected onto this line in order to get a value which is known as a score. 

However, one component is insufficient to model the systemic variation of a 

multidimensional dataset. Thus, PC2 (second principal component) which is 

orthogonal to PC1 and improves the approximation of the X-data to a feasible 

extent, is also calculated (Figure S18B). 

 

 

Figure S18 Principal components for PCA. (A) The first principal component, PC1; (B) The 

second principal component, PC2.  

 

This results in a plane into the K-dimensional variable space (Figure S19). 

 

 

 

 

 

 
 
 
 
 
 
 
 
Figure S19 Two principal components define a model plane.  
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The co-ordinate values of the observations on this plane are called scores, and 

hence the plotting of such a projected configuration is known as a score plot. A 

score plot is always accompanied by a loading plot that reveals which variables 

are responsible for the patterns seen among the observations [201] (Figure 

S20).  

 

 

 

 

 

 

 

Figure S20 PCA score and loading plot. (A) PCA score plot of the two first PCs: PC1 and PC2 

of the PCA score plot explain the largest and second largest variation within the data, respectively. Each 

point in the score plot represents an observation. Observations that lie outside the white circle (95% 

CI) can be assumed as being outliers. (B) PCA loading plot of the two first PCs (p2 vs p1). Each point in 

the loading plot represents the variables that are responsible for the pattern seen among the 

observations. The plots are based on data extracted from this thesis. 

Consequently, PCA score and loading plots can be used to identify clustering 

patterns and dominant variation in the dataset which may not be associated with 

the real biological effect but could also be due to a secondary effect such as diet, 

age, gender and instrumental error (e.g. batch effect). In addition, PCA score 

plots allows the observation of outliers, i.e. observations that lie outside the 

95% CI (see Figure S20). However, additional confirmatory methods such as 

Distance to Model (DModX) or Hotelling’s T2 range plot to determine outliers in 

the orthogonal plane are recommended to perform (Figure S21).  

 

 

A B 
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Figure S21 Outlier detection. (A) DModX is the distance of an observation in the dataset to the 

X model plane. DModX is displayed as the absolute DModX divided by the pooled residual standard 

deviation of the model. The critical value of DModX (Dcrit) is computed from the F-distribution. 

Observations with a DModX twice as large as Dcrit are moderate outliers. (B) Hotelling’s T2 range plot 
displays the distance from the origin in the model plane (score space) for each selected observation. 

This plot shows the T2 calculated as the sum over the selected range of components of the scores, i.e. 1 

to 6 in this case, in square divided by their standard deviations in square. Values larger than 95% CI 

are suspect, and values larger than 99% CI can be considered as serious. The plots are based on data 

extracted from this thesis. 

Supervised PLS and OPLS-DA analysis 

Unsupervised methods are commonly used together with supervised methods 

such as partial least squares (PLS) and discriminant function analysis (e.g. 

OPLS-DA) [230].  

PLS is a method for relating two data matrices, X and Y, to each other by a 

linear multivariate model, i.e. it models the association between X and Y by 

regression. Data matrix X with N observations and K factors/predictors 

(independent variables) is related to data matrix Y with N observations and M 

responses (dependent variables) (Figure S22).  

Figure S22 Structure of data matrix X and Y used for PLS analysis. The N 

observations (rows) can be biological individuals, analytical samples, etc. The X-variables (K, 

factors/predictors) can be NMR variables derived from spectral data. The Y-variables (M, responses) are 

often gathered to reflect properties of samples, clinical variables, etc.  
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In contrast to PCA, each row (observation) now represents two points instead of 

one, one in the X-space and one in the Y-space (see Figure S23). Also here, 

data have to be mean-centered and scaled. 

 

Figure S23 In a regression model, the observations are two groups of points, one 
in the predictor (X) space and one in the response (Y) space. Note that in this figure, a 

single Y-variable instead of a matrix Y of responses is considered. 

In PLS, the first PLS component is a line in the X-space that well approximates 

the groups of points and provides a good correlation with the Y-vector (Figure 

S24). The co-ordinate of an observation along this line is obtained by projecting 

the sample onto the line. This co-ordinate is termed the score, ti1, of observation 

i. The scores of all the observations constitute the first X-score vector t1 (a 

latent variable). Score vector t1 can then be used to acquire an estimate of y, ŷ1, 

after PC1 of PLS, which is t1 multiplied by the weight of the y-vector, c1. The 

differences between the measured and estimated response data are called 

residuals. The y-residuals represent the variation that is left unexplained by the 

first PLS component. The residual vector f1 is calculated as y – ŷ1. 
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Figure S24 First principal component for PLS. With one single Y-variable, the Y-space 

reduces to a one dimensional vector. PC1 will orient itself so that it well describes the group of points in 

the X-space while at the same time giving a good correlation with the Y-vector. Score vector t1 

summarizes the information in the original X-variables. 

Here too, one PLS component is insufficient to adequately model the variation in 

the Y-data. Therefore, a second component is calculated which is also a line in 

the X-space, which passes through the origin and is orthogonal to the first 

component (Figure S25). This component finds the direction in X-space that 

improves the description of the X-data as much as possible, while providing a 

good correlation with the y-residuals, f1, remaining after the first component. 

The second set of score values of the observations arises from the co-ordinates 

along the second projection direction in the X-space, i.e. second score vector t2. 

In general, the tighter the scatter around the diagonal, the stronger the 

correlation between X and Y [201]. 

 

Figure S25 Second principal component for PLS in the X-space is orthogonal to 
the first one. By projecting the observations onto this line, one obtains the score vector t2. The 

second score vector times the second weight of the y-data, c2, correlates with the y-residual, f1, after 

the first dimension. The two components together define a plane in the X-space. 
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In addition, the combined power of t1 and t2 in modeling and predicting y can 

also be examined with PLS. An estimate of y after two model components, ŷ2, is 

obtained through computing c1t1 + c2t2. The y-variable is better modeled by two 

components than by one because the agreement between observed and 

estimated Y-data improves. 

Supervised methods such as discriminant analysis (DA) can also be used for 

sample classification (e.g. disease vs. healthy). Orthogonal PLS (OPLS) 

separates the systemic variation in X into two parts, one part that is correlated 

(predictive) to Y and one part that is uncorrelated (orthogonal) to Y. In other 

words, it models the variation orthogonal to the Y response, resulting in models 

that are equally predictive but easier to interpret than conventional PLS [231] 

(Figure S26). In OPLS-DA, knowledge about the class membership (e.g. disease 

vs. healthy) is used to help discriminate groups of metabolites that are 

significant in combination (e.g. biomarker signature/classifier).  

 

 
Figure S26 OPLS-DA score and loading plot. (A) OPLS-DA score plot: The first predictive 

component (t[1]) explains the variation between both study groups and the first orthogonal component 

(to[1]) explains the variation within both study groups. (B) OPLS-DA loading plot: The horizontal axis 

displays the X-loadings p and the Y-loadings q of the predictive component. The vertical axis displays 

the X-loadings p(o) and the Y-loadings s(o) for the Y-orthogonal component. The plots are based on 

data extracted from this thesis. 

 

The model performance can be explored by evaluating the total amount of 

predictive and orthogonal variation in X (R2X(cum)) and total amount of 

variation in Y (R2Y(cum)), and the predictive ability of the model (Q2(cum)). The 

higher these values, the higher the association between X and Y variables, the 

better the model (Figure S26). 

In OPLS-DA it is important to define both a training set (original data) and an 

independent validation set (a class of separate samples that can be predicted 
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based on a series of mathematical models derived from the training set) in order 

to validate study results [201] (Figure S27). 

 

Figure S27. Classification models. First, the model must be trained on representative data 

(training set). Next, the model must be tested using new data (validation set). 

Diagnostic tools 

OPLS-DA provides many diagnostics which help in the model interpretation, and 

in the assessment of model performance and relevance.  

The misclassification list summarizes how well the OPLS-DA models classify 

the observations into known classes (Figure S28). Sensitivity is explained as the 

percentage of patients that are actually classified as patients, and specificity is 

explained as the percentage of controls that are actually classified as controls. 

 

  Members Correct 0 1 No class (YPred < 0) 

0 = Spec. 36 91,67% 33 3 0 

1 = Sens. 61 95,08% 3 58 0 

No class 5   2 3 0 

Total 102 93,81% 38 64 0 

 
Figure S28 Misclassification list. 33 out of 36 (94.67%) controls are correctly classified and 58 

out of 61 (95.08%) patients are correctly classified. The overall classification rate is 93.81%. The list is 

based on data extracted from this thesis. 

The variable influence on projection (VIP) parameter gives the importance of the 

X-variables, both for X- and Y-models (see Figure S29). The VIP is a weighted 

sum of squares of the OPLS-DA weights, taking into account the amount of 

explained Y-variance in each dimension. Hence, one VIP-vector summarizes all 

components and Y-variables. Predictors with a large VIP, larger than 1, are most 

influential for the model. The VIP-value and/or visual thresholds on the VIP plot 

may be used for a variable selection. Note, however, that variable selection 
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should be carried out with caution as there are strong correlations among the X-

variables. 

 

Figure S29 Variable influence on projection (VIP) plot. The red lines are indicating 

different thresholds which might be used and tested for variable selection. The plot is based on data 

extracted from this thesis. 

Especially for NMR data, an S-plot of the variables that are responsible for the 

pattern seen among the observations, is very useful and can be illustrated as a 

points or a line (Figure S30). The S-plot is a practical and reliable way to identify 

important discriminating variables.  

  

Figure S30 S-plots of an OPLS-DA model. (A) S-plot with variables in the bottom left or 

upper right as being those with a strong contribution to the model and high statistical reliability. (B) S-
line plot has the advantage of taking the spectral order of NMR data into account. The relevance of the 

model is indicated by the signal amplitude and the significance by color. Strongly discriminating 

variables combine a high numerical loading value and red to orange color. The plots are based on data 

extracted from this thesis. 

A permutation plot for PLS-DA can be developed to assess the risk that the 

current OPLS-DA model is spurious, i.e. if the model fits the training set well but 

does not predict Y well for new observations (Figure S31).  
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Figure S31. PLS-DA permutation test. The PLS-DA permutation test illustrates the validity of 

the model. For a model to be valid, R2 (grey dots) and Q2 (black boxes) values for each permuted 

observation have to be lower than 0.3 and 0.05, respectively 
 

The permutation plot compares the goodness of fit (R2 and Q2) of the original 

model with the goodness of fit of several models based on data where the order 

of the Y-observations has been randomly permuted, while the X-matrix has been 

kept intact. The plot shows, for a selected Y-variable, on the vertical axis the 

values of R2 and Q2 for the original model (on the right side) and of the Y-

permuted models (on the left side). The horizontal axis shows the correlation 

between the permuted Y-vectors and the original Y-vector for the selected Y. 

Criteria for a valid OPLS-DA model are: (i) all Q2 values on the left are lower 

than the original point on the right; (ii) the regression line of the Q2 points 

intersects the vertical axis (on the left) at, or below zero; (iii) all R2 values to the 

left are lower than the original point to the right.  
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Abstract 

Although there is growing evidence that the number of children with obesity is 

stabilizing, obese children are becoming more severely obese with all its 

consequences. In order to classify obese children internationally according to age 

and gender-specific criteria, Cole and Lobstein (2012) developed the International 

Obesity Task Force (IOTF) body mass index (BMI) cut-off values corresponding to 

BMI 30 and 35 at age 18. However, the most extreme IOTF BMI cut-offs 

corresponding to BMI 40 at age 18 are still lacking. Therefore, we calculated the 

BMI cut-off values corresponding to BMI 40 at age 18 using the LMS (L: skewness, 

M: median, and S: coefficient of variation) method proposed by Cole and Lobstein. 

In order to standardize the terminology use of obesity in children, we defined BMI 

30, 35 and 40 at age 18 as ‘class I’, ‘class II’ or severe, and ‘class III’ or morbid 

obesity. To demonstrate the proof of concept, we classified 217 obese children 

and adolescents according to the newly defined IOTF BMI classification. Fifty-six 

(25.8%) children had class III obesity, 73 (33.6%) class II obesity and 88 

(40.6%) class I obesity. Class III obese children had a larger waist circumference, 

higher systolic blood pressure and higher fasting insulin compared to less obese 

children. In conclusion, we here present the IOTF BMI 40 cut-off values to classify 

morbidly obese children between 2 and 18 years. Morbidly obese children are at 

higher risk for cardiometabolic complications than children with less severe 

obesity. Our findings underscore the clinical importance of identifying morbidly 

obese children. Current treatments for morbidly obese children should focus on 

personalized and more aggressive therapy. 
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2.1 Introduction 

Cole and Lobstein have recently reformulated the IOTF BMI cut-off criteria for 

thinness, overweight and obesity in children in terms of underlying LMS curves 

[1], which makes it now possible to express BMI as a centile or standard deviation 

(SD) score, and to construct your own cut-offs for any required BMI at age 18. 

Additionally, they developed a new BMI cut-off of 35 kg.m-2 for what they called 

‘morbid obesity’, corresponding to the 99.83th percentile at age 18. In an 

accompanying editorial, Rolland-Cachera [2] proposed to simplify the terminology 

of obesity, according to the adult WHO 1995 definition [3], and suggested to use 

in children ‘grade 1’ and ‘grade 2’ overweight instead of overweight and obesity, 

respectively. However, as for adults [4], the typical definition of obesity, a BMI ≥ 

30 kg.m-2 or its corresponding IOTF cut-off value, obscures the heterogeneity of 

this group. In 2000, the WHO [5] already subdivided adult obesity into 3 classes: 

class I obesity (BMI 30.00 – 34.99), class II obesity (BMI 35.00 – 39.99), and 

class III obesity (BMI ≥ 40.00), with moderate, severe and very severe risk of 

comorbidities, respectively. 

There is emerging evidence that the prevalence of obesity in children is 

stabilizing in a number of countries [6]. However, it appears that children who are 

obese are becoming more severely obese [7-9]. It has been shown that severely 

obese children have a higher risk of developing cardio-metabolic and -respiratory 

complications compared to moderately obese children [10-12], and have a higher 

risk to become severely obese as an adult [13]. Hence early identification of 

severely obese children is of utmost importance, and therefore an accurate 

definition of this obesity class is required. To date, however, it is unclear which 

anthropometric cut-off point should be used to define morbid obesity in children 

and adolescents.  

In this study, we aimed to implement the LMS curves for children between 2 

and 18 years to calculate the IOTF BMI cut-offs which reaches 40 at age 18. To 

demonstrate the proof of concept, we classified 217 obese children and 

adolescents according to the newly defined IOTF BMI classification and evaluated 

components of the metabolic syndrome (MetS) between children of different 

obesity classes. 
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2.2 Material and methods 

2.2.1 Calculation of BMI 40 cut off values 

The original method for constructing the IOTF BMI cut off values has previously 

been described by Cole et al. [14]. This method was based on data from six large 

nationally representative growth studies that had taken place in the following 

countries: Great Britain, USA, the Netherlands, Brazil, Singapore and Hong Kong. 

Data on BMI from over 10000 children and adolescents with ages ranging from 2 

to 18 years (6 to 18 years for Singapore) were collected between 1963 and 1993. 

For each survey, age-specific BMI centiles were constructed by gender using the 

LMS method [15]. Subsequently, survey data were averaged in terms of three 

smooth age- and gender-specific curves called L (λ), M (μ) and S (σ), representing 

the skewness (L), median (M) and coefficient of variation (S), respectively. Cole 

and Lobstein [1] recently published these L, M and S curves by gender for ages 

between 2 and 18 and used them to derive new BMI cut-off values. They provided 

the following formula to express BMI cut-off values as BMI centiles:  

𝐶100𝛼 = 𝑀(1 + 𝐿 𝑥 𝑆 𝑥 𝑧𝛼)1/𝐿 

where L, M and S correspond to the values of the fitted curves by age and gender 

given by Cole and Lobstein [1]. The value of zα (z score) can be calculated using 

the formula:  

z =
(𝐵𝑀𝐼/𝑀)𝐿 − 1

𝐿 𝑥 𝑆
 

Hence, the z score or SD corresponding to a given BMI value at age 18 is firstly 

obtained using formula (2), and subsequently this is substituted as zα into formula 

(1). In this way, Cole and Lobstein [1] calculated the BMI centile curves which 

were then averaged by gender and age across all six countries to present a single 

cut-off corresponding to the chosen BMI value.  

Based on the LMS method as described above, we calculated the BMI cut-off 

values of 40 kg.m-2 – corresponding to the 99.95th percentile at age 18 – by 

gender for each 6 months of age from 2 to 18 years.  
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2.2.2 IOTF BMI classification  

To consolidate the terminology of obesity in childhood, we defined different 

obesity classes in line with the WHO classification [5] for adults. We classified 

obese children based on age- and gender-specific centile curves passing through 

BMI 30 at age 18 as ‘class I obesity’ or ‘obesity’, through BMI 35 as ‘class II 

obesity’ or ‘severe obesity’, and through BMI 40 as ‘class III obesity’ or ‘morbid 

obesity’. 

2.2.3 Study population 

Two hundred seventeen children referred to our Childhood Obesity Centre (Jessa 

Ziekenhuis, Hasselt, Belgium) between January 2011 and December 2012 were 

included in this study. Inclusion criteria were: 1) aged between 2 and 18; 2) BMI 

above IOTF cut-off of obesity. Of a subsample of 90 obese children aged between 

7 and 18, who underwent a fasting venous blood sampling, metabolic risk factors 

were examined. The study was approved by the medical Ethics Committee of the 

Jessa Hospital and Hasselt University.  

2.2.4 Anthropometric measurements 

Patients were weighed wearing underwear only. Standing height was measured 

to the nearest 0.1 cm using a Harpenden wall stadiometer, and weight was 

measured to the nearest 0.1 kg using an electronic balance scale.  BMI was 

calculated by dividing weight in kilograms by height in meters squared (BMI = 

kg/m²). Waist circumference (WC) was measured at the approximate midpoint 

between the lower margin of the last palpable rib and the top of the iliac crest 

[16], in duplicate to the nearest of 0.1 cm using a soft non-stretchable tape and 

with the subject in a standing position. Seated blood pressure was measured with 

an electronic sphygmomanometer (Omron®, Omron Healthcare, IL, USA). 

2.2.5 Biochemical analysis 

After an overnight fast, venous blood samples were taken from the patients for 

the measurement of glucose, insulin, HDL-C and TG. Plasma glucose was 

measured by the glucose oxidase method using a Synchron LX20 analyzer 

(Beckman Coulter, Brea, CA, USA). Serum insulin was determined by immuno-

reactive insulin (IRI) assay (ADVIA Centaur Insulin IRI; Siemens Medical Solutions 

Diagnostics, Tarrytown, NY, USA). Total cholesterol, HDL-C and TG were 
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measured on a Beckman Coulter AU 2700 automatic analyser (Brea, CA, USA). 

LDL-C was calculated according to the Friedewald equation [17].  

2.2.6 Calculations metabolic health determinants 

We retrospectively analyzed metabolic risk factors (i.e. WC, systolic blood 

pressure (SBP) and diastolic blood pressure (DBP), glucose, insulin, total 

cholesterol, HDL-C, TG and LDL-C) of a subsample of 90 obese children aged 

between 7 and 18, who underwent a fasting venous blood sampling. For each 

factor, age- and gender-specific z-scores were calculated according to Mellerio et 

al. [18] (see supplementary information of Mellerio et al. [18] for more details on 

the statistical methods for estimating age- and gender-specific reference 

intervals). The prevalence of the components of MetS was assessed according to 

the International Diabetes Federation (IDF) criteria for children and adolescents 

[19]. Subjects were classified as having MetS when they had obesity as classified 

according to IOTF criteria and two or more of the following abnormalities: (1) 

HDL-C < 40 mg/dl (females 16 years or older: HDL-C < 50 mg/dl) (2) TG ≥ 150 

mg/dl; (3) SBP ≥ 130 mm Hg or DBP ≥ 85 mm Hg; (4) fasting plasma glucose 

(FPG) ≥ 100 mg/dl. 

2.2.7 Statistical analyses 

Statistical analyses were performed with IBM SPSS version 20.0 (SPSS Inc., 

Chicago, IL, USA). Results of continuous variables are presented as mean ± SD 

and nominal or ordinal scale variables are presented as a number with percentage 

(%). Distribution of the data was tested by the Kolmogorov-Smirnov test. Non-

normally distributed variables were log-transformed. One-way analysis of 

variance (ANOVA) with post-hoc Bonferroni test for interval scale variables and 

Chi square test (n>10) or Fisher’s exact probability test (n≤10) for nominal scale 

variables were implemented to calculate differences between the study groups. 

Statistical significance was assessed at the 5% level. To reduce the chances of 

obtaining false-positive results (type I errors), Bonferroni corrected p-values were 

applied. 
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2.3 Results 

2.3.1 Age- and gender-specific BMI 40 cut off values 

The newly calculated BMI cut-off values corresponding to BMI 40 kg.m-2 at age 

18 are presented in Table 2.1 together with the IOTF cut-offs corresponding to 

BMI 30 and 35 kg.m-2 adapted from Cole and Lobstein [1].  

Table 2.1 BMI cut-off points for obesity, severe obesity and morbid obesity by age 

and gender defined to pass through BMI of 30, 35 and 40 kg.m-2 at age 18 based 
on the newly derived LMS curves [1]. 

Age (years)  
Boys Girls 

BMI 30* BMI 35* BMI 40 BMI 30* BMI 35* BMI 40 

2 19.99 21.20 22.12 19.81 21.13 22.15 
2.5 19.73 20.95 21.89 19.57 20.90 21.95 
3 19.50 20.75 21.72 19.38 20.74 21.83 
3.5 19.33 20.61 21.62 19.25 20.65 21.77 
4 19.23 20.56 21.61 19.16 20.62 21.80 
4.5 19.20 20.60 21.73 19.14 20.67 21.94 
5 19.27 20.79 22.03 19.20 20.85 22.22 
5.5 19.46 21.15 22.57 19.36 21.16 22.69 
6 19.76 21.69 23.35 19.62 21.61 23.35 
6.5 20.15 22.35 24.32 19.96 22.19 24.19 
7 20.59 23.08 25.37 20.39 22.88 25.17 
7.5 21.06 23.83 26.44 20.89 23.65 26.26 
8 21.56 24.61 27.55 21.44 24.50 27.47 
8.5 22.11 25.45 28.76 22.04 25.42 28.77 
9 22.71 26.40 30.14 22.66 26.39 30.18 
9.5 23.34 27.39 31.60 23.31 27.38 31.62 
10 23.96 28.35 33.03 23.97 28.36 33.01 
10.5 24.54 29.22 34.29 24.62 29.28 34.26 
11 25.07 29.97 35.31 25.25 30.14 35.37 
11.5 25.56 30.63 36.16 25.87 30.93 36.34 
12 26.02 31.21 36.86 26.47 31.66 37.19 
12.5 26.45 31.73 37.46 27.04 32.33 37.95 
13 26.87 32.19 37.95 27.57 32.91 38.57 
13.5 27.26 32.61 38.34 28.03 33.39 39.03 
14 27.64 32.98 38.65 28.42 33.78 39.38 
14.5 28.00 33.29 38.88 28.74 34.07 39.60 

15 28.32 33.56 39.02 29.01 34.28 39.73 
15.5 28.61 33.78 39.12 29.22 34.43 39.78 
16 28.88 33.98 39.20 29.40 34.55 39.80 
16.5 29.15 34.19 39.30 29.55 34.64 39.81 
17 29.43 34.43 39.48 29.70 34.75 39.85 
17.5 29.71 34.71 39.71 29.85 34.87 39.91 
18 30.00 35.00 40.00 30.00 35.00 40.00 
*IOTF references from Cole and Lobstein, 2012 [1] 

In our study population, 88 (40.6%) children were classified as class I obese, 73 

(33.6%) as class II obese and 56 (25.8%) as class III obese (Figure 2.1) 
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Figure 2.1 IOTF BMI percentile curves of boys (A) and girls (B). Study subjects are 

presented as a dot.   
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2.3.2 Cardiometabolic risk factors in morbidly obese children 

Components of the MetS with corresponding age- and gender-specific z-scores of 

the subsample of 90 obese children and adolescents for class I, II and III obesity 

are shown in Table 2.2. 

Table 2.2 Comparison of anthropometric and biochemical parameters with 
corresponding age- and gender specific z-scores between class I, class II and class 
III obesity. 

 Class I 
obesity 

Class II 
obesity 

Class III 
obesity p-value 

Number, n (%) 36 (40.0) 35 (38.9) 19 (21.1)  
Age, years 12.6 ± 2.2 13.0 ± 2.5 13.1 ± 2.6 0.580 
Gender, n (%) 
   Male 
   Female 

 
19 (52.8) 
17 (47.2) 

 
17 (48.6) 
18 (51.4) 

 
8 (42.1) 
11 (57.9) 

0.752 

WC, cm 
   WC z-score 

99.9 ± 8.8 
3.3 ± 0.4 

108.9 ± 10.1 
3.6 ± 0.4 

119.1 ± 14.7 
4.0 ± 0.5 

<0.001 
<0.001 

SBP, mmHg 
   SBP z-score 

124 ± 11 
1.0 ± 1.0 

126 ± 12 
1.3 ± 1.0 

137 ± 14 
2.1 ± 0.9 

0.001 
0.001 

DBP, mmHg 
   DBP z-score 

75 ± 9 
1.4 ± 1.1 

78 ± 10 
1.7 ± 1.1 

82 ± 9 
2.1 ± 0.8 

0.052 
0.058 

Fasting glucose, mg/dl 
   Fasting glucose z-score 

93 ± 8 
1.2 ± 1.2 

92 ± 7 
1.0 ± 1.1 

95 ± 7 
1.5 ± 0.9 

0.357 
0.364 

Fasting insulin, mU/l 
   Fasting insulin z-score 

18.4 ± 7.5 
1.8 ± 0.9 

26.5 ± 11.7 
2.7 ± 1.0 

27.9 ± 9.7 
2.8 ± 1.0 

0.001 
<0.001 

Total cholesterol, mg/dl 
   Total cholesterol z-score 

173 ± 29 
0.1 ± 1.0 

152 ± 24 
-0.6 ± 1.0 

164 ± 36 
-0.2 ± 1.2 

0.011 
0.013 

HDL-C, mg/dl 
   HDL z-score 

46 ± 13 
-1.1 ± 1.3 

41 ± 7 
-1.6 ± 1.0 

44 ± 8 
-1.3 ± 1.1 

0.121 
0.163 

TG, mg/dl 
   TG z-score 

127 ± 76 
1.4 ± 1.2 

117 ± 71 
1.1 ± 1.3 

106 ± 60 
0.9 ± 1.4 

0.577 
0.325 

LDL-C, mg/dl 
   LDL-C z-score 

103 ± 22 
-0.2 ± 0.9 

87 ± 19 
-0.8 ± 0.8 

99 ± 27 
-0.4 ± 1.1 

0.009 
0.007 

MetSIDF, n (%) 13 (36.1) 12 (34.3) 9 (47.4) 0.616 
Values are presented as mean ± SD, unless otherwise indicated. Data in the final column are p values 

resulting from one-way ANOVA. An adjusted p-value < 0.003 was considered significant. DBP: diastolic 

blood pressure; HDL-C: high-density lipoprotein cholesterol; IDF: International Diabetes Federation; LDL-

C: low-density lipoprotein cholesterol; MetS: metabolic syndrome; SBP: systolic blood pressure; TG: 

triglycerides; WC: waist circumference. 

Children with class III obesity had a larger waist circumference, higher systolic 

blood pressure and higher levels of fasting insulin compared to class I obese 

children (p<0.001; p<0.001 and p=0.002 respectively). Levels of total 

cholesterol, HDL-C, TG and LDL-C did not differ between children with class III 

obesity and those with less severe obesity.  

Although almost 50% of children with class III obesity suffered from MetS 

compared to about 35% of the children with less severe obesity, the prevalence 

of MetS between the groups was not significantly different. Moreover, class III 
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obese children had not significantly more components of MetS than less obese 

children (see Figure 2.2). 

 

 

 

 

 

 

 

 

Figure 2.2 The prevalence of MetS components among children and adolescents of 
different obesity classes defined according to the newly developed IOTF criteria. 
Data were analyzed by Fisher’s exact probability test. p=0.846. 

In general, hypertension was the most observed and IFG was the less observed 

MetS component in the obese children and adolescents studied Figure 2.3. 

 

 

 

 

 

 

 

 

 

Figure 2.3 Prevalence of individual MetS components among the obese children 
and adolescents studied. HDL-C: high-density lipoprotein cholesterol; IFG: impaired fasting 

glucose; TG: triglycerides. 

Obesity only 

+1 MetS component 

+2 MetS components 

+3 MetS components 

+4 MetS components 
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2.4 Discussion 

Since numbers of extremely obese children are rising [7-9], it is important to have 

international BMI cut-off values to define these extreme obesity classes. These 

cut-offs allow the comparison of prevalence rates of extreme obesity between 

different countries and with adult prevalence of extreme obesity. In adults, the 

WHO [5] subdivides adult obesity into 3 classes: class I obesity (BMI 30.00 – 

34.99), class II obesity (BMI 35.00 – 39.99), and class III obesity (BMI ≥ 40.00). 

Here, we present the BMI cut-off of 40 kg.m-2, corresponding to the 99.95th 

percentile at age 18, for children aged 2 to 18. This BMI percentile is an addition 

to the previously developed IOTF BMI percentiles corresponding to BMI 16, 17, 

18.5, 25, 30 and 35 at age 18 [1]. By introducing these additional BMI cut-offs, 

it is now possible to identify and classify extremely obese children. However, this 

should always be considered with caution since extreme BMI percentiles are 

approximates based on fairly arbitrary samples and should not be over-interpreted 

as though they truly measure any underlying physiological state.  

It is striking that 34% and 26% of the obese children referred to our obesity 

clinic were classified as class II and class III obese, respectively. Due to the fact 

that our study group was selected from patients referred to our clinic, we are not 

able to calculate regional prevalence data of severe or morbid obesity. Until now, 

only two studies have reported prevalence numbers of severe obesity based on 

the IOTF criteria [1] in children. In the US, 4% of children between 2 and 18 years 

[1] were classified as severely obese, and in New Zealand 2.5% of the adolescents 

between 13 and 17 years were reported to be severely obese [20]. However, 

prevalence numbers of morbid obesity in children based on the IOTF criteria are 

still lacking. We recommend to reanalyze obesity prevalence studies, especially in 

countries with a high prevalence of childhood obesity, in order to define the 

prevalence of severe and morbid childhood obesity.  

To explore the clinical importance of this additional IOTF BMI cut-off of 40 

kg.m-2, we compared anthropometric and biochemical parameters between the 

different classes of childhood obesity. Children with class III obesity had a larger 

waist circumference, higher systolic blood pressure and higher fasting insulin 

levels compared to class I obese children. These observations are in line with the 

data from Rank et al. [12] who showed that severely obese children had a larger 

waist circumference, higher blood pressure and higher fasting insulin levels 
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compared to children with moderate obesity. Consequently, extremely obese 

children are at a higher risk for cardiometabolic abnormalities. Contrary to general 

expectations, levels of total cholesterol, HDL-C, triglycerides and LDL-C were not 

significantly different in class III compared to class I obese children and 

adolescents. This finding requires further investigation in studies with larger 

sample sizes. A possible explanation for this contradictory finding is that although 

cholesterol and triglyceride abnormalities are independent of the degree of 

childhood obesity, it may result from the duration of exposure to obesity and the 

presence of metabolic adaptive mechanisms among children and adolescents. 

Longitudinal follow-up studies are needed to further examine this hypothesis.  

In this study, we expected that the MetS was more prevalent in morbidly obese 

children, but this was not the case. This finding is in line with the study of Sen et 

al. [11] in which only a weak correlation between the prevalence of MetS and BMI 

z-score was found. Nevertheless, several studies have shown that children with a 

higher degree of obesity are at higher risk to develop metabolic complications 

than less severe obese children [10, 12]. In general, we found that hypertension 

was the most observed MetS component and IFG was the less observed MetS 

component in obese children and adolescents. Indeed, hypertension is commonly 

observed in obese children [21] and IFG is rare in childhood [22].  

The rapid increase in the prevalence of more extreme childhood obesity will 

undoubtedly have a significant impact on our health care system. At the moment, 

it remains a great challenge to offer an appropriate treatment for morbidly obese 

children. Since conventional approaches are often ineffective, the treatment of 

morbidly obese children needs to be more aggressive [23]. Hence, early detection 

of children at risk for or with extreme obesity is of utmost importance. 

Nonetheless, larger studies are needed to confirm that the proposed IOTF 

classification of class I, II and III obesity is clinically useful. 
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Abstract 

It is hypothesized that the shape of the glucose curve during an oral glucose 

tolerance test is an early indicator of the risk for developing T2DM. In this study, 

we aimed to examine the shape of plasma glucose response curves and study 

their relationship with insulin sensitivity, insulin secretion and components of MetS 

in end-pubertal obese girls. Eighty one end-pubertal obese girls (median (range) 

age: 14.4 (11.2 – 18.0) years; BMI: 34.6 (25.4–50.8) kg/m²) who underwent a 

2-hour OGTT were classified according to the shape of the glucose curve. Four 

shape types of the plasma glucose response curve were observed: 28 (34.6%) 

monophasic, 30 (37.0%) biphasic, 14 (17.3%) triphasic, and 9 (11.1%) 

unclassified. Patients with a monophasic shape had a higher area under the curve 

for glucose (p=0.008), a lower early-phase insulin secretion (p=0.005), and a 

poorer beta-cell function relative to insulin sensitivity – as reflected by the oral 

disposition index (p=0.022) – as compared to the bi- and triphasic shape types. 

In addition, the TG level and TG/HDL-C ratio was higher in patients with a 

monophasic shape compared to those with a biphasic shape (p = 0.040 and p = 

0.048, respectively). In conclusion, end-pubertal obese girls with a monophasic 

plasma glucose curve showed a reduced insulin secretion relative to IR and 

dyslipidemia which can contribute to the development of T2DM and CVD. 
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3.1 Introduction 

Obese children and adolescents are at increased risk of developing insulin 

resistance, impaired glucose tolerance, dyslipidemia and hypertension which 

eventually may lead to the development of T2DM and premature cardiovascular 

disease [1-4]. These complications contribute to a higher likelihood of adult 

morbidity and mortality [5, 6]. Within the obese paediatric population, especially 

girls at the end of their puberty are at high-risk of insulin resistance-induced 

complications [7-9]. Hence, there is a need for a method to early detect reduced 

insulin secretion and sensitivity in obese youth [10, 11]. The gold standard 

method for assessing insulin secretion and sensitivity is the hyperinsulinemic-

euglycemic clamp [12]. However, it is an invasive, time-consuming, and 

expensive method, which makes it difficult to use in routine clinical practice or in 

large-population based epidemiological studies, particularly in children. Therefore, 

the OGTT is often preferred as a simpler and practical method, from which 

surrogate indices for insulin resistance and secretion, and glucose tolerance status 

can be derived [13-15]. 

It has been previously shown that the shape of the glucose curve obtained 

during an OGTT may be useful as a metabolic screening parameter [16] and could 

give insight into the future risk of T2DM [17]. In general, it is suggested that a 

monophasic shape of the OGTT curve is indicative of a lower insulin sensitivity and 

impaired beta-cell function compared to a biphasic shape [18]. Additionally, more 

complex OGTT shapes are associated with a better glucose tolerance [19]. So far, 

only one study has examined the relationship between the shape of the OGTT 

curve and insulin action and secretion in normal glucose-tolerant obese 

adolescents [20]. The authors found that different curves of the OGTT – i.e. 

monophasic, biphasic, triphasic and monotonous – presented different metabolic 

phenotypes of insulin action and secretion. More specifically, the monophasic 

shape was associated with a higher BMI compared to the biphasic shape, and with 

a lower oral disposition index and higher area under the curve (AUC) for glucose 

compared to triphasic shape types.  

The aim of the current study was to identify different shape types of the glucose 

curves obtained during an OGTT in a group of end-pubertal obese girls. We opted 

for this specific study group to eliminate for the influence of transient insulin 

resistance occurring during puberty [21]. In addition, we examined the 
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relationship of the different glucose shape types with insulin sensitivity, insulin 

secretion and components of MetS. 
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3.2 Materials and methods 

3.2.1 Patients 

We retrospectively analysed data of 93 end-pubertal – Tanner [22] breast stage 

M4 or M5 – girls who attended the outpatient paediatric obesity clinic from the 

Jessa Hospital Hasselt (Belgium) between May 2004 and December 2012. Patients 

taking any medication, including oral contraceptives, or having any serious 

medical illness were excluded from the analysis (n = 12). Patients of non-native 

origin, e.g. Turkish or Moroccan, were classified as non-native. The parental 

occurrence of T2DM was enquired. The study was conducted in accordance with 

the ethical rules of the Helsinki Declaration. The study protocol was approved by 

the Ethics Committee of the Jessa Hospital. Informed consent was obtained from 

all patients and their parents or legal guardian.  

3.2.2 Anthropometric measurements 

Patients were weighed wearing underwear only and results were rounded to the 

nearest 0.1 kg. Standing height was measured to the nearest 0.1 cm. BMI was 

calculated by dividing weight in kilograms by height in meters squared (BMI = 

kg/m²). The BMI SDS was calculated on the basis of the LMS values using the 

formula: BMI SDS = [(BMI/M)L-1]/[L×S] as presented by Cole and Lobstein [23]. 

Patients were classified according to the IOTF criteria, i.e. by age- and gender-

specific centile curves passing through BMI 25 at age 18 as ‘overweight’, through 

BMI 30 as ‘class I obesity’, through BMI 35 as ‘class II obesity’, and through BMI 

40 as ‘class III obesity’ [23, 24]. The pubertal developmental stage (Tanner 4 and 

5) was evaluated on the basis of breast development [22]. The majority (96.3%) 

of the patients were postmenarcheal (age menarche: 12.0 ± 1.5 years). Seated 

blood pressure was measured with an electronic sphygmomanometer (Omron®, 

Omron Healthcare, IL, USA). 

3.2.3 Blood sampling and OGTT 

After an overnight fast, venous blood samples were taken for measurement of 

plasma glucose, serum insulin, HDL-C and TG. Thereafter, a standard OGTT was 

performed with the ingestion of 75 g glucose. Venous blood samples were 

obtained at 30, 60, 90 and 120 minutes. Plasma glucose was measured by the 
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glucose oxidase method using a Synchron LX20 analyzer (Beckman Coulter, Brea, 

CA, USA). Serum insulin was assessed by immunoassay (ADVIA Centaur Insulin 

IRI; Siemens Medical Solutions Diagnostics, Tarrytown, NY). Intra- and interassay 

variations were less than 5%. Hemolytic test results were excluded prior to further 

analysis. HDL-C and TG were measured on a Beckman Coulter AU 2700 automatic 

analyzer (Brea, CA, USA).  

3.2.4 Classification of glucose tolerance status 

Normal glucose tolerance (NGT) was defined as FPG < 100 mg/dl and 2-h plasma 

glucose < 140 mg/dl. Prediabetes was defined as having IFG (fasting plasma 

glucose: 100-125 mg/dl) and/or IGT (2-h plasma glucose: 140-199 mg/dl), 

according to the Expert Committee on the Diagnosis and Classification of Diabetes 

Mellitus criteria [25]. None of the patients suffered from T2DM (fasting plasma 

glucose ≥ 126 mg/dl and/or 2-h plasma glucose ≥ 200 mg/dl). 

3.2.5 Definition of the metabolic syndrome 

The MetS was defined according to the IDF consensus for children older than 10 

years [26]. Patients with the MetS were classified as having obesity (age- and 

gender-specific centile curves passing through BMI 30 at age 18) according to 

IOTF criteria [23] and at least two of the following components: TG ≥ 150 mg/dl; 

HDL-C < 40 mg/dl; SBP ≥ 130 mm Hg and/or DBP ≥ 85 mg Hg; FPG ≥ 100 mg/dl. 

3.2.6 Classification of glucose curve shapes 

Figure 3.1 gives an overview of the plasma glucose curve shapes obtained during 

an OGTT in the studied end-pubertal obese girls. The shapes were classified in 

line with previous studies [16-18, 27]. This was done with a plasma glucose 

threshold of 2 mg/dl to minimize fluctuations in glucose concentrations, which 

may be caused by the method of glucose analysis rather than physiological 

reasons [28].  
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Figure 3.1 Observed plasma glucose curve shape types. A: monophasic; B: biphasic; C: 

triphasic; D: unclassified. 

A “monophasic” shape is characterized by a rise in plasma glucose concentrations 

until a maximum value between 30 min and 90 min is reached, followed by a 

subsequent decrease until 120 min. A “biphasic” shape is characterized by a rise 

in plasma glucose concentrations until a maximum value at 30 min or 60 min is 

reached, followed by a fall, with a second rise of glucose prior to 120 min. A 

“triphasic” shape is characterized by two complete peaks of the plasma glucose 

curve. Shapes which could not be classified according to previous criteria were 

considered “unclassified”. 

3.2.7 Calculations of metabolic health determinants 

We assessed fasting glucose and insulin, and 2-h glucose and insulin 

concentrations. The total glucose response and insulin secretion were evaluated 

from the AUC estimated by the trapezoidal rule [29]. 

AUCglucose = (30x (
G0 + G30

2
)) + (30x (

G30 + G60

2
)) + (30x (

G60 + G90

2
)) + (30x (

G90 + G120

2
)) 
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AUCinsulin = (30x (
I0 + I30

2
)) + (30x (

I30 + I60

2
)) + (30x (

I60 + I90

2
)) + (30x (

I90 + I120

2
)) 

where G stands for glucose (mg/dl) and I for insulin (µU/ml) at zero/baseline and 

after 30, 60, 90 and 120 minutes. Estimates for insulin sensitivity and secretion 

were calculated from parameters obtained during the OGTT. Insulin sensitivity 

was determined by two indices, i.e. whole body insulin sensitivity index (WBISI) 

as described by Matsuda et al. [14]: 

WBISI =
10000

√(fasting glucose (
mg
dl

) x fasting insulin (
µU
ml

)  x mean glucose (
mg
dl

) x mean insulin (
µU
ml

)  )  

 

and the homeostasis model assessment of insulin resistance (HOMA-IR) [13]: 

HOMA-IR =
fasting glucose (

mg
dl

) x fasting insulin (
µU
ml

)

405
 

To assess beta-cell function, we used the insulinogenic index (IGI) calculated as 

[30]: 

IGI (insulinogenic index) = 
insulin 30 min (

µU
ml

) - fasting insulin (
µU
ml

)  

glucose 30 min (
mg
dl

) -fasting glucose (
mg
dl

)
 

 

In addition, in order to assess beta-cell function relative to insulin sensitivity, the 

oral disposition index (oDI) was calculated as [31]: 

oDI = IGI x
1

fasting insulin (
µU
ml

)
 

The triglyceride-to-HDL cholesterol (TG/HDL-C) ratio was also calculated as an 

early indicator of insulin resistance [32]. 

3.2.8 Statistical analysis 

Statistical analyses were implemented in IBM SPSS version 20.0 (SPSS Inc., 

Chicago, IL, USA). Results are presented as median (range) or geometric mean ± 

geometric standard deviation (GSD), as indicated. To compare interval-scaled 

characteristics between all glucose response curves, Kruskal Wallis test was used 
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to compare more than 2 groups, followed by post-hoc Mann Whitney U test to 

compare two groups. Fisher exact probability test – with the Freeman-Halton 

extension in case of 3 x 2 contingency table – was applied to test nominal scale 

variables between groups, and data are presented as numbers (percentages). P 

values smaller than 0.05 are considered significant. 
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3.3 Results 

3.3.1 Prevalence of the glucose curve shapes 

Figure 3.1 illustrates the observed shapes of the plasma glucose curve of end-

pubertal obese girls (see above). Of all 72 classifiable plasma glucose curve 

shapes, 28 (34.6%) patients showed a monophasic, 30 (37.0%) showed a 

biphasic and 14 (17.3%) showed a triphasic shape during the OGTT. The 

remaining 9 (11.1%) patients had a glucose curve shape that could not be 

classified, i.e. unclassified, which was mainly due to a change in glucose 

concentration of less than 2 mg/dl between 90 and 120 minutes. 

3.3.2 Baseline characteristics according to glucose curve shapes 

Table 3.1 compares the baseline characteristics between the patients grouped 

according to the shape of the glucose curve. The unclassified shape group (n = 9) 

showed no differences compared to the other shape groups, and was subsequently 

excluded in further analysis. Median age of total study population was 14.4 (11.2 

– 18.0) years and BMI was 34.6 (25.4–50.8) kg/m². In total, thirteen (16.0%) of 

all patients suffered from prediabetes and the majority of the girls (56.8%) had a 

family history of T2DM. No statistically significant differences were detected for 

age, BMI, BMI SDS, ethnic origin, glycemic status and family history of diabetes 

between the glucose shape types. 
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Table 3.1 Baseline characteristics of the study population. 

Values are presented as median (range), unless otherwise indicated. The p values shown are the result of the Kruskal-Wallis and Fisher exact probability test 

between monophasic, biphasic and triphasic group. BMI: body mass index; IFG: impaired fasting glucose; IGT: impaired glucose tolerance; NGT: normal glucose 

tolerance; SDS: standard deviation score. 

 

 

 

 

Monophasic 

(n = 28) 

Biphasic 

(n = 30) 

Triphasic 

(n = 14) 
p value 

Unclassified 

(n = 9) 

Total 

(n = 81) 

Age, years 14.6 (12.0 – 18.0) 14.3 (11.2 – 17.9) 14.4 (12.4 – 17.4) 0.786 14.3 (11.9 – 16.9) 14.4 (11.2 – 18.0) 

BMI (kg/m²) 36.0 (25.4 – 50.8) 34.1 (25.7 – 44.9) 34.7 (30.2 – 39.9) 0.438 31.6 (27.0 – 37.9) 34.6 (25.4 – 50.8) 

BMI SDS 3.0 (1.5 – 3.8) 2.7 (1.5 – 3.6) 2.8 (2.3 – 3.3) 0.380 2.7 (2.0 – 3.1) 2.8 (1.5 – 3.8) 

BMI categories, n (%) 
Overweight 
Obese Class I 
Obese Class II 
Obese Class III 

 

3 (10.7) 

8 (28.6) 

9 (32.1) 

8 (28.6) 

 

2 (6.7) 

12 (40.0) 

10 (33.3) 

6 (20.0) 

 

0 (0.0) 

8 (57.1) 

4 (28.6) 

2 (14.3) 

0.687  

2 (22.2) 

5 (55.6) 

2 (22.2) 

0 (0.0) 

 

7 (8.6) 

33 (40.7) 

25 (30.9) 

16 (19.8) 

Ethnicity, n (%) 
Native 
Non-native 

 

16 (57.1) 

12 (42.9) 

 

22 (73.3) 

8 (26.7) 

 

8 (57.1) 

6 (42.9) 

0.349  

5 (55.6) 

4 (44.4) 

 

51 (63.0) 

30 (37.0) 

Glycemic status, n (%) 
NGT 
Prediabetic (IFG and/or IGT) 

 

20 (71.4) 

8 (28.6) 

 

26 (86.7) 

4 (13.3) 

 

13 (92.9) 

1 (7.1) 

0.221  

9 (100.0) 

0 (0.0) 

 

68 (84.0) 

13 (16.0) 

Parental diabetes, n (%) 
No 
Yes 

 

12 (42.9) 

16 (57.1) 

 

15 (50.0) 

15 (50.0) 

 

4 (28.6) 

10 (71.4) 

0.432  

4 (44.4) 

5 (55.6) 

 

35 (43.2) 

46 (56.8) 
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3.3.3 Comparison of glucose and insulin levels between the 

glucose curve shapes 

Figure 3.2 shows glucose (Figure 3.2A) and insulin (Figure 3.2B) concentrations 

at different time points of the OGTT according to each classified glucose response 

shape. 

 

Figure 3.2 Glucose (A) and insulin (B) response curves of monophasic, biphasic 
and triphasic shape types. Values are presented as geometric means ± GSD. **p < 0.001 *p < 

0.02. 

Significant differences of the plasma glucose concentration were present at 60 

and 90 minutes between the monophasic and biphasic shape (p < 0.001 for both 

time points) and at 60 minutes between monophasic and triphasic shape (p < 

0.001). The glucose concentration at 90 minutes also significantly differed 

between the biphasic and triphasic shape (p = 0.018). Significant differences of 

the insulin concentration were found at 90 minutes between the monophasic and 

biphasic shape (p = 0.005). 

3.3.4 Glucose shape types in relation to OGTT derived-indices and 

components of the metabolic syndrome 

Table 3.2 compares OGTT-derived indices and components of MetS among the 

different glucose shape types.  
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Table 3.2 Parameters of glucose and insulin metabolism, and components of the metabolic syndrome in patients with a 

monophasic, biphasic or triphasic shape.  

 
Monophasic 

(n=28) 
Biphasic 
(n=30) 

Triphasic 
(n=14) 

p value 

Fasting plasma glucose, mg/dl 89 (74 – 109) 88 (68 – 109) 90 (74 – 98) 0.394 

2–h glucose, mg/dl 121 (81 – 160) 115 (69 – 167) 113 (73 – 170) 0.344 

AUC glucose, mg.dl–1.min a, b 15981 (11250 – 20910) 13933 (9855 – 19020) 14239 (10665 – 18870) 0.008 

Fasting serum insulin, µU/ml 22.4 (4.3 – 48.9) 22.2 (6.2 – 55.1) 24.7 (9.0 – 49.4) 0.956 

2–h insulin, µU/ml 131.8 (30.2 – 383.7) 120.5 (17.2 – 306.9) 110.2 (9.9 – 362.4) 0.550 

AUC insulin, µU.ml–1.min 16834.9 (2481.0 – 38190.0) 14767.1 (3802.5 – 30996.0) 15995.9 (5037.0 – 36994.5) 0.739 

WBISI 2.4 (0.5 – 7.5) 2.7 (0.8 – 7.3) 2.6 (0.8 – 5.7) 0.775 

HOMA–IR 5.6 (1.0 – 21.1) 4.8 (1.3 – 12.1) 5.6 (2.0 – 11.2) 0.947 

IGI a, b 2.4 (0.6 – 8.3) 3.1 (1.2 – 7.3) 3.9 (1.9 – 7.6) 0.005 

oDI b 0.110 (0.021 – 0.730) 0.169 (0.050 – 0.433) 0.208 (0.045 – 0.307) 0.022 

TG, mg/dl a 107 (52 – 245) 88 (30 – 229) 110 (44 – 361) 0.115 

HDL-C, mg/dl 45 (32 – 68) 47 (33 – 63) 48 (36 – 70) 0.732 

TG/HDL-C ratio, mg/dl a 2.5 (0.8 – 5.7) 2.0 (0.6 – 5.2) 2.6 (0.8 – 10.0) 0.130 

SBP, mm Hg 137 (116 – 160) 136 (119 – 158) 130 (100 – 150) 0.279 

DBP, mm Hg 83 (70 – 100) 83 (64 – 100) 80 (68 – 110) 0.330 

Prevalence of MetS, n (%) 8 (28.6) 9 (30.0) 5 (35.7) 0.893 

Values are presented as median (range) or number (percentage). The p values shown are the result of the Kruskal-Wallis test with additional Mann-Whitney U 

test (for interval scale variables) or Fisher exact probability test (for nominal scale variables) between the monophasic, biphasic and triphasic shape group. AUC: 

area under the curve; WBISI: whole body insulin sensitivity index; HOMA-IR: homeostasis model assessment of insulin resistance; IGI: insulinogenic index; oDI: 
oral disposition index; TG: triglycerides; HDL-C: high-density lipoprotein cholesterol; SBP: systolic blood pressure; DBP: diastolic blood pressure; MetS: metabolic 

syndrome 
a Significantly different between monophasic and biphasic: AUC glucose: p = 0.004; IGI: p = 0.021; TG: p = 0.040; TG/HDL ratio: p = 0.048 
b Significantly different between monophasic and triphasic: AUC glucose: p = 0.033; IGI: p = 0.004; oDI: p = 0.008 
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End-pubertal obese girls with a monophasic shaped curve displayed significantly 

higher levels of AUC glucose and lower levels of IGI and oDI compared to the 

biphasic and triphasic shape groups. Out of all patients with a classified shape, 

30.6% had the MetS. No difference was detected in the prevalence of MetS 

between the three shape types. However, patients with a monophasic shape 

showed higher levels of triglycerides and TG/HDL-C ratio compared to patients 

with a biphasic pattern. There were no significant differences between the biphasic 

and triphasic shapes for OGTT-derived indices and components of MetS. 
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3.4 Discussion 

In end-pubertal obese girls, we observed four different shape types of the plasma 

glucose response curve during an OGTT, i.e. monophasic, biphasic, triphasic and 

unclassified. Patients with a monophasic shape showed higher AUC glucose, lower 

early-phase insulin secretion and poorer beta-cell insulin secretory capacity 

relative to insulin sensitivity – as reflected by the oDI – compared to patients with 

a biphasic or triphasic shape. Moreover, patients with a monophasic curve showed 

higher levels of triglycerides and TG/HDL-C ratio compared to patients with a 

biphasic shape pattern. 

Studies in adults have demonstrated that different patterns of the plasma 

glucose curve during an OGTT exist and can be discriminated on the basis of the 

severity of glucose intolerance, insulin resistance and secretion [16-19, 33, 34]. 

Generally, subjects with a biphasic shape pattern have a lower BMI, better glucose 

tolerance, better insulin sensitivity and beta-cell function compared to subjects 

with a monophasic shape [16, 18, 19]. In addition, it seemed that a more complex 

glucose shape pattern – i.e. shape with more phases – is associated with a better 

glucose tolerance [19]. It appears that insulin secretion by the beta-cell is not 

sufficient to fully compensate for higher glucose concentrations in less complex 

shape patterns (monophasic and biphasic), and furthermore, insulin sensitivity is 

found to be lower [19]. Findings from these cross-sectional studies were 

confirmed by a 7-8 year follow-up study in non-diabetic normal-weight Caucasian 

adults [17], in which those with a monophasic glucose response curve exhibited 

a 3.5-fold greater risk of future T2DM compared to those with a biphasic curve.  

In a study on 522 Caucasian normal glucose-tolerant obese children and 

adolescents aged 4 to 18 Nolfe et al. observed that the monophasic shape type 

was associated with a higher BMI compared to the biphasic shape type, and a 

higher AUC glucose and lower oDI (i.e. DIISI calculated as the product of IGI and 

WBISI) compared to the triphasic pattern [20]. This is in line with our findings. It 

should be noted, however, that we calculated the oDI as a product of IGI and 

1/fasting insulin which is in contrast with their methodology. We opted to use the 

oDI since it shows the strongest correlation with the disposition index calculated 

on the basis of the hyperinsulinemic euglycemic clamp (cDI) in obese youth. In 

addition, Nolfe et al. [20] identified a monotonous curve of plasma glucose during 

an OGTT which was not present in our study population. The monotonous shape 
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pattern was described as a gradual increase in the concentration of glucose which 

reaches its maximum after 2 hours. A possible reason for the fact we could not 

detect this shape type in our study might be due to its low prevalence as it was 

only 4% in the study of Nolfe et al., and the difference in age between the study 

populations [20]. Moreover, differences in genetic background, geographical 

location and/or differences in environmental factors such as diet or physical 

activity might also determine whether or not a certain shape exists in the study 

population. For example, Kim et al. [28] did not detect the triphasic shape pattern 

in 156 Latino adolescents, whereas in our study and that of Nolfe et al. [20], this 

shape pattern is clearly present. 

In our study population, obese girls with a monophasic glucose curve showed 

higher AUC glucose, a lower IGI and lower oDI compared to those with a biphasic 

or triphasic shape. The IGI describes early insulin secretion in response to glucose 

increment during the first 30 minutes of an OGTT [30]. It can be speculated that 

the earlier the insulin peak occurs (i.e. in the bi- and triphasic shape patterns), 

the more efficient the glucose load can be cleared and the faster glucose values 

decline to their nadir. It has indeed been shown that obese youth with an early 

insulin response to glucose loading are less likely to have insulin resistance and 

have a lower risk to develop T2DM compared to those with a late response [35-

37]. In addition, it has previously been shown that the oDI – calculated as the 

product of IGI and WBISI – of obese adolescents is a good predictor of the 

development of IGT after two years [38]. In nondiabetic adults, it has been shown 

that the oDI is a strong predictor of future type 2 diabetes [39, 40]. Hence, our 

findings point towards an important role of beta-cell insulin secretory capacity in 

the establishment of different glucose curve shapes in end-pubertal obese girls 

and reinforce the hypothesis that the shape of the plasma glucose curve may 

serve as a predictor for the T2DM risk [17].  

In the present study, we also found that patients with a monophasic shape 

pattern displayed higher levels of triglycerides and a higher TG/HDL-C ratio 

compared to patients with a biphasic pattern. Nolfe et al. [20] found no differences 

in lipid concentrations, including triglycerides and HDL-C, between different 

plasma glucose curve shapes in obese children and adolescents. This might be 

explained by the fact that in our study population patients with NGT as well as 

IGT were included, whereas Nolfe et al. [20] included only NGT patients for the 
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analysis of the glucose curves. It has previously been shown that obese children 

and adolescents with IGT present significantly higher triglyceride levels compared 

to NGT individuals [41]. It is important to note that the TG/HDL-C ratio has, to 

our knowledge, never been investigated in relationship with the shape of the 

OGTT. The TG/HDL-C ratio is suggested to be an indicator of insulin resistance 

and early dysglycemia in obese youth [32], and a predictor of atherosclerosis and 

CVD [42-44]. Hence, the finding of an elevated TG/HDL-C ratio in the monophasic 

shape group further point towards a role of the OGTT shape as an early indicator 

of insulin resistance and a predictor of T2DM and CVD. On the other hand, blood 

pressure, fasting and 2-hour glucose concentrations, and the prevalence of MetS 

did not significantly differ between the shape types. Perhaps, the shape of the 

glucose curve may differentiate in the risk for T2DM and CVD even before the 

dysregulation of blood pressure, fasting and 2-hour glucose, and the development 

of MetS becomes evident. However, further research to investigate the predictive 

properties of the plasma glucose shape is recommended.  

We opted to focus our research on a rather homogeneous group of end-

pubertal obese girls who are at increased risk of having insulin resistance [7-9]. 

Consequently, the effect of changing insulin levels during puberty could not 

confound our study results. End-pubertal obese girls with a monophasic glucose 

response curve present the most unfavourable glucose and insulin metabolism, 

which could indicate that they are at higher risk of prediabetes development and 

consequent T2DM. Family history of T2DM, which is known to be a major risk 

factor of impaired glucose metabolism and T2DM in obese youth [45], was also 

examined in this study. We expected that patients with a monophasic shape had 

a higher prevalence of parental T2DM, however, we were unable to prove this, 

which might be due to the small sample size. Nonetheless, previous studies of 

OGTT shapes in obese adolescents did not consider pubertal stage nor the 

presence of family history of T2DM [20, 28].  

A limitation of the current study is that we did not investigate the 

reproducibility of the OGTT curves because patients included in this study followed 

a therapeutic weight loss program which started after their first OGTT and a 

second OGTT would not represent a valid replicate of the first one. A recent study 

by Kramer et al. [46] demonstrated a poor reproducibility of the monophasic and 

biphasic glucose shapes in a population of 30 normal glucose-tolerant healthy 
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adults who underwent three replicate OGTTs. Of course, this has to be interpret 

with respect to the physiological context of the OGTT, i.e. plasma glucose 

concentration is influenced by physiological factors including enteric hormones 

and neural responses to nutrient ingestion, as well as gastrointestinal motility and 

gastric emptying [47, 48]. Moreover, it has previously been shown that an OGTT 

in obese youth is poorly reproducible for fasting plasma glucose and especially for 

2-hour plasma glucose [49]. Therefore, when undertaking future research to 

study the shape of the OGTT in obese children and adolescents, we suggest to 

perform a duplicate or confirmatory OGTT. Additionally, it has been previously 

shown that a 3-hour OGTT displays a more complex pattern of glucose and insulin 

responses (i.e. higher number of phases), and a greater complexity is associated 

with a better glucose tolerance, a better beta-cell function and higher insulin 

sensitivity [19]. Although our current findings are based on data from routinely 

performed 2-hour OGTTs and the studied sample size is small, in future it would 

be interesting to study the shapes of a 3-hour OGTT more thoroughly in order to 

gain more information on glucose and insulin metabolism.    

In summary, we observed four different shape types of the plasma glucose 

curve in end-pubertal obese girls. Girls with a monophasic glucose curve shape 

during an OGTT are more frequently characterized by a lower early-phase insulin 

secretion, a poorer beta-cell function relative to insulin sensitivity and elevated 

triglyceride levels and TG/HDL-C ratio. We recommend to focus future research 

on longitudinal studies in obese children and adolescents in order to confirm, 

validate and complement our findings. In this way, the predictive properties of the 

shape of the glucose OGTT curve could be further examined with regard to the 

development of T2DM and CVD in obese children and adolescents. 
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Abstract 

Childhood obesity is often associated with metabolic complications such as 

prediabetes, insulin resistance (IR), dyslipidemia and hypertension, which may 

eventually lead to the development of type 2 diabetes mellitus and premature 

cardiovascular disease. However, it appears that some obese children do not 

show any of these cardiometabolic complications, and they are so-called 

metabolically “healthy” obese (MHO). The aim of the current study was to 

classify 156 obese children and adolescents as MHO or metabolically unhealthy 

obese (MUO) using three different definitions based on: (1) the metabolic 

syndrome as defined according to the pediatric IDF criteria; (2) IR as defined by 

HOMA-IR [=fasting glucose (mg/dl) x fasting insulin (µU/ml)/405]; (3) the 

combination of the previous two definitions. Subsequently, cardiometabolic 

features were compared between MHO and MUO children and adolescents 

classified according to the three proposed different definitions. Accordingly, 6 to 

19% obese children and adolescents were classified as MHO. The MHO 

phenotype was generally characterized by a better insulin sensitivity, lower 

triglyceride (TG) levels, and a lower TG/HDL-C ratio compared to their MUO 

peers. In addition, MHO subjects showed a significantly lower prevalence of 

prediabetes. In conclusion, the implementation of the proposed classifications in 

clinical research may provide new insights into the MHO phenotype in children 

and adolescents. However, further research in large-scale longitudinal follow-up 

studies is highly recommended. Eventually, this might lead to the 

implementation of the concept of MHO in clinical practice that might offer new 

perspectives for targeted prevention and individual treatment strategies of 

childhood obesity and associated cardiometabolic complications.  
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4.1 Introduction 

Although it is assumed that the prevalence of childhood obesity is stabilizing [1], 

the number of children being overweight and obese is still considerably high [2, 

3]. Childhood obesity is often associated with metabolic complications such as 

prediabetes, IR, dyslipidemia and hypertension [4], which may eventually lead 

to the development of T2DM and premature CVD [5, 6]. Nevertheless, it appears 

that some obese children do not show any of these cardiometabolic 

complications, and they are so-called metabolically “healthy” or protected obese 

(MHO) [7, 8]. The classification of obese children according to their risk for 

cardiometabolic complications – i.e. the concept of MHO – could therefore shed 

new light on current prevention and treatment strategies.  

MHO is mostly defined as the absence of MetS, a clustering of 

cardiometabolic risk factors including atherogenic dyslipidemia, hypertension, 

and hyperglycemia in obese individuals [9]. Although there is still no universally 

accepted definition for MetS in children and adolescents, it is suggested to use 

the consensus-based pediatric IDF criteria in an attempt to achieve uniformity 

[10]. However, the subdivision of obese children and adolescents in MHO and 

MUO according to the pediatric IDF definition may lead to an underestimation of 

the number of obese children and adolescents at increased risk for 

cardiometabolic complications because IR – a central factor leading to the 

abnormalities observed in MetS – is not part of the definition [11, 12]. It is 

known that hyperinsulinemia (i.e. greater pancreatic β-cell insulin secretory 

response and/or reduced insulin clearance) occurs before glucose metabolism 

becomes dysregulated (i.e. IGT and T2DM) [13]. In addition, fasting glucose 

alone often fails to detect obese individuals with prediabetes or T2DM [14]. 

Therefore, it can be hypothesized that the addition of IR to the pediatric MetS 

definition could identify more obese children and adolescents at risk for 

cardiometabolic complications. 

One recent study in overweight and obese children and adolescents already 

used a combination of the MetS with IR in the definition of the MHO phenotype 

[8]. It was found that dietary fat intake and moderate-to-vigorous physical 

activity are strong predictors of insulin sensitivity and MHO phenotypes, 

respectively. However, they did not use the pediatric consensus-based IDF 
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criteria to define MHO but a self-assembled definition based on various pediatric 

references [8]. 

The aim of the current study was to classify obese children and adolescents 

as MHO using three different definitions based on: (1) the absence of MetS 

defined according to the pediatric IDF criteria; (2) the absence of IR as defined 

by HOMA-IR; (3) the combination of the previous two definitions. Subsequently, 

cardiometabolic features were compared between MHO and MUO children and 

adolescents classified according to the three different definitions.  

 

  



CHAPTER 4 

115 

4.2 Material and methods 

4.2.1 Subjects 

Obese children and adolescents who attended the outpatient pediatric obesity 

clinic from the Jessa Hospital Hasselt (Belgium) between January 2006 and 

December 2013 were included in this study. Patients were included when they 

were: (1) between 10 and 18 years of age; (2) classified as obese according to 

the IOTF criteria [15]; (3) not taking any medication or having any serious 

medical illness. The presence of parental obesity/T2DM and ethnic background 

were queried. Subjects of non-Flemish origin were classified as non-native. Data 

were collected during their first visit to the clinic and during an OGTT, and were 

retrieved retrospectively from the medical records. The study was conducted in 

accordance with the ethical rules of the Helsinki Declaration. The study protocol 

was approved by the Ethics Committee of the Jessa Hospital. Informed consent 

was obtained from all patients and their parents or legal guardian.   

4.2.2 Anthropometric measurements  

Subjects were measured wearing underwear only. The pubertal developmental 

stage was evaluated by a pediatric endocrinologist according to Tanner on the 

basis of breast development and genital size [16], and subjects were 

categorized into three groups: pre-pubertal (Tanner stage M1 or G1), pubertal 

(Tanner stage M2-M4 or G2-G4) and post-pubertal (Tanner stage M5 or G5). 

Body weight was measured with an electronic scale and rounded to the nearest 

0.1 kg. Standing height was measured with a Harpenden stadiometer to the 

nearest 0.1 cm. BMI was calculated by dividing weight in kilograms by height in 

meters squared (BMI = kg/m²). BMI SDS was calculated on the basis of the LMS 

values using the formula: BMI SDS = [(BMI/M)L-1]/[L×S] as presented by Cole 

and Lobstein [15]. BMI classes were defined according to age- and gender-

specific IOTF centile curves passing through BMI 30 as ‘class I obesity’, through 

BMI 35 as ‘class II obesity’, and through BMI 40 as ‘class III obesity’ [15, 17]. 

Seated blood pressure was measured once with an electronic 

sphygmomanometer (Omron®, Omron Healthcare, IL, USA). 

 

 



Metabolically “healthy” obesity in childhood 

116 

4.2.3 Biochemical analyses 

After an overnight fast, venous blood samples were taken from the patients for 

the measurement of biochemical parameters (see below). Following the fasting 

blood sampling, a standard OGTT was performed using 1.75 g/kg (maximum 75 

g) glucose and venous blood samples were obtained at 30, 60, 90 and 120 

minutes for the determination of plasma glucose and serum insulin levels. 

Plasma glucose was measured by the glucose oxidase method using a Synchron 

LX20 analyzer (Beckman Coulter, Brea, CA, USA). Serum insulin was determined 

by IRI assay (ADVIA Centaur Insulin IRI; Siemens Medical Solutions Diagnostics, 

Tarrytown, NY, USA). Hemoglobin A1C (HbA1C) was measured using ion 

exchange chromatography (Menarini HA-8160 HbA1C auto-analyzer, Menarini 

Diagnostics, Belgium). Serum total cholesterol, HDL-C and TG were measured 

on a Beckman Coulter AU 2700 automatic analyzer (Brea, CA, USA). Two lipid 

ratios were calculated: total cholesterol divided by HDL-C, and TG divided by 

HDL-C. LDL-C was calculated according to the Friedewald equation [18]. 

Aspartate transaminase (AST), alanine transaminase (ALT), gamma glutamyl 

transpeptidase (g-GT) and uric acid (UA) were measured on a Beckman Coulter 

AU 2700 automatic analyzer (Brea, CA, USA). White blood cell (WBC) count was 

automatically assessed using Siemens Advia 2120 (Siemens Healthcare 

Diagnostics, Deerfield, IL, USA). Sex hormone-binding globulin (SHBG) 

concentrations were measured by immunoassay on an Architect i2000SR 

(Abbott Diagnostics, Ill., USA). For all blood measurements, the coefficient of 

variation was <5% for both inter- and intra-assay quality control. 

4.2.4 Definition of glucose tolerance status 

Subjects were classified as having prediabetes when they had IFG (FPG between 

100 – 125 mg/dl) and/or IGT (2h plasma glucose between 140 – 199 mg/dl). 

T2DM was defined as having FPG ≥ 126 mg/dl and/or 2h plasma glucose ≥ 200 

mg/dl, according to the Expert Committee on the Diagnosis and Classification of 

Diabetes Mellitus criteria [19]. 

4.2.5 Definition of the metabolic syndrome 

MetS was defined according to the criteria of the IDF consensus for children 

older than 10 years [10]. Subjects were classified as having MetS when they 

had obesity as defined according to IOTF BMI criteria and two or more of the 
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following abnormalities: (1) HDL-C < 40 mg/dl (females 16 years or older: HDL-

C < 50 mg/dl) (2) TG ≥ 150 mg/dl; (3) SBP ≥ 130 mm Hg or DBP ≥ 85 mm Hg; 

(4) FPG ≥ 100 mg/dl. BMI was used to define obesity because waist 

circumference was not always measured [4]. 

4.2.6 Definition of metabolically “healthy” obesity 

We applied three classification strategies to determine the metabolic risk (MR) 

status, i.e. MHO and MUO. The first strategy (MRIDF) is based on the definition of 

MetS according to the pediatric IDF criteria [10] (see above). MHO were 

classified as being obese but not having other components of MetS and MUO 

children were classified as having two or more additional MetS components. The 

second strategy (MRHOMA-IR) is based on presence or absence of IR as defined by 

HOMA-IR [20]:  

HOMA − IR =  
fasting glucose (

mg
dl

) x fasting insulin (
µU
ml

)

405
 

Subjects with HOMA-IR < 3.16 were categorized as MHO, and those with HOMA-

IR ≥ 3.16 were classified as MUO. The cut-off value of 3.16 was chosen in line 

with previous studies in obese children and adolescents [8, 11, 21]. The final 

strategy was based on a combination of both classifications (MRIDF/HOMA-IR). MHO 

were classified as having none of the additional MetS components and HOMA-IR 

< 3.16. MUO were classified as having two or more of MetS components and 

HOMA-IR ≥ 3.16. For the MRIDF and MRIDF/HOMA-IR classification, there was a group 

that fell in-between the classification of MHO and MUO and was termed 

metabolically “at-risk” obese, however, this group was not included for statistical 

analyses. 

4.2.7 Statistical analysis 

Statistical analyses were implemented in IBM SPSS version 20.0 (SPSS Inc., 

Chicago, IL, USA). Results of continuous variables are presented as mean ± SD 

and nominal or ordinal scale variables are presented as a number with 

percentage (%). Distribution of the data was tested by the Shapiro-Wilk test. 

Non-normally distributed variables were log-transformed. The independent 

samples t test was used to assess differences in continuous variables between 
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MHO and MUO groups. Following, an analysis of covariance (ANCOVA) was 

performed to correct for the effect of BMI SDS, age and gender. Chi square test 

of association (n ≥ 10) or Fisher exact probability test (n < 10) was applied to 

test nominal or ordinal variables between two or more groups. For 3 x 2 

contingency tables with n < 10, the Freeman-Halton extension of the Fisher 

exact probability test was used. All p-values smaller than 0.05 are considered 

significant. To reduce the chances of obtaining false-positive results (type I 

errors), Bonferroni corrected p-values were applied.  
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4.3 Results 

4.3.1 General characteristics  

Data of 156 obese children and adolescents (77 boys) aged 10 to 18 (mean age: 

13.6 ± 1.7 years) with a BMI ranging between 26.0 and 47.3 kg/m² were 

examined. The descriptive characteristics of the study population are presented 

in Table 4.1 along with the percentage of children having abnormal values for 

each individual MetS component, those having MetS, and those having IR. 

Table 4.1 Descriptive characteristics of obese children and adolescents studied. 

 Boys Girls All 

Number, n (%) 77 (49.4) 79 (50.6) 156 (100.0) 
Age, years 13.4 ± 1.7 13.8 ± 1.7 13.6 ± 1.7 
Ethnicity, n (%)    
    Native 47 (61.0) 50 (63.3) 97 (62.2) 
    Non-native 30 (39.0) 29 (36.7) 59 (37.8) 

Anthropometric characteristics 

Pubertal stage§,*, n (%)    
    Tanner stage I 20 (26.0) 0 (0.0) 20 (12.8) 

    Tanner stage II to IV 39 (50.6) 18 (22.8) 57 (36.5) 
    Tanner stage V 11 (14.3) 58 (73.4) 69 (44.2) 
BMI, kg/m² 33.8 ± 4.7 34.1 ± 3.9 33.9 ± 4.3 
IOTF classification, n (%) 
    Class I obesity 
    Class II obesity 
    Class III obesity 

 
32 (41.6) 
30 (38.9) 
15 (19.5) 

 
37 (46.8) 
30 (37.9) 
12 (15.3) 

 
69 (44.2) 
60 (38.5) 
27 (17.3) 

BMI SDS 3.0 ± 0.4 2.9 ± 0.3 2.9 ± 0.4 

Metabolic characteristics 

HDL-C, mg/dl 43 ± 8 45 ± 8 44 ± 8 
Abnormal, n (%) 29 (37.7) 23 (29.1) 52 (33.3) 
TG, mg/dl 116 ± 63 105 ± 65 111 ± 64 
Abnormal, n (%) 19 (24.7) 9 (11.4) 28 (17.9) 
SBP, mm Hg 131 ± 13 131 ± 14 131 ± 14 
Abnormal, n (%) 42 (54.5) 44 (55.7) 86 (55.1) 
DBP, mm Hg 77 ± 11 81 ± 9 79 ± 10 
Abnormal, n (%) 14 (18.2) 27 (34.2) 41 (26.3) 
Fasting glucose, mg/dl 93 ± 7 89 ± 7 91 ± 7 
Abnormal, n (%) 12 (15.6) 5 (6.3) 17 (10.9) 
MetS, n (%) 34 (44.2) 23 (29.1) 57 (36.5) 
IGT, n (%) 12 (15.6) 14 (17.7) 26 (16.7) 
Prediabetes, n (%) 22 (28.6) 18 (22.8) 40 (25.6) 
Fasting insulin, µU/ml 23.1 ± 11.1 23.5 ± 11.3 23.3 ± 11.2 
HOMA-IR 5.4 ± 2.7 5.2 ± 2.7 5.3 ± 2.7 
Abnormal, n (%) 63 (81.8) 62 (78.5) 125 (80.1) 
Results of continuous variables are presented as mean ± standard deviation (SD) and nominal or 
ordinal scale variables are presented as a number with percentage (%). *Significantly different between 

boys and girls with adjusted p-value < 0.003. §Missing data of patients (n = 10) who refused clinical 

examination for the determination of Tanner stage. BMI: body mass index; DBP: diastolic blood 

pressure; HDL-C: high density lipoprotein; HOMA-IR: homeostasis model assessment of IR; IGT: 

impaired glucose tolerance; IOTF: international obesity task force; MetS: metabolic syndrome; SBP: 

systolic blood pressure; SDS: standard deviation score; TG: triglycerides.  
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Of all children and adolescents, 37.8% were of non-native origin. Only pubertal 

status was significantly different between boys and girls (adjusted p-value < 

0.003). The majority (44.2%) were postpubertal with more girls than boys 

(73.4% vs 14.3%) being post-pubertal. Overall, 36.5% had the MetS (obesity 

plus any two of the other risk factors) defined according to the pediatric IDF 

criteria. Most of the subjects (55.1%) were diagnosed with high SBP, followed 

by those with abnormal HDL-C levels (33.3%), DBP (26.3%), TG (17.9%) and 

fasting glucose (10.9%). Of all subjects, 25.6% suffered from prediabetes. None 

of the subjects was diagnosed with T2DM. Of all subjects, 125 (80.1%) had IR 

defined by HOMA-IR. 

4.3.2 Prevalence of metabolically healthy obesity 

According to the MRIDF classification, 29 (18.6%) children and adolescents were 

classified as MHO. According to the MRHOMA-IR classification, 30 (19.2%) were 

MHO. According to the combined MRIDF/HOMA-IR classification, only 10 (6.4%) 

children and adolescents were classified as MHO.  

4.3.3 Cardiometabolic profile of metabolically healthy obesity 

For all three MR classifications, no differences were detected for gender, 

ethnicity, parental obesity or T2DM, pubertal stage, degree of obesity according 

to IOTF classification. As can be derived from Table 4.2, BMI SDS is higher in 

MUO compared to MHO subjects for all three classifications. To exclude for the 

additional effect of BMI SDS on the clinical variables, we performed an ANCOVA 

analysis with correction for BMI SDS, age and gender.  

According to the MRIDF definition, MHO subjects had significantly lower fasting 

insulin levels as well as lower HOMA-IR, lower total cholesterol/HDL-C ratio and 

lower TG/HDL-C ratio. UA was significantly lower in MHO subjects compared to 

MUO, however, when corrected for BMI SDS, the statistical significance 

disappeared.  

According to the MRHOMA-IR definition, MHO subjects had significantly lower 

fasting and 2-h insulin levels, lower TG, lower TG/HDL-C, and higher SHBG. 

HDL-C and total cholesterol/HDL-C ratio were not significantly different between 

MHO and MUO subjects.  
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According to the MRIDF/HOMA-IR definition, MHO subjects had significantly lower 

fasting and 2-h insulin as well as lower total cholesterol/HDL-C ratio and lower 

TG/HDL-C.  

According to all three MR definitions, MHO subjects had lower fasting insulin 

including lower HOMA-IR, lower TG and lower TG/HDL-C ratio. No significant 

differences were found for fasting and 2-h glucose, HbA1C, total cholesterol, 

LDL-C, AST, ALT, g-GT and WBC.  



Metabolically “healthy” obesity in childhood 

122 

Table 4.2 Clinical characteristics of MHO and MUO children and adolescents classified according to MRIDF, MRHOMA-IR and 

MRIDF/HOMA-IR. 

 MRIDF MRHOMA-IR MRIDF/HOMA-IR 

 MHO MUO MHO MUO MHO MUO 
Number, n (%) 29 (18.6) 57 (36.5) 30 (19.9) 126 (80.1) 10 (6.4) 51 (32.7) 

Age, years 13.4 ± 1.6 13.7 ± 1.8 13.6 ± 1.6 13.6 ± 1.7 13.9 ± 1.6 13.6 ± 1.8 

Gender, n (%) 

    Male 
    Female 

12 (41.4) 
17 (58.6) 

34 (59.6) 
23 (40.4) 

14 (46.7) 
16 (53.3) 

63 (50.0) 
63 (50.0) 

4 (40.0) 
6 (60.0) 

29 (56.9) 
22 (43.1) 

BMI, kg/m² 32.4 ± 3.1 35.0 ± 5.1 32.8 ± 3.8 34.2 ± 4.4 32.1 ± 3.4 35.2 ± 5.3 

BMI SDS 2.8 ± 0.3 3.0 ± 0.4 2.8 ± 0.4 3.0 ± 0.4 2.7 ± 0.4 3.1 ± 0.4 

SBP, mm Hg 118 ± 7*† 135 ± 14 128 ± 12 132 ± 14 118 ± 8* 135 ± 15 

DBP, mm Hg 72 ± 8*† 81 ± 11 74 ± 10* 80 ± 10 71 ± 10 82 ± 10 

FPG, mg/dl 90 ± 5 93 ± 9 88 ± 6 92 ± 7 90 ± 4 94 ± 9 

2-hour glucose, mg/dl 110 ± 23 119 ± 24 110 ± 25 120 ± 24 110 ± 30 122 ± 24 

HbA1C, % 5.4 ± 0.2 5.5 ± 0.3 5.3 ± 0.3 5.4 ± 0.2 5.3 ± 0.3 5.5 ± 0.2 

Fasting insulin, µU/ml 16.7 ± 9.3*† 27.1 ± 11.0 10.6 ± 2.8*† 26.5 ± 10.2 9.8 ± 2.5*† 29.1 ± 9.9 

2-hour insulin, µU/ml 88.2 ± 72.3 133.5 ± 118.0 55.2 ± 31.6*† 137.3 ± 115.7 49.7 ± 23.8*† 143.3 ± 120.6 

HOMA-IR 3.7 ± 2.3*† 6.3 ± 2.7 2.3 ± 0.6*† 6.0 ± 2.5 2.2 ± 0.6*† 6.8 ± 2.5 

Total cholesterol, mg/dl 152 ± 32 161 ± 33 155 ± 35 161 ± 31 158 ± 32 166 ± 31 

HDL-C, mg/dl 49 ± 8*† 39 ± 6 47 ± 10 43 ± 8 50 ± 9*† 39 ± 6 

Total cholesterol/HDL-C ratio, mg/dl 3.1 ± 0.6*† 4.2 ± 0.9 3.4 ± 0.6 3.8 ± 0.9 3.2 ± 0.6*† 4.3 ± 0.9 

LDL-C, mg/dl 91 ± 32 100 ± 25 97 ± 30 100 ± 27 99 ± 34 102 ± 25 
TG, mg/dl 75 ± 30*† 143 ± 85 77 ± 37*† 119 ± 67 63 ± 18*† 152 ± 84 

TG/HDL-C ratio, mg/dl 1.6 ± 0.7*† 3.8 ± 2.4 1.7 ± 1.2*† 2.9 ± 1.9 1.3 ± 0.5*† 4.0 ± 2.4 

AST, U/l 26 ± 14 29 ± 13 25 ± 9 27 ± 12 22 ± 5 29 ± 13 

ALT, U/l 27 ± 31 35 ± 29 24 ± 12 31 ± 26 19 ± 6 36 ± 31 

g-GT, U/l 19 ± 13 25 ± 16 16 ± 8 23 ± 14 16 ± 4 26 ± 17 

UA, mg/dl  5.6 ± 1.2* 6.7 ± 1.5 5.5 ± 1.0 6.2 ± 1.4 5.5 ± 0.7 6.7 ± 1.5 

WBC count, 109/l 7.2 ± 1.6 7.2 ± 1.9 6.5 ± 2.0 7.2 ± 2.0 7.0 ± 1.5 7.4 ± 2.0 

SHBG, nmol/l 30 ± 13 22 ± 10 37 ± 18*† 25 ± 13 35 ± 13 22 ± 10 

Results of continuous variables are presented as mean ± SD and nominal or ordinal scale variables are presented as a number with percentage (%). 

*Significantly different between MHO and MUO according to the independent samples t test (adjusted p-value < 0.002). †Significantly different between MHO 

and MUO according to analysis of covariance (ANCOVA) with correction for BMI SDS, age and gender (adjusted p-value < 0.002). ** Significantly different 

between MHO and MUO according to the Chi² test (adjusted p-value < 0.002). ALT: alanine transaminase; AST: aspartate transaminase; BMI: body mass 

index; DBP: diastolic blood pressure; FPG: fasting plasma glucose; g-GT: gamma glutamyl transpeptidase; HbA1C: hemoglobin A1C; HDL-C: high density 
lipoprotein; HOMA-IR: homeostasis model assessment of IR; IGT: impaired glucose tolerance; LDL-C: low-density lipoprotein cholesterol; MetS: metabolic 

syndrome; SBP: systolic blood pressure; SDS: standard deviation score; SHBG: sex-hormone binding globulin; TG: triglycerides; UA: uric acid; WBC: white 

blood cell. 
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Figure 4.1 Prevalence rates of prediabetes (IFG and/or IGT) among MHO and 
MUO classified according to MRIDF, MRHOMA-IR and MRIDF/HOMA-IR. 
 

The number of MHO subjects classified according to MRIDF and MRIDF/HOMA-IR 

without prediabetes (93.1% and 90.0%, respectively) was significantly higher 

than those with prediabetes (6.9% and 10.0%, respectively) (Figure 4.1). 

Of all MHO subjects classified according to MRHOMA-IR, 6 (20.0%) had MetS and 

10 (33.3%) had no MetS (p = 0.033). 
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4.4 Discussion 

To the best of our knowledge, we here demonstrate for the first time a 

comprehensive clinical and metabolic analysis of MHO and MUO children and 

adolescents classified according to criteria of MetS as defined by pediatric IDF 

criteria and/or IR as defined by HOMA-IR. In this study, 6 to 19% obese children 

and adolescents were classified as MHO. The MHO phenotype was characterized 

by a better insulin sensitivity, lower TG, and lower TG/HDL-C ratio compared to 

their MUO peers. Moreover, MHO subjects showed a significantly lower 

prevalence of prediabetes.  

The prevalence rates of MHO in children and adolescents greatly vary due to 

the application of different classification systems. In previous reports, the 

prevalence of MHO children and adolescents was estimated to be between 4 to 

36% [7, 8, 22-24]. The use of different classification strategies makes it difficult 

to compare prevalence rates but also clinical findings between studies. In an 

attempt to harmonize the classification criteria to identify MHO children and 

adolescents, we here present a classification strategy on the basis of MetS as 

defined by the pediatric consensus-based IDF criteria, and IR as defined by 

HOMA-IR [10, 21]. The major advantages of using these specific definitions is 

that they are widely used in obese youth, they are based on fasting values, and 

have proven to be reliable and valid to apply in a population of obese children 

and adolescents [10, 21].  

MUO children and adolescents had higher BMI SDS values compared to MHO, 

which is a frequently observed characteristic [7, 8]. However, it has previously 

been shown that the MUO phenotype also occurs in normal-weight individuals 

and that a higher degree of obesity in children and adolescents is not always 

associated with a higher prevalence of prediabetes and/or the metabolic 

syndrome [17, 25]. In this study, we therefore corrected for the influence of BMI 

SDS on the clinical and metabolic parameters.  

Although the IDF definition includes fasting glucose greater than or equal to 

100 mg/dl as a component of MetS, it appears that this parameter contributes 

least to the diagnosis of MetS and IR in obese youth [26]. Interestingly, 

although the MRIDF and MRIDF/HOMA-IR definition were unable to discriminate 

between MHO and MUO on the basis of fasting and 2-h glucose, the prevalence 

of prediabetes was significantly lower in MHO according to both definitions. This 
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finding was not observed for the MRHOMA-IR definition. Overall, fasting insulin 

levels were significantly lower in the MHO compared to MUO subjects according 

to all definitions. This might indicate that fasting insulin is more important than 

fasting glucose in the detection of obese children and adolescents at increased 

risk for cardiometabolic disorders.  

In line with previous research [8], we found significantly lower levels of TGs 

and TG/HDL-C ratio in the MHO compared to MUO group. In addition, HDL-C 

levels were significantly higher in the MHO group, but only for the MRIDF and 

MRIDF/HOMA-IR definitions. The TG/HDL-C ratio is suggested to be an indicator of IR 

and early dysglycemia in obese youth [27], and a predictor of atherosclerosis 

and CVD [28-30]. Hence, the finding of a lower TG/HDL-C ratio in the MHO 

group may point towards the significance of the MR classification as an early 

indicator of IR and a predictor of T2DM and CVD. 

According to the MRHOMA-IR classification, SHBG levels were significantly higher 

in MHO compared to MUO children and adolescents. SHBG is a specific steroid-

binding plasma glycoprotein, and is mainly produced in the liver [31]. Its main 

function is to transport sex steroids, but it has potential insulin sensitizing 

effects independent of its transport function [32]. In children and adolescents, it 

has already been reported that reduced levels of SHBG are related to IR and 

alterations in the components of MetS [33, 34]. In this study, however, SHBG 

was not significantly different between MHO and MUO classified according to 

MRIDF and MRIDF/HOMA-IR. Hence, high SHBG levels might only be a reflection of 

low fasting insulin levels. Indeed, after correction for fasting insulin, SHBG levels 

were not significantly different anymore between MHO and MUO classified 

according to the MRHOMA-IR classification. 

One major limitation of the current study is its retrospective cross-sectional 

design whereby potentially important data (e.g. waist circumference, physical 

fitness, diet, psychosocial factors, adipokine profile, gut microbiome, 

metabolome, etc.) were lacking and findings were obtained at one specific point 

in time. To overcome this gap, we recommend to perform longitudinal 

prospective studies including these important parameters in future. In this way, 

a more comprehensive overview of the MHO phenotype can be obtained and the 

risk for future T2DM and CVD may be predicted. A second important aspect to 

mention is that, although not included for statistical analysis, a metabolically 
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‘intermediate’/’at risk’ phenotype that fell in-between the MHO and MUO 

phenotypes defined according to MRIDF and MRIDF/HOMA-IR definition was present. 

It still remains uncertain whether and how fast a MHO child can develop into ‘at 

risk’ and consequently MUO, or vice versa. It was previously shown that 

individuals who maintain MHO show a significantly lower risk to develop T2DM 

and CVD [35]. So if the metabolic risk status in obese children is reversal, a 

focused and intensive intervention could be useful in managing obese children 

with MUO. 

In conclusion, the implementation of the proposed classifications in clinical 

research may provide new insights into the MHO phenotype in children and 

adolescents. It remains to be determined which classification has the highest 

ability to predict future T2DM and CVD. It is suggested to perform large-scale 

longitudinal follow-up studies to provide a more comprehensive overview of the 

MHO phenotype and to monitor the development of the MHO state. In future, 

the implementation of the concept of MHO in clinical practice might offer new 

perspectives for targeted prevention and individual treatment strategies of 

childhood obesity and associated cardiometabolic complications.  
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NMR-based metabolomics: development of a robust 

protocol to accurately assign metabolites in the 1H-

NMR spectrum of plasma and urine  
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Abstract 

This study reports an accurate assignment of the resonance signals present in 1H-

NMR spectra of human plasma and urine. Hereto, plasma and urine were spiked 

with respectively 32 and 27 different metabolites in relevant concentrations since 

reported chemical shift values show quite some variability depending on the 

biofluid under study and the applied experimental measuring conditions. The 

resulting information was used to rationally divide the plasma and urine 1H-NMR 

spectrum in respectively 110 and 134 well-defined integration regions for 

application in metabolomics. For plasma, a case-control dataset of 43 obese 

children and 25 normal-weight children was investigated in order to demonstrate 

the proof of principle. For urine, a case-control dataset of 32 obese children and 

24 normal-weight children was investigated. After removal of noisy variables, i.e. 

variables exceeding a premised threshold for the coefficient of variation, the 

groups could be discriminated by OPLS-DA multivariate statistics with a sensitivity 

and specificity of respectively 100% and 96% for plasma and 97% and 83% for 

urine. In addition, the classification was validated in small but independent cohorts 

consisting of 22 obese and 12 normal-weight children for the plasma study, and 

16 obese and 13 normal-weight children for the urine study. The proposed 

methodology might pave the way towards a better understanding of disturbances 

in disease-related biochemical pathways and so, to the clinical relevance of study 

findings. 
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5.1 Introduction 

The widespread use of the 1H-NMR technique along with its exceptional capacity 

to handle complex mixtures made it the preferred technology for launching the 

field of metabolomics [1, 2]. While other techniques such as gas chromatography 

(GC)- and liquid chromatography (LC)-MS are also increasingly being used in 

metabolomics, 1H-NMR spectroscopy has still a number of unique advantages. In 

particular, it is non-invasive, non-biased and easily quantifiable, needs no 

chemical derivatization, requires little or no sample preparation and permits the 

identification of novel compounds [3]. However, there is still room for scientific 

improvement as the accurate interpretation of 1H-NMR spectra in terms of 

metabolite identities and abundances can be challenging, in particular in crowded 

regions with severe signal overlap [4, 5].  

In current practice, signal assignment often relies on chemical shift values 

reported for different matrices or even non-human specimens [6-8]. Additionally, 

most chemical shifts are dependent of the applied experimental measuring 

conditions such as temperature, ion content, pH and concentration [9-11]. Further 

room for improvement can also be found in the assignment of noisy variables, 

which can be defined as signals showing unpredictable variation in intensity from 

moment to moment and under identical experimental conditions [11]. The 

identification and removal of these noisy variables should be optimized in order 

not to complicate the multivariate data analysis [12].  

In this study, the identification of the resonance signals observed in 1H-NMR 

spectra of human blood plasma and urine on the basis of spiking the plasma and 

urine with respectively 32 and 27 different metabolites is described. The proposed 

methodology offers a guidance to divide the plasma and urine 1H-NMR spectrum 

rationally in well-defined integration regions, being the variables for the 

multivariate data analysis, and will contribute to a better understanding of the 

(disturbed) biochemical pathways involved in the disease under study. In order to 

evaluate the proposed analysis platform, it was applied to classify a case-control 

dataset consisting of obese and normal-weight children and it was validated in 

small but independent cohorts. In addition, noisy variables were identified and 

their influence on group differentiation is reported. 
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5.2 Material and methods 

5.2.1 Ethical statement 

The study was conducted in accordance with the ethical rules of the Helsinki 

Declaration and of Good Clinical Practice. The study protocol was approved by the 

Medical Ethics Committees of Jessa Hospital (Virga Jesse Campus, Hasselt, 

Belgium), Ziekenhuis Oost-Limburg (Campus Sint-Jan, Genk, Belgium) and 

Hasselt University (Campus Diepenbeek, Hasselt, Belgium). Informed consent was 

obtained from all participants prior to their inclusion in the study.  

5.2.2 Sample collection, preparation and storage 

Plasma 

Fasting venous blood was collected (BD Vacutainer® LH 17 I.U. 10 ml tube) and 

stored at 4°C within 5 to 10 min. Within 30 min after blood collection, blood 

samples were transported on crushed ice and centrifuged at 1600 g for 15 min at 

room temperature (RT) (swinging bucket centrifuge, Jouan GR 422). 

Subsequently, plasma aliquots of 500 µl were transferred into sterile cryovials and 

immediately stored at -80°C until NMR analysis within six months. Prior to NMR 

analysis, plasma aliquots were thawed at room temperature, immediately followed 

by centrifugation at 13000 g for 4 min at 4°C (fixed rotor Eppendorf centrifuge 

5415 R, Hamburg, Germany). Next, 200 µl plasma was added to 600 µl deuterium 

oxide (D2O, 99.9%, Cambridge Isotope Laboratories Inc., Andover, USA) 

containing 0.3 µg/µl trimethylsilyl-2,2,3,3-tetradeuteropropionic acid (TSP, 98%, 

Cambridge Isotope Laboratories Inc., Andover, USA) as a chemical shift reference 

[13].  

For spiking experiments, fasting venous blood from a healthy 44-year-old 

female was collected and prepared as described above, and further referred to as 

‘reference plasma’. NMR stock solutions for spiking were prepared by dissolving 

relevant amounts (~1 mg) of a known metabolite in 100 µl reference plasma. In 

a next step, 10 µl stock solution was added to 200 µl reference plasma and 600 

µl D2O containing TSP. This procedure was repeated for all 32 plasma metabolites. 

For the case-control and validation study, fasting venous blood from 65 

overweight or obese (OB) and 37 normal-weight (NW) children were collected and 

prepared as described above in the first paragraph.  
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Urine 

Fasting midstream urine was collected (120 mL BD Vacutainer® plastic urine 

collection cup) and stored immediately at 4°C. Within 1 h after urine collection, 

urine was transferred into sterile falcon tubes of 35 ml and immediately stored at 

-80°C until NMR analysis within six months. Prior to NMR analysis, urine was 

thawed at room temperature, immediately followed by centrifugation at 200 g for 

5 min at RT. The pH of urine was adjusted to 7.40 ± 0.05 with NaOH or HCl, and 

aliquots of 1200 µl were centrifuged at 13000 g for 4 min at 4°C (fixed rotor 

Eppendorf centrifuge 5415 R, Hamburg, Germany). Next, 200 µl urine was added 

to 600 µl deuterium oxide (D2O, 99.9%, Cambridge Isotope Laboratories Inc., 

Andover, USA) containing 0.3 µg/µl trimethylsilyl-2,2,3,3-tetradeuteropropionic 

acid (TSP, 98%, Cambridge Isotope Laboratories Inc., Andover, USA) as a 

chemical shift reference [13]. 

For spiking experiments, fasting midstream urine from a healthy 27-year-old 

female was collected and prepared as described above, and further referred to as 

‘reference’ urine. NMR stock solutions for spiking were prepared by dissolving 

relevant amounts (~1 mg) of a known metabolite in 1000 µl reference urine. Next, 

200 µl of the stock solution was added to 600 µl D2O containing TSP. This 

procedure was repeated for the 27 metabolites. 

For the case-control and validation study, fasting midstream urine from 48 OB 

and 37 NW children were collected and prepared as described above in the first 

paragraph.  

5.2.3 1H-NMR analysis 

Plasma and urine samples were placed on ice until 1H-NMR analysis. Before 1H-

NMR analysis, plasma and urine samples were mixed and transferred into a 5 mm 

NMR tube (Wilmad-LabGlass, New Jersey, USA) and acclimatized at RT for 7 min. 

To account for experimental variability, samples were measured in a random 

order. The 1H-NMR spectra were recorded with 96 scans (acquisition time of 7’44”) 

at 21.2°C on a 400 MHz Varian Inova NMR spectrometer (Agilent Technologies 

Inc., Santa Clara, CA, USA) having a magnetic field strength of 9.4 Tesla. Slightly 

T2-weighted spectra were acquired using the CPMG pulse sequence to attenuate 

signals of macromolecules such as proteins and polysaccharides (total length of 

CPMG used: 32 ms; interpulse delay: 0.1 ms), preceded by an initial delay of 0.5 



Optimization 1H-NMR experimental analysis 

134 

s, followed by 3 s presaturation for water suppression in order to allow optimal 

detection and quantification of the signals close to the water resonance (total 

relaxation delay of 3.5 s), 6000 Hz spectral width, an acquisition time of 1.1 s and 

13 K complex data points. Each FID was zero-filled to 65 K points and multiplied 

by a 0.7 Hz exponential line-broadening function prior to Fourier transformation. 

 

5.2.4 Spectral processing 

Spectra were phased manually, baseline corrected and referenced to the 

trimethylsilyl resonance of TSP at 0.015 ppm. Plasma and urine spectra were 

divided into respectively 110 and 134 fixed variable-sized integration regions 

defined on the basis of the metabolite spiking results. Thereafter, the signals of 

water (5.2 to 4.7 ppm for plasma and 5.1 to 4.6 ppm for urine) and TSP (0.3 to -

0.3 ppm) were removed. Two sections of the 1H-NMR spectrum (4.6 to 4.8 ppm 

and 3.7 to 3.85 ppm for plasma, and 7.0 to 8.0 ppm and 2.7 to 2.9 ppm for urine) 

were double checked in order to see whether the peaks located in these sections 

of the 1H-NMR spectrum are situated under the defined integrals. For plasma, the 

integration values (area under the peaks) of the 110 spectral regions were 

normalized relatively to the sum of all integration values. For urine, the integration 

values of the 134 spectral regions were normalized relatively to the sum of all 

integration values, except for those that contain high-intensity resonances, i.e. 

the following variables (VARUR): 35, 43, 54, 56, 59, 60, 88, 116, 134 (see Table 

5.3 for information on metabolite assignments). This resulted in 110 plasma 

variables (VARPL) and 134 urine variables (VARUR) for statistics. 

5.2.5 Identification of noisy variables 

In order to identify noisy variables, the following three series of 1H-NMR 

experiments were performed by using three aliquots of the reference plasma and 

urine as well as three plasma and urine aliquots originating from an obese child: 

(1) series A: five consecutive measurements on a sample prepared from a first 

aliquot (after initial spectrometer conditioning, i.e. locking, shimming and 

optimization of water suppression); (2) series B: five similar measurements at 

another time point using a second aliquot and (3) series C: five measurements 

using a third aliquot but with full spectrometer conditioning before each 

acquisition, i.e. sample insertion, locking, shimming and optimization of water 
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suppression. For each series of acquisitions, the data analysis was accomplished 

by three independent researchers familiar with 1H-NMR metabolomics. This 

results, for each of the series, in 15 normalized integration values for all variables 

for which the mean, SD and percentage error (%error = (SD/mean)*100) were 

calculated. For each of the three series, all variables were subsequently divided 

into three groups on the basis of their mean normalized integration value. Next, 

the % error values of each variable were plotted per group for each of the three 

series. Based on these plots, visually supported thresholds could be defined for 

the coefficients of variation (CVs in %). If a variable exceeded the predefined 

threshold in at least two of the three series it was assigned as ‘noisy’. A variable 

for which the CV was higher than the threshold in only one of the series was 

classified as noisy only if the variation was not the result of a single outlier. 

Remark that these threshold settings might be dependent on the NMR set-up, and 

consequently can be even lower for higher magnetic field strengths or when cryo-

probes are used.  

Application of the analysis procedure in a case–control training study 

In order to evaluate the analysis procedure, a multivariate statistical analysis was 

performed on a case–control dataset consisting of OB and NW children. All study 

participants were measured wearing underwear only. Standing height was 

measured to the nearest 0.1 cm using a Harpenden wall stadiometer, and weight 

was measured to the nearest 0.1 kg using an electronic balance scale. BMI was 

calculated by dividing weight in kilograms by height in meters squared (BMI = 

kg/m²). Children were classified as being overweight or obese (OB) if their BMI 

exceeded the age- and gender-specific cut off values of BMI 25 at age 18 

according to the International Obesity Task Force (IOTF) criteria developed by 

Cole et al. [22]. Children with a BMI between the age- and gender-specific IOTF 

cut off values of BMI 18.5 and 25 at age 18 were classified as normal-weight 

(NW).  

The case-control training set for the plasma study existed out of 43 OB and 25 

NW children (see Table 5.4 for descriptives of the study population), and the 

training set for the urine study existed out of 32 OB and 24 NW children (see Table 

5.5 for descriptives of the study population).  
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The influence of noisy variables on the classification of both plasma and urine 

training cohorts was evaluated by constructing OPLS-DA classifiers with the 

remaining “non-noisy” variables (see below). The model performance was 

evaluated for all OPLS-DA classifiers built. The threshold for the CV, and 

consequently the definition of noisy variables, was determined on the basis of the 

OPLS-DA classifier with the best model performance. 

Application of the analysis procedure in a validation study 

The predictive accuracy of both plasma and urine training studies was evaluated 

by classifying an independent validation cohort. The validation cohort of the 

plasma study was composed of 22 OB and 12 NW children (see Table 5.4 for 

descriptives of the study population), and the validation cohort of the urine study 

existed out of 16 OB and 13 NW children (see Table 5.5 for descriptives of the 

study population). 

5.2.6 Multivariate statistical analysis 

All multivariate statistical analyses were performed using SIMCA-P+ (Version 13.0, 

Umetrics, Umea, Sweden). All plasma and urine variables were mean-centered 

and scaled. Plasma variables were Pareto scaled (weighted by 1/√SD of the mean-

centered value), i.e. less weight is assigned to high-intensity signals (e.g. those 

of glucose or lipids) compared to low-intensity signals, so that the high-intensity 

signals are less dominant [12]. Urine variables were scaled unit variance (UV) 

(weighted by 1/SD of the mean-centered value), i.e. equal weight is assigned to 

all variables as the contribution of high-intensity signals is already minimized by 

the normalization procedure (see previously) [12]. Unsupervised principal 

component analyses (PCA) were performed to identify intrinsic clusters, 

confounding variables and statistical outliers within the case-control dataset. The 

variance structure of the data in the PCA score plot is explained through linear 

combinations of the VARs, i.e. PCs. The first PC explains the largest variance 

within the dataset, followed by the second and third PCs. Outliers that were 

detected in the PCA score plot (i.e. observations that lie outside the 95% CI), 

Hotelling’s T2 range plot (i.e. observations with a T2 value larger than the 95% 

CI) and DModX (i.e. observations with a DModX twice as large as the critical value 

of DModX), were rejected from the model and a new PCA model was built. 
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Orthogonal partial least squares discriminant analysis (OPLS-DA) was used to 

build models (statistical classifiers) to discriminate between patients and controls 

using a) all plasma or urine variables and b) without the noisy variables for plasma 

or urine. The OPLS-DA model performance was evaluated on the basis of the 

explained variation denoted as R2 ranges from 0 (no explanation) to 1 (complete 

explanation), and reveals how variables are explained by the model (i.e. 

goodness-of-fit). R2X(cum) describes the predictive and orthogonal variation in X 

that is explained by the model. R2Y(cum) describes the cumulative variation in Y 

explained by the model. Q2(cum) reflects the goodness of prediction calculated by 

full cross-validation. A Q2(cum) of 50% or higher describes a strong model. The 

levels of sensitivity (the percentage of patients that are actually classified as 

patients) and specificity (the percentage of controls that are actually classified as 

controls) were also calculated (For more information on multivariate projection 

methods see Annex Chapter 1, p.53).  
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5.3 Results and discussion 

5.3.1 1H-NMR chemical shift assignment of plasma and urine 

metabolites via spiking experiments 

Reported chemical shift values of metabolites show quite some variability 

depending on the biofluid under study and the experimental measuring conditions 

employed (e.g. temperature, pH, ion strength and concentration) [9-11]. To 

minimize these uncertainties in order to define a rational setting of the integration 

regions in NMR spectra, the metabolite chemical shifts have to be critically 

determined by spiking the biofluid with known metabolites in relevant 

concentrations (see Figure 5.1 as an example).  

 

Figure 5.1 An example of spiking human blood plasma with L-glycine. 

Although spiking is a commonly used analytical method to accurately identify 

chemical shifts in a 1H-NMR spectrum [4, 14], the assignment of metabolite 

signals is often still based on existing literature and databases [6, 7, 15, 16]. 

Table 5.1 presents the 1H-NMR chemical shift values and J-coupling patterns 

of plasma and urine metabolites as determined via spiking the respective biofluid 

with known metabolites. The atom numbering of the metabolites follows the 

International Union of Pure and Applied Chemistry – International Union of 

Biochemistry (IUPAC-IUB) nomenclature, unless otherwise indicated in the 

structures included in Table 5.1. For the determination of the chemical shift values 
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and J-coupling patterns, 32 aliquots of a reference plasma pool and 27 aliquots of 

a reference urine pool, all derived from healthy volunteers, were spiked with 

respectively 32 and 27 known metabolites. 

Table 5.1 1H-NMR chemical shifts (δ in ppm) of low molecular weight plasma and 
urine metabolites and their J-coupling constants (in Hz).  

Metabolite Proton δ (ppm) Multiplicity J (Hz) Connectivity 

Amino acids      

L-Alanine (Ala)b αCH 3.790 q 7.2 α-β 

(CHEBI:57972) βCH3
 1.509 d 7.2 β-α 

L-Arginine (Arg)b αCH 3.690 t 6.1 α-β; α-β’ 

(CHEBI:32682) βCH2
 1.700 m - - 

 γCH2
 1.902 m - - 

 δCH2
 3.266 t 6.9 δ-γ 

L-Asparagine (Asn)b αCH 3.999 dd 7.8; 4.3 α-β; α-β' 

(CHEBI:58048) βCH2
 2.845 dd 16.7; 4.3 β-β'; β-α 

 - 2.962 dd 16.7; 7.8 β'-β; β'-α 

L-Aspartate (Asp)b αCH 3.930 dd 8.9; 3.7 α-β; α-β' 

(CHEBI:29991) βCH2
 2.702 dd 17.5; 3.7 β-β'; β-α 

 - 2.850 dd 17.5; 8.9 β'-β; β'-α 

L-Cysteine (Cys)a αCH 3.973 dd 5.7; 4.3 α-β; α-β' 

(CHEBI:35235) βCH2
 3.052 dd 14.7; 4.3 β-β'; β-α 

  3.112 dd 14.7; 5.7 β'-β; β'-α 

L-Glutamine (Gln)b αCH 3.786 t 6.2 α-β; α-β’ 

(CHEBI:58359) βCH2
 2.160 m - - 

 γCH2
 2.480 m - - 

L-Glutamate (Glu)a αCH 3.788 dd 7.1; 4.9 α-β; α-β' 

(CHEBI:29985) βCH2
 2.120 m - - 

 γCH2
 2.388 m - - 

L-Glycine (Gly)b αCH2
 3.586 s - - 

(CHEBI:57305)      

L-Histidine (His)b αCH 4.012 dd 8.0; 4.9 α-β; α-β' 
(CHEBI:57595) βCH2 3.150 dd 15.5; 8.0 β-β'; β-α 

 - 3.260 dd 15.5; 4.9 β'-β; β’-α 

 γCH 7.802 s - - 

 δCH 7.086 s - - 

L-Isoleucine (Ile)b αCH 3.673 d 4.0 α-β 

(CHEBI:58045) βCH 1.990 m - - 

 γCH3
 1.015 d 7.0 γ-β 

 δCH2
 1.476 m - - 

 εCH3
 0.945 t 7.4 ε-δ 

L-Leucine (Leu)b αCH 3.769 dd 7.0; 1.3 α-β; α-β’ 

(CHEBI:57427) βCH2
 1.742 m - - 

 γCH 1.742 m - - 

 δCH3
 0.987 d 4.7 δ-γ 

 - 1.003 d 4.7 δ'-γ 

L-Lysine (Lys)b αCH 3.772 t 6.0 α-β; α-β’ 
(CHEBI:32551) βCH2

 1.928 m - - 

 γCH2
 1.502 m - - 

 δCH2
 1.751 p 7.5 γ-δ; δ-ε 

 εCH2
 3.060 t 7.5 ε-δ 

L-Methionine (Met)b αCH 3.875 dd 7.0; 5.4 α-β; α-β' 

(CHEBI:57844) βCH2 2.195 m - - 

 γCH2 2.673 t 7.6 γ-β; γ-β' 

  δCH3 2.167 s - - 

L-Phenylalanine (Phe)b αCH 3.998 dd 7.7; 5.2 α-β; α-β' 

(CHEBI:58095) βCH2
 3.140 dd 14.4; 5.2 β-β'; β-α 

 - 3.310 dd 14.4; 7.7 β'-β; β’-α 

 γCH 7.353 d 7.2 γ-δ 
 δCH 7.454 t 7.2 δ-γ; δ-ε 

 εCH 7.414 t 7.2 ε-δ 
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Table 5.1 continued. 
Metabolite Proton δ (ppm) Multiplicity J (Hz) Connectivity 

Amino acids      

L-Proline (Pro)a αCH 4.162 dd 8.9; 6.3 α-β; α-β' 

(CHEBI:60039) βCH2 2.382 m - - 

 γCH2 2.060 m - - 

 δCH2 3.365 t 7.0 δ-γ 

 - 3.441 t 7.0 δ'-γ 

L-Serine (Ser)b αCH 3.845 dd 5.6; 4.0 α-β; α-β' 

(CHEBI:33384) βCH2 3.953 dd 12.2; 5.6 β-β'; β-α 
 - 4.012 dd 12.2; 4.0 β'-β; β'-α 

L-Threonine (Thr)b αCH 3.596 d 4.9 α-β 

(CHEBI:57926) βCH 4.276 dq 6.6; 4.9 β-α; β-γ 

 γCH3
 1.358 d 6.6 γ-β 

L-Tryptophan (Trp)b αCH 4.086 dd 8.1; 5.2 α-β; α-β' 

(CHEBI:57912) βCH2 3.338 dd 15.3; 8.1 β-β'; β-α 

 - 3.224 dd 15.3; 5.2 β'-β; β'-α 

 γCH 7.351 s - - 

 δCH 7.770 d 7.8 δ-ε 

 εCH 7.229 t 7.8 ε-δ; ε-ζ 

 ζCH 7.310 t 7.8 ζ-ε; ζ-η 

 ηCH 7.570 d 7.8 η-ζ 

L-Tyrosine (Tyr)a αCH 3.957 dd 7.8; 5.0 α-β; α-β' 

(CHEBI:58315) βCH2
 3.076 dd 14.2; 7.8 β-β'; β-α 

 - 3.227 dd 14.2; 5.0 β'-β; β'-α 

 γCH 6.924 d 8.4 γ-δ 

 δCH 7.222 d 8.4 δ-γ 

L-Valine (Val)b αCH 3.635 d 4.3 α-β 

(CHEBI:57762) βCH 2.305 m - - 

 γCH3
 1.021 d 7.1 γ-β 

 - 1.074 d 7.1 γ'-β 

Carbohydrates       

D-glucosea      

  α-anomer C1H 5.264 d 3.8 - 

  (CHEBI:17925) C2H 3.563 dd 9.8; 3.8 - 

 C3H 3.744 t 9.4 - 

 C4H 3.439 t 9.4 - 

 C5H 3.888 m - - 
 C6H 3.858 dd 10; 2.2 - 

 C6’H 3.792 dd 13.1; 6.3 - 

      

  β-anomer C1H 4.678 d 7.8 - 

  (CHEBI:15903) C2H 3.272 t 8.3 - 

 C3H 3.518 t 9.2 - 

 C4H 3.428 t 9.4 - 

 C5H 3.492 m - - 

 C6H 3.933 dd 12.2; 2.0 - 

 C6’H 3.752 dd 12.2; 5.7 - 

      

Myo-Inositola C5H 4.090 t 2.9 - 

(CHEBI:17268)  C4H+C6H 3.562 dd 9.8; 2.9 - 
 C1H+C3H 3.654 t 9.8 - 

 C2H 3.306 t 9.3 - 

      

      

      

      

Organic acids      

Acetateb CH3
 1.948 s - - 

(CHEBI:30089)      

Acetoacetateb CH2
 2.319 s - - 

(CHEBI:13705) CH3
 3.480 s - - 

α-ketoglutaratea CH2-CO 3.040 t 6.9 - 

(CHEBI:16810) CH2-COO- 2.470 t 6.9 - 
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Table 5.1 continued. 
Metabolite Proton δ (ppm) Multiplicity J (Hz) Connectivity 

Organic acids      

D-β-hydroxybutyrateb CHA 2.400 dd 14.5; 7.3 - 

(CHEBI:10983) CHB 2.300 dd 14.5; 7.3 - 

 CH 4.184 m - - 

 CH3 1.231 d 6.3 - 

      
      
      
      
      

Citrateb CHA 2.717 d 15.8 - 

(CHEBI:16947) CHB 2.566 d 15.8 - 

      

      

      

      
      

      

      

      

L-lactatea CH 4.138 q 6.9 - 

(CHEBI:16651) CH3 1.354 d 6.9 - 

Malonatec CH2 3.144 s - - 

(CHEBI:15792)      

Pyruvateb CH3 2.402 s - - 

(CHEBI:15361)      

Succinateb CH2 2.439 s - - 

(CHEBI:30031)      

Others      

Creatineb CH3 3.068 s - - 

(CHEBI:57947) CH2 3.962 s - - 

Creatinineb CH3 3.075 s - - 

(CHEBI:16737) CH2 4.087 s - - 

Hypoxanthinec CH 8.223 s - - 

(CHEBI:17368) CH 8.201 s - - 

Betainec CH2 3.926 s - - 

(CHEBI:17750) CH3 3.286 s - - 

 CH3     

 CH3     
ametabolites spiked in plasma; bmetabolites spiked in plasma as well as in urine; cmetabolites spiked in 

urine. Chemical shifts are expressed relatively to the singlet resonance of the trimethyl protons of TSP at 

0.015 ppm and J-coupling patterns are described as: s, singlet; d, doublet; dd, double doublet; dq, double 
quadriplet; t, triplet; q, quadriplet; p, pentaplet; m, multiplet. Metabolite identifiers from the database 

of Chemical Entities of Biological Interest (ChEBI) are indicated. The atom numbering of the metabolites 

follows the IUPAC-IUB nomenclature, unless otherwise indicated in the structures included in Table 5.1. 

Plasma 

The resulting information allowed us to rationally define 96 fixed, variable-sized, 

integration regions in the plasma spectrum representing an identified metabolite 

composition. Including 14 additional integration regions emanating from broad 

lipid signals and non-identified substances, the plasma 1H-NMR spectrum has been 

divided into 110 well-defined integration regions, being the variables for the 

statistical OPLS-DA multivariate analysis.  
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Table 5.2 presents an overview (start and end values in ppm) of the 110 fixed 1H-

NMR integration regions for plasma (VARPL) as well as their contributing 

metabolites, defined on the basis of our metabolite spiking experiments. 

Table 5.2 Start and end values (in ppm) of the 110 fixed integration regions for 
plasma (plasma variables: VARPL) as well as their contributing metabolites, defined 
on the basis of metabolite spiking experiments.   

Variable Start ppm End ppm Metabolite 

VARPL1 7,9500 7,8200 NI 

VARPL2 7,8200 7,7890 L-Histidine 

VARPL3 7,7890 7,7780 L-Tryptophan = §L-Histidine 

VARPL4 7,7780 7,7480 L-Tryptophan = §L-Histidine 

VARPL5 7,7480 7,7200 NI 

VARPL6 7,6800 7,5920 NI 

VARPL7 7,5920 7,5480 L-Tryptophan 

VARPL8 7,4840 7,3620 L-Phenylalanine 

VARPL9 7,3620 7,3300 L-Tryptophan + L-Phenylalanine 

VARPL10 7,3300 7,2820 L-Tryptophan 

VARPL11 7,2820 7,2550 L-Tryptophan 

VARPL12 7,2550 7,2390 L-Tryptophan + L-Tyrosine 

VARPL13 7,2390 7,2000 L-Tryptophan + L-Tyrosine 

VARPL14 7,1070 7,0656 L-Histidine 

VARPL15 6,9430 6,9050 L-Tyrosine 

VARPL16 6,9050 6,8810 NI 

VARPL17 6,7445 6,7020 NI 

VARPL18 5,4300 5,2752 *Lipids: -HC=CH- in fatty acid chain 

VARPL19 5,2752 5,2526 D-Glucose 

VARPL20 5,2526 5,2030 *Lipids: C2H in glycerol backbone of PL/TG 

VARPL21 4,6940 4,6620 D-Glucose 

VARPL22 4,5560 4,5380 NI 

VARPL23 4,5380 4,4100 *Lipids: C1H in glycerol backbone of PL 

VARPL24 4,4100 4,3159 *Lipids: C1H and C3H in glycerol backbone of TG + OCH2 of choline in SM/PC 

VARPL25 4,3159 4,2332 L-Threonine + *OCH2 of choline in SM/PC 

VARPL26 4,2000 4,1885 L-Proline + D-β-hydroxybutyrate 

VARPL27 4,1885 4,1750 L-Proline + D-β-hydroxybutyrate + L-Lactate 

VARPL28 4,1750 4,1260 L-Proline + D-β-hydroxybutyrate + L-Lactate 

VARPL29 4,1260 4,1110 D-β-hydroxybutyrate + L-Lactate 

VARPL30 4,1110 4,1032 D-β-hydroxybutyrate + L-Tryptophan  

VARPL31 4,1032 4,0700 
L-Tryptophan + myo-Inositol + Creatinine  
§ = L-Tryptophan + Creatinine 

VARPL32 4,0700 4,0570 L-Tryptophan 

VARPL33 4,0570 4,0310 L-Histidine + L-Serine 

VARPL34 4,0310 4,0136 L-Asparagine + L-Histidine + L-Phenylalanine + L-Serine 

VARPL35 4,0136 4,0010 L-Asparagine + L-Histidine + L-Phenylalanine + L-Serine 

VARPL36 4,0010 3,9810 
L-Asparagine + L-Cysteine + L-Histidine + L-Phenylalanine  

+ L-Serine 

VARPL37 3,9810 3,9590 
L-Asparagine + L-Cysteine + L-Histidine + L-Serine  

+ L-Tyrosine + Creatine 

VARPL38 3,9590 3,8330 
L-Aspartate + L-Cysteine + L-Methionine + L-Serine 

+ L-Tyrosine + D-Glucose 

VARPL39 3,8330 3,8100 L-Alanine + L-Serine + D-Glucose 

VARPL40 3,8100 3,7956 L-Alanine + L-Glutamate + L-Glutamine + D-Glucose 

VARPL41 3,7956 3,7820 
L-Alanine + L-Glutamate + L-Glutamine + L-Leucine 

+ L-Lysine + D-Glucose 

VARPL42 3,7820 3,7550 
L-Alanine + L-Glutamate + L-Glutamine + L-Leucine 

+ L-Lysine + D-Glucose 

VARPL43 3,7550 3,7390 L-Alanine + L-Leucine + D-Glucose 

VARPL44 3,7390 3,7141 D-Glucose 

VARPL45 3,7141 3,6680 L-Arginine + L-Isoleucine + myo-Inositol = §Glycerol 

VARPL46 3,6680 3,6500 myo-Inositol = §Glycerol 

VARPL47 3,6500 3,6376 L-Valine + myo-Inositol = §Glycerol 

VARPL48 3,6376 3,6240 L-Valine + myo-Inositol = §L-Valine 

VARPL49 3,6240 3,6097 L-Threonine + myo-Inositol = §L-Threonine 

VARPL50 3,6097 3,5914 L-Threonine = §L-Threonine 

VARPL51 3,5914 3,5649 L-Glycine + L-Threonine + D-Glucose + myo-Inositol = §Glycine + Glycerol 

VARPL52 3,5649 3,5510 D-Glucose + myo-Inositol = §D-Glucose 

VARPL53 3,5510 3,5360 D-Glucose + myo-Inositol = §D-Glucose 

VARPL54 3,5360 3,3980 L-Proline + D-Glucose + Acetoacetate 
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Table 5.2 continued. 
Variable Start ppm End ppm Metabolite 

VARPL55 3,3980 3,3765 L-Proline + L-Tryptophan = = §Methanol + NI 

VARPL56 3,3765 3,3430 L-Proline + L-Tryptophan 

VARPL57 3,3430 3,3230 
L-Phenylalanine + L-Proline + L-Tryptophan + myo-Inositol  
§ =L-Phenylalanine + L-Proline + L-Tryptophan 

VARPL58 3,3230 3,2186 

L-Arginine + L-Histidine + L-Phenylalanine + L-Tyrosine 

+ D-Glucose + myo-Inositol + *-N+(CH3)3 of choline head group in SM/PC 
§ =L-Arginine + L-Histidine + L-Phenylalanine + L-Tyrosine 

+ D-Glucose + *-N+(CH3)3 of choline head group in SM/PC 

VARPL59 3,2186 3,1930 L-Tyrosine 

VARPL60 3,1930 3,1760 L-Phenylalanine + L-Histidine = §NI 

VARPL61 3,1760 3,1462 L-Cysteine + L-Histidine + L-Phenylalanine = §NI 

VARPL62 3,1462 3,1090 L-Cysteine + L-Histidine + L-Phenylalanine 

VARPL63 3,1090 3,0860 L-Cysteine + L-Lysine + L-Tyrosine 

VARPL64 3,0860 3,0716 L-Cysteine + L-Lysine + L-Tyrosine + Creatinine 

VARPL65 3,0716 3,0640 L-Cysteine + L-Lysine + L-Tyrosine + Creatinine + Creatine 

VARPL66 3,0640 2,9950 L-Cysteine + L-Lysine + L-Tyrosine + α-ketoglutarate 

VARPL67 2,9950 2,8860 *Lipids: =CH-CH2-CH= in fatty acid chain + L-Asparagine + α-ketoglutarate 

VARPL68 2,8860 2,8550 *Lipids: =CH-CH2-CH= in fatty acid chain + L-Asparagine + L-Aspartate 

VARPL69 2,8550 2,7500 *Lipids: =CH-CH2-CH= in fatty acid chain + L-Asparagine + L-Aspartate 

VARPL70 2,7500 2,7360 L-Aspartate + Citrate  

VARPL71 2,7360 2,6600 L-Aspartate + L-Methionine + Citrate 

VARPL72 2,6600 2,6300 L-Methionine 

VARPL73 2,5960 2,5340 Citrate 

VARPL74 2,5340 2,5150 NI 

VARPL75 2,5150 2,4920 L-Glutamine 

VARPL76 2,4920 2,4500 L-Glutamine + α-ketoglutarate + D-β-hydroxybutyrate 

VARPL77 2,4500 2,4324 α-ketoglutarate + D-β-hydroxybutyrate + Succinate 

VARPL78 2,4324 2,4148 D-β-hydroxybutyrate + L-Proline 

VARPL79 2,4148 2,4050 D-β-hydroxybutyrate + L-Proline + L-Glutamate 

VARPL80 2,4050 2,3990 L-Glutamate + L-Proline + Pyruvate 

VARPL81 2,3990 2,3640 L-Glutamate + L-Proline + D-β-hydroxybutyrate 

VARPL82 2,3640 2,3500 L-Glutamate + L-Proline + D-β-hydroxybutyrate 

VARPL83 2,3500 2,3380 L-Proline + L-Valine + D-β-hydroxybutyrate 

VARPL84 2,3380 2,3170 L-Proline + L-Valine + D-β-hydroxybutyrate + Acetoacetate 

VARPL85 2,3170 2,3040 L-Valine + D-β-hydroxybutyrate + Acetoacetate 

VARPL86 2,3040 2,2915 
*Lipids: -CH2-C=O and -CH2-CH=CH- in fatty acid chain + L-Valine  

+ D-β-hydroxybutyrate 

VARPL87 2,2915 2,2690 
*Lipids: -CH2-C=O and -CH2-CH=CH- in fatty acid chain + L-Valine  

+ L-Methionine 

VARPL88 2,2690 2,2300 
*Lipids: -CH2-C=O and -CH2-CH=CH- in fatty acid chain + L-Valine  

+ L-Methionine + §Acetone 

VARPL89 2,2180 2,1970 L-Glutamate + L-Methionine 

VARPL90 2,1970 2,1230 L-Glutamate + L-Glutamine + L-Methionine + L-Proline 

VARPL91 2,1230 1,9720 
*Lipids: -CH2-CH=CH- in fatty acid chain + L-Glutamate + L-Methionine 

+ L-Proline + L-Isoleucine + *N-acetyl signal of glycoproteins 

VARPL92 1,9720 1,9240 L-Isoleucine + L-Lysine + Acetate 

VARPL93 1,9240 1,8800 L-Arginine + L-Isoleucine + L-Lysine 

VARPL94 1,8060 1,6860 L-Arginine + L-Lysine + L-Leucine 

VARPL95 1,6860 1,5600 
*Lipids: -CH2-CH2-C=O and -CH2-CH2-CH=CH in fatty acid chain + L-Arginine  

+ L-Lysine 

VARPL96 1,5400 1,4900 L-Alanine + L-Isoleucine + L-Lysine  

VARPL97 1,4900 1,4200 L-Isoleucine + L-Lysine = §L-Lysine 

VARPL98 1,4200 1,3740 L-Lactate  

VARPL99 1,3740 1,3450 L-Lactate + L-Threonine 

VARPL100 1,3450 1,2458 
*Lipids: CH3-(CH2)n- in fatty acid chain + L-Isoleucine 
+ L-Threonine 

VARPL101 1,2458 1,2180 L-Isoleucine + D-β-hydroxybutyrate 

VARPL102 1,2180 1,1300 NI  

VARPL103 1,0930 1,0610 L-Valine 

VARPL104 1,0610 1,0400 L-Isoleucine 

VARPL105 1,0400 1,0220 L-Valine + L-Isoleucine 

VARPL106 1,0220 1,0020 L-Valine + L-Isoleucine + L-Leucine 

VARPL107 1,0020 0,9860 L-Isoleucine + L-Leucine 

VARPL108 0,9860 0,9760 L-Isoleucine + L-Leucine 

VARPL109 0,9760 0,9660 L-Isoleucine 

VARPL110 0,9660 0,8000 *Lipids: CH3-(CH2)n- in fatty acid chain 

*metabolites identified with certainty on the basis of a comprehensive and quantitative experimental assessment/validation 
as described by Wishart et al. [16] and Kriat et al. [17]. §metabolites identified with certainty on the basis of spiking 

experiments on a 900MHz NMR spectrometer (Lille, France). NI: non-identified; PC: phosphatidylcholine; PL: 

phospholipids; SM: sphingomyelin; TG: triglycerides. VARPL colored in grey are defined as noisy variables with 15% 

threshold for the CV (see below). 
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To allow a better interpretation of metabolic alterations, further spiking 

experiments with all 32 metabolites along with glycerol, methanol and acetone 

were performed for plasma on a 900 MHz 1H-NMR spectrometer (Lille, France). 

Compared to a 400 MHz 1H-NMR spectrometer, a 900 MHz spectrometer has a 

higher signal-to-noise ratio and resolution. However, even in spectra recorded 

with a 900 MHz spectrometer, no signals of myo-inositol were observed. Myo-

inositol was therefore no longer considered as a contributing metabolite for the 

interpretation of metabolic alterations in plasma.   

Urine 

In the urine spectrum, we were able to rationally define 83 fixed, variable-sized, 

integration regions representing an identified metabolite composition. Including 

51 additional integration regions emanating from dimethylamine (DMA), 

hippurate, taurine, trimethylamine N-oxide (TMAO) and urea – as determined with 

certainty from Bouatra et al. [18] – and non-identified substances, the urine 1H-

NMR spectrum was divided into 134 well-defined integration regions, being the 

variables for the statistical OPLS-DA multivariate analysis. 

Table 5.3 presents an overview (start and end values in ppm) of the 134 fixed 

1H-NMR integration regions for urine (VARUR) as well as their contributing 

metabolites, defined on the basis of our metabolite spiking experiments. 

Table 5.3 Start and end values (in ppm) of the 134 fixed integration regions for 
urine (urine variables: VARUR) as well as their contributing metabolites, defined on 
the basis of metabolite spiking experiments. 

Variable Start ppm End ppm Metabolite 

VARUR1 9,3374 9,2874 NI 

VARUR2 9,1874 9,1274 NI 

VARUR3 9,1074 9,0274 NI 

VARUR4 9,0274 8,8074 NI 

VARUR5 8,7074 8,4967 NI 

VARUR6 8,4967 8,4648 NI 

VARUR7 8,4648 8,3796 NI 

VARUR8 8,3796 8,3432 NI 

VARUR9 8,3432 8,2561 NI 

VARUR10 8,2561 8,1958 Hypoxanthine 

VARUR11 8,1958 8,1574 NI 

VARUR12 8,1474 8,0774 NI 

VARUR13 8,0774 8,0403 NI 

VARUR14 8,0403 7,9700 NI 

VARUR15 7,9700 7,9385 NI 

VARUR16 7,9385 7,8859 NI 

VARUR17 7,8859 7,8332 *Hippurate 

VARUR18 7,8332 7,8071 NI 

VARUR19 7,8071 7,7556 L-Tryptophan 
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Table 5.3 continued. 
Variable Start ppm End ppm Metabolite 

VARUR20 7,7556 7,7108 L-Tryptophan 

VARUR21 7,7108 7,6915 NI 

VARUR22 7,6915 7,6176 *Hippurate 

VARUR23 7,6155 7,5420 *Hippurate + L-Tryptophan 

VARUR24 7,5420 7,5243 NI 

VARUR25 7,5243 7,4574 L-Phenylalanine 

VARUR26 7,4574 7,4134 L-Phenylalanine  

VARUR27 7,4134 7,3278 L-Phenylalanine + L-Tryptophan 

VARUR28 7,3278 7,2601 L-Tryptophan + L-Histidine  

VARUR29 7,2601 7,1859 L-Tryptophan  

VARUR30 7,1859 7,1320 NI 

VARUR31 7,1320 7,0515 NI 

VARUR32 7,0515 6,9744 NI 

VARUR33 6,9744 6,8478 NI 

VARUR34 6,8478 6,6527 NI 

VARUR35 6,2118 5,5092 *Urea 

VARUR36 5,3985 5,3276 NI 

VARUR37 5,3276 5,2092 NI 

VARUR38 5,2092 5,1007 D-glucose 

VARUR39 4,5263 4,3974 D-glucose 

VARUR40 4,3974 4,2489 L-Threonine 

VARUR41 4,2489 4,1526 D-β-hydroxybutyrate 

VARUR42 4,1526 4,1180 NI 

VARUR43 4,1180 4,0636 Creatinine 

VARUR44 4,0636 4,0440 L-Asparagine + L-Histidine + L-Tryptophan 

VARUR45 4,0440 4,0254 L-Asparagine + L-Histidine + L-Phenylalanine + L-Serine 

VARUR46 4,0254 4,0117 L-Asparagine + L-Phenylalanine + L-Serine 

VARUR47 4,0117 3,9955 *Hippurate + L-Phenylalanine + L-Serine 

VARUR48 3,9955 3,9741 L-Serine 

VARUR49 3,9741 3,9625 Creatine + L-Serine 

VARUR50 3,9625 3,9264 L-Serine + Betaine 

VARUR51 3,9264 3,9016 L-Aspartate + L-Methionine + Betaine 

VARUR52 3,9016 3,8961 NI 

VARUR53 3,8961 3,8767 L-Aspartate + L-Methionine + L-Serine 

VARUR54 3,8767 3,8351 L-Methionine + L-Serine 

VARUR55 3,8351 3,8149 L-Alanine 

VARUR56 3,8149 3,7569 L-Alanine + L-Glutamine + L-Leucine + L-Lysine 

VARUR57 3,7569 3,7381 L-Leucine 

VARUR58 3,7381 3,7269 NI 

VARUR59 3,7269 3,7000 NI + L-Isoleucine 

VARUR60 3,7000 3,6748 L-Isoleucine 

VARUR61 3,6748 3,6591 NI 

VARUR62 3,6591 3,6356 NI 

VARUR63 3,6356 3,6025 L-Valine + L-Threonine 

VARUR64 3,6025 3,5784 L-Glycine 

VARUR65 3,5784 3,5487 NI 

VARUR66 3,5487 3,5346 L-Tryptophan 

VARUR67 3,5346 3,5143 L-Tryptophan + Acetoacetate 

VARUR68 3,5143 3,4884 L-Tryptophan + Acetoacetate 

VARUR69 3,4884 3,4578 Acetoacetate 

VARUR70 3,4578 3,4397 L-Arginine + Acetoacetate 

VARUR71 3,4397 3,4194 L-Arginine + Acetoacetate + *Taurine 

VARUR72 3,4194 3,3934 L-Arginine + Acetoacetate 

VARUR73 3,3934 3,3714 NI 

VARUR74 3,3714 3,3476 L-Tryptophan 

VARUR75 3,3476 3,3324 L-Tryptophan + L-Phenylalanine 

VARUR76 3,3324 3,3149 L-Tryptophan + L-Phenylalanine + L-Histidine 

VARUR77 3,3149 3,3064 L-Phenylalanine + L-Histidine 

VARUR78 3,3064 3,2821 Betaine + *TMAO 

VARUR79 3,2821 3,2731 *Taurine 
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Table 5.3 continued. 
Variable Start ppm End ppm Metabolite 

VARUR80 3,2731 3,2623 L-Arginine 

VARUR81 3,2623 3,2369 Betaine + L-Arginine 

VARUR82 3,2369 3,2092 L-Arginine 

VARUR83 3,2092 3,1951 NI 

VARUR84 3,1951 3,1522 L-Phenylalanine + L-Cysteine 

VARUR85 3,1522 3,1392 L-Phenylalanine + Malonate 

VARUR86 3,1392 3,1166 L-Phenylalanine 

VARUR87 3,1166 3,0996 NI 

VARUR88 3,0996 3,0471 Creatinine + Creatine 

VARUR89 3,0471 3,0296 L-Lysine 

VARUR90 3,0296 2,9715 L-Asparagine 

VARUR91 2,9715 2,9337 L-Asparagine 

VARUR92 2,9337 2,9141 NI 

VARUR93 2,9141 2,8736 L-Asparagine + L-Aspartate 

VARUR94 2,8736 2,8390 L-Asparagine + L-Aspartate 

VARUR95 2,8390 2,8148 L-Aspartate 

VARUR96 2,8148 2,7907 NI 

VARUR97 2,7907 2,7606 L-Aspartate 

VARUR98 2,7606 2,7365 Citrate + *DMA + L-Aspartate 

VARUR99 2,7365 2,7136 Citrate + *DMA + L-Aspartate  

VARUR100 2,7136 2,6712 Citrate + L-Aspartate + L-Methionine 

VARUR101 2,6712 2,6013 L-Aspartate + L-Methionine + Succinate 

VARUR102 2,6000 2,5569 Citrate 

VARUR103 2,5569 2,5151 Citrate 

VARUR104 2,5151 2,3825 L-Glutamine + D-β-hydroxybutyrate + Pyruvate 

VARUR105 2,3825 2,3453 D-β-hydroxybutyrate 

VARUR106 2,3453 2,3075 L-Valine + Acetoacetate + D-β-hydroxybutyrate 

VARUR107 2,3075 2,2859 L-Valine 

VARUR108 2,2859 2,2546 L-Valine + L-Methionine 

VARUR109 2,2546 2,1658 L-Glutamine + L-Methionine 

VARUR110 2,1658 2,1240 L-Glutamine + L-Methionine 

VARUR111 2,1240 2,0756 L-Methionine 

VARUR112 2,0756 2,0397 NI + L-Isoleucine 

VARUR113 2,0397 1,9875 L-Isoleucine 

VARUR114 1,9875 1,8874 L-Lysine + Acetate 

VARUR115 1,8874 1,8220 NI 

VARUR116 1,8220 1,5564 L-Arginine + L-Leucine + L-Lysine 

VARUR117 1,5564 1,5243 L-Isoleucine + L-Lysine 

VARUR118 1,5243 1,4921 L-Alanine 

VARUR119 1,4921 1,4641 L-Isoleucine + L-Lysine 

VARUR120 1,4641 1,4392 NI 

VARUR121 1,4392 1,4216 NI 

VARUR122 1,4216 1,3956 NI 

VARUR123 1,3956 1,3728 L-Threonine 

VARUR124 1,3728 1,3246 L-Threonine + L-Isoleucine + D-Lactate 

VARUR125 1,3246 1,3046 L-Isoleucine 

VARUR126 1,3046 1,2877 L-Isoleucine 

VARUR127 1,2877 1,2379 L-Isoleucine + D-β-hydroxybutyrate 

VARUR128 1,2379 1,2160 D-β-hydroxybutyrate  

VARUR129 1,2160 1,1834 NI 

VARUR130 1,1834 1,1484 NI 

VARUR131 1,1484 1,1085 NI 

VARUR132 1,1085 1,0797 NI + L-Valine 

VARUR133 1,0797 1,0474 NI + L-Isoleucine + L-Valine 

VARUR134 1,0474 0,7004 L-Isoleucine + L-Leucine + L-Valine 

*metabolites identified with certainty on the basis of a comprehensive and quantitative experimental 

assessment/validation as described by Bouatra et al. [18]. DMA: dimethylamine; NI: non-identified; 

TMAO: trimethylamine N-oxide. VARUR colored in grey are defined as noisy variables with 15% threshold 

for the CV (see below). 
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5.3.2 Application of the analysis procedure in a case-control 

training and validation study 

Plasma 

Subject characteristics of the case-control training and validation cohorts used to 

evaluate the analysis procedure for plasma as described above, are presented in 

Table 5.4. 

Table 5.4 Subject characteristics of the case-control training and validation 
cohorts used to evaluate the analysis procedure for plasma.  

 Training cohort Validation cohort 

 OB NW OB NW 

Number of subjects, n  43 25 22 12 

Gender: male/female, n 25/18 8/17 14/8 10/2 

Age, years 13.1 ± 2.0 13.2 ± 2.9 13.1 ± 2.7 12.7 ± 2.4 

BMI, kg/m² 31.8 ± 4.7 18.9 ± 2.3 30.9 ± 6.1 17.1 ± 1.8 

Data are presented as mean ± SD. BMI: body mass index.  

Applying PCA analysis, 3 outliers (2 OB and 1 NW) were identified and excluded 

from the training cohort. By means of OPLS-DA, a statistical classifier was built 

by using all variables (the normalized integration values of the fixed 110 

integration regions). The model was able to discriminate between obese children 

and normal-weight controls with a sensitivity and specificity of 100% and 96%, 

respectively. This model explains 84.1% of the predictive and orthogonal variation 

in X (R2X(cum)) and 82.0% of the cumulative variation in Y (R2Y(cum)) (Figure 

5.4A and Table 5.7).  

In addition, the predictive accuracy of this model was evaluated by classifying 

an independent cohort consisting of 22 obese children and 12 normal-weight 

children, resulting in a correct classification of 100 % obese and 67% of the 

normal-weight children.  

The BMI of subjects that were wrongly classified in both the training and 

validation set of plasma was not higher for NW or lower for OB subjects and 

therefore BMI was not a confounding factor for the misclassification. 

Urine 

Subject characteristics of the case-control training and validation cohorts used to 

evaluate the analysis procedure for urine as described above, are presented in 

Table 5.5. 
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Table 5.5 Subject characteristics of the case-control training and validation 

cohorts used to evaluate the analysis procedure for urine.  

 Training cohort Validation cohort 

 OB NW OB NW 

Number of subjects, n  32 24 16 13 
Gender: male/female, n  18/14 12/12 11/5 6/7 
Age, years 13.4 ± 2.4 13.0 ± 2.9 12.1 ± 1.5 13.0 ± 2.5 
BMI, kg/m² 31.1 ± 5.9 18.1 ± 2.3 30.3 ± 4.4 18.7 ± 2.4 

Data are presented as mean ± SD. BMI: body mass index. 

Applying PCA analysis, 2 outliers (1 OB and 1 NW) were identified and excluded 

from the training cohort. By means of OPLS-DA, a statistical classifier was built 

by using all variables (the normalized integration values of the fixed 134 

integration regions). The model was able to discriminate between obese children 

and normal-weight controls with a sensitivity and specificity of 97% and 83%, 

respectively. This model explains 23.4% of the predictive and orthogonal variation 

observed in X (R2X(cum)) and 63.8% of the cumulative variation in Y (R2Y(cum)) 

(Figure 5.7A and Table 5.9).  

In addition, the predictive accuracy of this model was evaluated by classifying 

an independent cohort consisting of 16 OB children and 13 NW children, resulting 

in a correct classification of 75% obese and 62% of the normal-weight children. 

The BMI of subjects that were wrongly classified in both the training and 

validation set of urine was not higher for NW or lower for OB subjects and 

therefore BMI was not a confounding factor for the misclassification.  

5.3.3 Identification and influence of noisy variables 

Although the discriminative power of the model built by using all variables is 

already fairly good, we have to keep in mind that experimental data are always 

subjected to a certain degree of noise. In a fixed NMR set-up (with a defined 

magnetic field strength and probe-head), the signal-to-noise ratio (S/N) mainly 

depends on the chosen plasma or urine concentration and the number of 

accumulations (number of excitations by the radiofrequency (RF)-pulse) to 

acquire the spectrum. Although a higher plasma or urine concentration will result 

in a higher S/N, starting from a certain level it will unfortunately also reduce the 

spectral resolution (an increase of line-broadening due to a decrease of the T2-

relaxation decay times with increasing concentration). So, once the plasma or 

urine concentration is chosen in the analysis protocol (in our study 200 µl 

plasma/urine diluted with 600 µl D2O) the S/N will be determined by the number 
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of accumulations. However, also a reasonable time frame per sample has to be 

taken into account, especially if a high sample throughput is desirable as for 

metabolomics. In our analysis protocol, we have chosen to acquire 96 

accumulations per sample, resulting in an acquisition time of 7’44’’. The fact that 

some degree of noise can never be excluded from experimental data and that 

noisy variables can complicate the multivariate data analysis, explains our effort 

to implement a protocol that allows to identify and classify noisy variables and 

subsequently to study the impact of their removal from the dataset on group 

differentiation.  

Plasma 

For reference plasma (Figure 5.2) and plasma of an obese child (Figure 5.3), plots 

were generated for each series of 1H-NMR experiments (A-C; as described in 

paragraph 5.2.5), of the resulting coefficients of variation for all variables which 

are, for clarity, divided into three groups on the basis of their mean normalized 

integration value, i.e. 0.1-5, 5-10, 10-200. Based on these plots, four visual 

thresholds could be defined, i.e. coefficients of variation below 5, 10, 15 and 20%. 

If a variable exceeded the predefined threshold in at least two of the three series 

it was assigned as ‘noisy’. A variable for which the CV was higher than the 

threshold in only one of the series was classified as noisy only if the variation was 

not the result of a single outlier. Remark that these threshold settings might be 

dependent on the NMR set-up, and consequently can be even lower for higher 

magnetic field strengths or when cryo-probes are used. 
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Figure 5.2 CV (%) for the 110 variables of the reference plasma which are divided into three groups on the basis of their mean 
normalized integration values, i.e. those with a mean normalized integration value between 0.1-5 (80 variables), 5-10 (12 
variables) and 10–200 (18 variables). Based on these plots, visual thresholds were subsequently defined as the coefficients of variation, i.e. 5%, 10%, 

15% and 20%. A, B and C refer to series A, B and C as described in section 5.2.5. 

 

Figure 5.3 CV (%) for the 110 plasma variables of an obese subject which are divided into three groups on the basis of their 
mean normalized integration values, i.e. those with a mean normalized integration value between 0.1-5 (74 variables), 5-10 
(17 variables) and 10–200 (19 variables). Based on these plots, visual thresholds were subsequently defined as the coefficients of variation, i.e. 5%, 

10%, 15% and 20%. A, B and C refer to series A, B and C as described in section 5.2.5.
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Table 5.6 presents the number of noisy variables for each defined CV derived from 

the reference and obese plasma sample. The final set of noisy variables are those 

detected both in the reference and obese plasma 1H-NMR spectra, i.e. the mutual 

noisy variables.  

Table 5.6 Overview of the number of noisy variables obtained for each defined CV 
for the reference and obese plasma sample. 

 CV 
Number of noisy variables 

detected for plasma 

Reference sample 20% 
15% 
10% 
5% 

26 
35 
51 
76 

Obese sample 20% 
15% 
10% 
5% 

23 
31 
41 
67 

Mutual noisy variables 20% 
15% 
10% 
5% 

19 
27 
41 
67 

CV: coefficient of variation  

By means of this information, the influence of noisy variables on the classification 

of the case-control training cohort was investigated. Hereto, OPLS-DA classifiers 

were built and compared after removal of the noisy variables according to the 

above defined criteria. An overview of the results is presented for plasma (Table 

5.7 and Figure 5.4).  

The complete model containing all 110 NMR variables shows that 84.1% of 

variation in X (R2X(cum)), and 82.0% of the variation in Y (R2Y(cum)) can be 

explained by the model. Also, the model shows 68.6% (Q2(cum)) predictive 

ability. The model has a sensitivity of 100% (i.e. a correct classification of all 

obese subjects) and a specificity of 96% (i.e. 96% of all normal-weight children 

were correctly classified). In order to evaluate if the complete model is not 

influenced too much by analytic noise, it is important to identify noisy variables. 

Hence, the identification of noisy variables could improve (i) model classification 

provided that the noisy variables do not significantly contribute to the model; (ii) 

insight into misclassification of noisy variables in studies based on small sample 

sizes, i.e. noisy variables could by accident be classified as being important (i.e. 

high variable importance on projection (VIP) value); (iii) explanation of the 

metabolic pathways involved. 
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Table 5.7 The number of LV, the total explained variation in X and Y (R2X(cum) and 

R2Y(cum)), predictive ability (Q2(cum)), and sensitivity and specificity for OPLS-
DA models constructed for the training and validation cohort of the plasma study 
with a decreasing number of variables. 

 Threshold for CV 
 None 20% 15% 10% 5% 

Training cohort      

Remaining variables 110 91 83 69 43 
LV 4 4 4 4 4 
R2X(cum) 0.841 0.858 0.874 0.888 0.923 
R2Y(cum) 0.820 0.819 0.814 0.794 0.783 
Q2(cum) 0.686 0.692 0.693 0.681 0.691 
Sensitivity, % 100 100 100 100 100 
Specificity, % 96 96 96 96 96 

Validation cohort      

Predicted sensitivity, % 100 100 100 100 100 
Predicted specificity, % 67 67 67 67 67 

A decreasing threshold limit for the CV, from 20% to 5%, was used as an exclusion criterion to define 

noisy variables. CV: coefficient of variation; LV: latent variable. 

As presented in Table 5.7, R2X is highest in the 5% CV model, R2Y is highest in 

the 20% CV model, Q2 is highest in the 15% CV model, and sensitivity and 

specificity remained unchanged for all CV models. In more detail, R2X improves in 

going from a threshold setting of 20% to 5%. Besides, R2Y and Q2 slightly decline 

upon lowering the threshold from 15% to 10%, indicating a slight loss of 

discriminative power. This loss can be explained by the fact that only about half 

of the NMR variables (69 out of 110) still contribute to the model and might 

indicate that the 14 variables, which were additionally removed in going from a 

threshold of 15% to 10%, have some importance in group differentiation. Taking 

all these criteria into account, the model built with a threshold of 15% for the CV 

seems to be a good compromise, showing the best cross-validation (highest Q2). 

It can be stated that the discriminating power of the remaining 83 variables, and 

so constituting metabolites, is still very strong. In addition, also in a larger study 

of our group consisting of 53 breast cancer patients and 52 controls, the removal 

of variables with a CV above 15% appeared to be most beneficial for group 

classification [19].  
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Figure 5.4 Plasma OPLS-DA score plots of the models build with all 110 variables 
(A), with 91 variables (B), with 83 variables (C), with 69 variables (D) and with 
43 variables (E). Variables exceeding a predefined threshold for the CV, i.e. 20 % (B), 15 % (C), 10 

% (D) and 5 % (E) were assigned as ‘noisy’ and excluded for the building of the classifier. Obese patients 

are marked as ● and healthy controls as ○. The first predictive component t[1] explains the variation 

between both study groups and the first orthogonal component to[1] explains the variation within both 

study groups. 

To double check that none of the 27 excluded variables is highly important for 

group differentiation, they were also excluded one by one, i.e. 27 OPLS-DA 

classifiers were built with the remaining 109 variables, and evaluated. The 

resulting classifiers performed evenly than the one constructed with all 110 

variables. In addition, all noisy variables had a VIP value lower than 0.53 

indicating they are not important for group differentiation (variables with a VIP 

value greater than 1 are considered as being highly important in the plasma study, 
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see also Chapter 7). Altogether, this confirms that the 27 variables with a CV 

above 15% might be noisy and are not important for group differentiation. Indeed, 

these noisy variables, marked in grey in Table 5.2, all represent very low intensity 

signals. Among them, 9 are not identified, 9 are specific for a single metabolite, 

and 9 are specific for two or more metabolites. Despite of this reduction in a 

number of variables, all metabolites are still represented, either via a unique signal 

or via a composite signal. 

In a next step, the influence of removing these noisy variables on the predictive 

accuracy of the classification was examined in the independent validation cohort. 

Although the size of the cohort is still limited, removal of the noisy variables has 

no clear influence on the discriminative power, indicating that all models built by 

means of the training cohort are rather strong.  

Urine 

For urine, the same procedure to identify and determine the influence of noisy 

variables was applied as for plasma. For reference urine (Figure 5.5) and urine of 

an obese child (Figure 5.6), plots were generated for each series of experiments 

(A-C), of the CV of all variables which are divided into three groups on the basis 

of their mean normalized integration value, i.e. 0.01-5, 5-10, 10-200. 
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Figure 5.5 CV (%) for the 134 variables of the reference urine which are divided into three groups on the basis of their mean 
normalized integration values, i.e. those with a mean normalized integration value between 0.01-5 (53 variables), 5-10 (34 
variables) and 10–200 (47 variables). Based on these plots, visual thresholds were subsequently defined as the coefficients of variation, i.e. 5%, 10%, 

15% and 20%. A, B and C refer to series A, B and C as described in section 5.2.5. 

 

Figure 5.6 CV (%) for the 134 urine variables of an obese subject which are divided into three groups on the basis of their 
mean normalized integration values, i.e. those with a mean normalized integration value between 0.01-5 (78 variables), 5-10 
(33 variables) and 10–200 (23 variables). Based on these plots, visual thresholds were subsequently defined as the coefficients of variation, i.e. 5%, 

10%, 15% and 20%. A, B and C refer to series A, B and C as described in section 5.2.5.
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Based on these plots, four visual thresholds could be defined, i.e. coefficients of 

variation below 5, 10, 15 and 20%. Table 5.8 presents the number of noisy 

variables for each defined CV derived from the reference and obese urine sample. 

The final set of noisy variables are those detected both in the 1H-NMR spectra of 

the reference as well as obese urine sample, i.e. the mutual noisy variables. 

Table 5.8 Overview of the number of noisy variables obtained for each defined CV 
for the reference and obese urine sample. 

 
CV 

Number of noisy variables 
detected for urine 

Reference sample 20% 
15% 
10% 
5% 

8 
11 
16 
38 

Obese sample 20% 
15% 
10% 
5% 

22 
32 
45 
71 

Mutual noisy variables 20% 
15% 
10% 
5% 

4 
7 
10 
28 

CV: coefficient of variation  

By means of this information, the influence of noisy variables on the classification 

of the training set was investigated (Table 5.9). Hereto, OPLS-DA classifiers were 

built and compared after removal of the noisy variables according the above 

defined criteria. An overview of the results is presented in (Table 5.9 and Figure 

5.7). 
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Table 5.9 The number of latent variables (LV), the total explained variation in X 

and Y (R2X(cum) and R2Y(cum)), predictive ability (Q2(cum)), and sensitivity and 
specificity for OPLS-DA models constructed for the training and validation cohort 
of the urine study with a decreasing number of variables. 

 Threshold for CV 
 None 20% 15% 10% 5% 

Training cohort      

Remaining variables 134 130 127 124 106 
LV 2 2 2 2 2 
R2X(cum) 0.234 0.237 0.239 0.237 0.258 
R2Y(cum) 0.638 0.640 0.641 0.642 0.631 
Q2(cum) 0.342 0.352 0.358 0.357 0.356 
Sensitivity, % 97 97 97 97 97 
Specificity, % 83 83 83 78 83 

Validation cohort      

Predicted sensitivity, % 75 75 75 75 69 
Predicted specificity, % 62 62 69 69 62 

A decreasing threshold limit for the CV, from 20% to 5%, was used as an exclusion criterion to define 

noisy variables. CV: coefficient of variation; LV: latent variable. 

The complete model containing all 134 variables shows that 23.4% of the variation 

in X (R2X), and 63.8% of the variation in Y (R2Y) can be explained by the model. 

Also, the model shows a moderate predictive ability of 34.2% (Q2). It should be 

noted that the discriminative power of the urine model is lower than this observed 

for plasma, probably due to the combination of a smaller amount of samples and 

higher number of variables. The model has a sensitivity of 97% (i.e. a correct 

classification of all obese subjects) and a specificity of 83% (i.e. 83% of all normal-

weight children were correctly classified).  

In order to evaluate if the complete model is not influenced too much by 

analytic noise, it is important to identify noisy variables. Hence, the identification 

of noisy variables could improve (i) model classification provided that the noisy 

variables do not significantly contribute to the model; (ii) insight into 

misclassification of noisy variables in studies based on small sample sizes, i.e. 

noisy variables could by accident be classified as being important (i.e. high VIP 

value); (iii) explanation of the metabolic pathways involved. 

Overall, R2X, R2Y and Q2 show only slight variation in going from a CV threshold 

of 20% to 5% (Table 5.9). This is because only a limited number of variables is 

excluded as noisy when going from the highest to the lowest threshold value. This 

suggests that the S/N ratio in the 1H-NMR spectra of urine is higher than in these 

of plasma. Indeed, with respect to the signal intensity of TSP, the signal intensities 

of urine peaks are generally higher than that of plasma peaks. For example, in 

the aromatic region between 8 and 7 ppm, the urine 1H-NMR spectrum contains 
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a lot of high intensity signals (such as those of hippurate), whereas in the plasma 

1H-NMR spectrum low intensity signals are observed (e.g. those of aromatic amino 

acids). 

In more detail, R2X is highest in the 5% CV model, while R2Y is highest in the 

10% CV model. The classifier with the 15% threshold for CV shows, on the other 

hand, the highest Q2 indicating the strongest discriminating power and the best 

cross-validation, with average values for R2X and R2Y. Based on this it can be 

concluded that removing variables with a CV above 15% has a small beneficial 

effect on group differentiation. Deleting 3 variables with a CV above 10% results 

in a drop of specificity with 5% (to 78%) as compared to the classifier constructed 

with 127 variables. Hence, a threshold of 15% for the CV is considered as the best 

compromise for the identification and exclusion of noisy variables. 

To double check that none of the 7 excluded variables is highly important for 

group differentiation, they were also excluded one by one, i.e. 7 OPLS-DA 

classifiers were built with the remaining 133 variables, and evaluated. The 

resulting classifiers performed evenly or even slightly better than the one 

constructed with all 134 variables. In addition, all noisy variables had a VIP value 

lower than 1.35 indicating they are not important for group differentiation (only 

variables with a VIP value greater than 1.8 are considered as being highly 

important in the urine study because the sample size is small, see also Chapter 

7). Altogether, this confirms that the 7 variables with a CV above 15% can be 

defined as noisy and are not important for group differentiation. Important to note 

is that these noisy variables, marked in grey in Table 5.3, all represent very low 

intensity signals. Among them, 5 are not identified, 1 is specific for a single 

metabolite, and 1 specific for two or more metabolites. Despite of this reduction 

in variables, all metabolites are still represented, either via a unique signal or via 

a composite signal. 
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Figure 5.7 Urine OPLS-DA score plots of the models build with all 134 variables 
(A), with 130 variables (B), with 127 variables (C), with 124 variables (D) and 
with 106 variables (E). Variables exceeding a predefined threshold for the CV, i.e. 20 % (B), 15 % 

(C), 10 % (D) and 5 % (E) were assigned as ‘noisy’ and excluded for the building of the classifier. Obese 

patients are marked as ● and healthy controls as ○. The first predictive component t[1] explains the 

variation between both study groups and the first orthogonal component to[1] explains the variation 
within both study groups. 

In a next step, the influence of removing these noisy variables on the predictive 

accuracy of the classification was examined in the independent validation cohort 

(Table 5.9). Removal of the noisy variables leads to an increase in predicted 

specificity from 62% to 69%.  
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5.4 Conclusion 

By spiking 32 and 27 aliquots of respectively a reference human plasma and urine 

pool with known metabolites, the chemical shift values of these metabolites were 

determined with high accuracy in the biofluid under study. Hereby, the 1H-NMR 

spectrum of human blood plasma and urine could be rationally divided into 

respectively 110 and 134 well-defined integration regions, paving the way towards 

a better understanding of disturbances in the underlying biochemical pathways. 

For both plasma and urine, the influence of noisy variables – defined as variables 

exceeding a premised threshold for the coefficient of variation of 15% for both 

plasma and urine – on model classification was investigated. Applying the 

proposed methodology on plasma allowed to discriminate a case-control training 

dataset of 43 obese and 25 normal-weight children with a sensitivity and 

specificity of respectively 100% and 96% using OPLS-DA multivariate statistics. 

For urine, the proposed methodology allowed to discriminate a case-control 

training dataset of 32 obese and 24 normal-weight children with a sensitivity and 

specificity of respectively 97% and 83% using OPLS-DA multivariate statistics. A 

general observation was that the number of noisy variables appearing in the 1H-

NMR spectra of plasma is higher as compared to urine. This can be explained by 

the higher intensity of signals observed in the urine 1H-NMR spectra compared to 

these of plasma. In addition to an evaluation of the influence of noisy variables 

on the discrimination power of the training set, we also applied the constructed 

classifiers (models) to a small but independent validation cohort. In the plasma 

validation study consisting of 22 obese and 12 normal-weight subjects, the model 

with a 15% threshold level for the coefficient of variation resulted in a predicted 

sensitivity of 100% and specificity of 67%. In the urine validation study consisting 

of 16 obese and 13 normal-weight subjects, the model with a 15% threshold level 

for the coefficient of variation resulted in a predicted sensitivity of 75% and 

specificity of 69%. Although the training and validation cohorts are rather small, 

the proposed methodology seems promising and might offer new possibilities for 

future research, e.g. to discriminate between metabolically “healthy” and 

unhealthy obese subjects or between subjects with and without antipsychotica-

induced weight gain. However, as the performance of the model for urine was still 

too low due to the limited number of subjects in the study, we decided to focus 

further research only on plasma.   
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Abstract 

Variations in sample collection, processing and storage within the field of clinical 

metabolomics might hamper its effective implementation. In this study, the 

impact of relevant preanalytical conditions on the 1H-NMR metabolic profile of 

blood plasma was examined. The biobanking community recently developed a 

method for coding preanalytical conditions called the Standard PREanalytical Code 

(SPREC). It is envisaged that SPREC will ultimately identify which samples are fit 

for a particular analysis, based on prior validation by a panel of experts in the 

respective field. In an effort to validate SPREC for 1H-NMR-based plasma 

metabolomics, we have coded the conditions used here, when possible, according 

to SPREC and evaluated its power to identify preanalytical conditions that affect 

the 1H-NMR metabolic profile of plasma. 1H-NMR metabolic profiles of blood 

subjected to a double lithium-heparin concentration at collection, a short-term 

exposure to an oxidative atmosphere, hemolysis, different processing delays (time 

between collection and centrifugation) and storage procedures were investigated 

in 20 healthy volunteers. The studied preanalytical conditions were annotated and 

evaluated with SPREC version 2. From all preanalytical conditions studied, only 

prolonged processing delays (3 h and 8 h) have a significant impact on the plasma 

1H-NMR metabolic profile as compared to the reference condition (30 min). 

Principal component analysis shows a clear systematic shift as a function of 

increasing processing delay. Nevertheless, the inter-individual variation is clearly 

much larger than this preanalytical variation, indicating that the impact on 

multivariate group classification will be minimal. Nonetheless, we recommend to 

keep the time gap between blood collection and centrifugation similar for all 

samples within a study. The implementation of SPREC within clinical metabolomics 

allows for an appropriate sample encoding and exclusion of samples that were 

subjected to unwanted, interfering preanalytical conditions. Without doubt, it will 

contribute to the validation of 1H-NMR metabolomics in clinical, biobank and 

multicenter research settings. 
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6.1 Introduction 

Metabolomics is a powerful tool to detect metabolites in biological samples. It has 

great promise for the discovery of novel clinical biomarkers and the elucidation of 

disease-specific pathways to improve prognosis, diagnosis and therapy [1-5]. 

Metabolomics research is mainly based on MS and/or NMR spectroscopy combined 

with multivariate statistics in order to understand and interpret the resulting data 

[6-8]. NMR-based metabolomics has several advantages which make it highly 

suitable for clinical implementation. First, it can be used to study biofluids (e.g. 

plasma or serum and urine) and second, requires only limited sample preparation 

and processing [9]. Plasma gives a direct read-out of the systemic metabolism at 

the time of sampling [10] and is preferred over serum in laboratory medicine, 

because it is more time-saving, has a higher yield and prevents coagulation-

induced interferences [11]. For 1H-NMR analysis, lithium-heparin (LiHe) is 

described as the most suitable anticoagulant for the collection of plasma samples 

because it shows no interfering signals in the 1H-NMR spectrum in contrast to 

EDTA or citrate [12, 13].  

Nevertheless, due to the nature of the clinical setting, samples can be 

subjected to preanalytical variations in collection, processing and storage 

procedures. Additionally, the high number of samples needed for discovery and 

validation metabolomics is often gathered from multiple research centers, clinics 

or biobanks, increasing the likelihood of discrepancies between sample handling 

[9]. It has been described for LC-MS-based metabolomics in particular that 

preanalytical changes can have a major impact on the quality of samples, 

impeding interpretation of analytical results and decreasing the credibility of 

research outcomes [14-18]. As this can potentially affect clinical implementation 

of metabolomics, it is clear that the impact of clinical sources of preanalytical bias 

on the plasma 1H-NMR metabolome needs to be elucidated.  

Although efforts are currently made within the field of metabolomics to move 

towards defining standard operation procedures (SOPs) for preanalytical handling 

[19], complete standardization of the preanalytical processing is not yet feasible 

between and within clinical settings. Alternatively, application of a preanalytical 

sample code that traces and manages these variations would allow sample 

harmonization. Hereto, the Standard Preanalytical Code (SPREC) was developed 

within the field of biobanking [20, 21]. This is an easy to implement and 
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comprehensive tool, consisting of seven elements that document the critical 

preanalytical details of biospecimens. However, its value within clinical 

metabolomics remains to be evaluated.  

To investigate the potential of metabolomics for implementation in the clinic, 

we examined the impact of relevant preanalytical conditions on the plasma 1H-

NMR metabolic profile. The preanalytical protocols used in this study were encoded 

according to SPREC in order to evaluate their power with respect to the 

identification of preanalytical conditions that affect the plasma 1H-NMR metabolic 

profile. This was done in order to contribute to the validation of SPREC in clinical 

metabolomics.  
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6.2 Material and methods 

6.2.1 Subjects 

Twenty volunteers (8 males and 12 females) aged between 21 and 72 (median 

age: 32 years) were included in the study. The study participants consisted of 

university staff and controls, who were recruited in 2013 as participants in another 

metabolomics study conducted at Ziekenhuis Oost-Limburg (Genk, Belgium). All 

subjects had fasted at least 12 h before blood collection. The study was conducted 

in accordance with the ethical rules of the Helsinki Declaration and Good Clinical 

Practice, and was approved by the ethical committees of Jessa Hospital and 

Hasselt University. All participants gave written informed consent prior to inclusion 

in the study.  

6.2.2 Sample collection, preparation and storage 

Blood samples were collected into 10 ml LiHe tubes (BD Vacutainer® LH 17 I.U.) 

at 9 am according to the World Health Organization guidelines on drawing blood 

[22]. An overview of the entire study protocol is presented in Figure 6.1. The 

reference processing protocol consisted of keeping the freshly drawn blood for 5 

min at RT, followed by a 30 min incubation on ice, 15 min centrifugation at 1600 

g at 4°C and subsequent storage at -80°C in 1 ml cryovials as 350 µl aliquots 

(Figure 6.1).  
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Figure 6.1 Overview of the study protocol for plasma. Fasting blood samples were obtained and handled according to the reference protocol (grey 

boxes) or subjected to several preanalytical conditions: (1) a double LiHe concentration or an oxidative atmosphere, in combination with a processing delay of 3 

h or 8 h at 4°C was investigated in study group 1 (n=6); (2) hemolysis grade 1 and 2, a processing delay of 3 h and 8 h at 4°C, centrifugation at RT, and 8 h 

freezing on dry ice or in LN2 was examined in study group 2 (n=6); (3) storage of plasma aliquots during 10 months at -80°C was studied in study group 3 

(n=10). SPREC annotations that are different from the reference are indicated in bold and are underlined. LiHe: lithium-heparin; LN2: liquid nitrogen; mths: 

months; SPREC: Standard PREanalytical Code. 

 



CHAPTER 6 

168 

In study group 1 (n=6), a double concentration of LiHe was obtained by drawing 

only 5 ml blood in the 10 ml tube. Short-term exposure to an oxidative 

atmosphere was acquired by transferring blood from the primary tube to another. 

Blood samples subjected to both preanalytical conditions were also subjected to a 

subsequent 3 h and 8 h processing delay at 4°C to determine potential cumulative 

effects.  In study group 2 (n=6), hemolysis grade 1 (moderate) and 2 (strong) 

was induced by putting the blood samples directly on dry ice for three and six 

minutes, respectively [23]. The free hemoglobin concentration was determined on 

a Roche/Hitachi MODULAR P analyzer (D-BIL Cobas, Roche Diagnostics, 

Mannheim, Germany). Hemolysis grade 1 corresponds to a free hemoglobin 

concentration ≥ 10 mg/dl and hemolysis grade 2 to a concentration ≥ 100 mg/dl 

(H index, manual MODULAR P analyzer). The effect of a variable processing delay 

was examined as described for study group 1. To examine the effect of 

centrifugation temperature, blood samples were centrifuged at 4°C or RT after a 

standard processing delay of 30 min on ice. To examine freezing procedure 

effects, plasma was aliquoted into 1 ml cryovials and immediately stored at -80°C 

or kept for 8 h on dry ice before storage at -80°C or kept in liquid nitrogen (LN2) 

for 8 h before storage at -80°C. The effect of plasma storage duration at -80°C in 

study group 3 (n=10) was determined by storing the samples at -80°C for 2 and 

10 months.  

6.2.3 1H-NMR sample preparation 

Plasma aliquots were thawed at room temperature immediately followed by 

centrifugation at 13000 g for 4 min at 4°C. Next, 200 µl plasma supernatant was 

added to 600 µl deuterium oxide (D2O, 99.9%, Cambridge Isotope Laboratories 

Inc., Andover, USA) containing 0.3 µg/µl trimethylsilyl-2,2,3,3-

tetradeuteropropionic acid (TSP, 98%, Cambridge Isotope Laboratories Inc., 

Andover, USA) as a chemical shift reference. Samples were placed on ice until 1H-

NMR analysis.  

6.2.4 1H-NMR analysis  

1H-NMR analysis was performed as described in Chapter 5: 5.2.3 1H-NMR analysis. 

To account for experimental variability, samples were measured in a random order 

and in duplicate. To exclude inter-operator variability, samples were prepared, 
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measured and post-processed by the same operator. All samples were measured 

within one month.  

6.2.5 Spectral processing 

See Chapter 5: 5.2.4 Spectral processing. 

6.2.6 Statistical and spectral analysis 

Statistical analyses were performed on the basis of the 110 spectral integration 

regions which were defined and consequently numbered as previously described 

(see Chapter 5) [24]. To study influences of preanalytical conditions on the plasma 

1H-NMR profile, multivariate statistics was performed (SIMCA-P+, Version 13.0.3, 

Umetrics, Umeå, Sweden). Plasma samples were measured in duplicate, and the 

averaged value for each variable was used in the multivariate statistics. After 

mean-centering and Pareto scaling (weighted by 1/√SD of the mean-centered 

value, i.e. less weight is assigned to high-intensity signals) of all plasma variables, 

unsupervised PCA was performed to identify patterns or clusters. The variance 

structure of the data is explained through linear combinations of the VARs, i.e. 

PCs. The first PC explains the largest variance within the dataset, followed by the 

second and third PCs. This multivariate analysis was performed by means of the 

110 VARPL which were defined and numbered as previously described (see Chapter 

5). Additionally, as 27 of the 110 plasma variables were assigned as ‘noisy’, i.e. 

having a threshold of 15% for the coefficient of variation, the multivariate analysis 

was also performed by using only the remaining 83 VARPL (see Chapter 5). 

However, no significant differences were detected as can be seen for the 

processing delay of blood (Figure 6.2) as an example. 
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Figure 6.2 PCA score plots showing the influence of processing delay (time 

between blood collection and centrifugation) and made by using (A) all 110 
integration values and (B) only the 83 ‘non-noisy’ integration values of the plasma 
1H-NMR spectra. Plasma samples originating from blood processed after a delay of 30 min (○, 

reference), 3 h (●) and 8 h (●). No significant differences are observed between the two plots. 

Therefore, multivariate analyses were performed by using all 110 VARPL. To 

explore the discriminating variables more in detail, univariate statistics was 

performed on data obtained from all measurements (e.g. for a double LiHe 

concentration, measurements of the six samples and their duplicates, n=12) (IBM 

SPSS Statistic; Version 22, IBM Corp., Armonk, NY, USA). Since univariate 

statistics is more prone to noise compared to multivariate statistics, the 27 plasma 

noisy variables were excluded. Univariate statistical analyses were accomplished 

by non-parametric testing (Kruskal-Wallis test for more than two groups or Mann-

Whitney U test for two groups). P values smaller than 0.05 are considered 

significant. 
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6.3 Results and discussion 

Nowadays, the powerful combination of analytical techniques and multivariate 

statistics is increasingly used to study differences between healthy and diseased 

subjects and to discover disease-related biomarkers in clinical metabolomics [25]. 

Because clinical metabolomics seems to shed new light on i) biochemical pathways 

involved in the etiology of diseases, ii) disease diagnosis and iii) new markers to 

judge therapy response [26], it is crucial to ensure its robustness, i.e. its 

reproducibility and accuracy. In other words, the variability should be under tight 

control in a clinical setting, ensuring that differences in the metabolic profile are 

resulting from the physiological status and not from differences in preanalytical 

sampling conditions such as collection, preparation and storage procedures [17, 

27, 28]. Preanalytical conditions which induce variation surpassing the inter-

individual variation should be avoided (or samples collected under such conditions 

removed from the study).  

6.3.1 Impact of a double LiHe concentration on the plasma 

metabolome 

Due to time constraints or incorrect blood drawing in routine clinical practice, 

blood collection tubes can be under-filled leading to an increased concentration of 

the anticoagulant in the blood. To our knowledge, a possible influence on the 

plasma metabolome has not been investigated before. To this end, 1H-NMR 

spectra of plasma obtained from half-filled blood tubes (double LiHe 

concentration) were compared with those from plasma obtained via a reference 

protocol (reference plasma) as described in Figure 6.1. Furthermore, we 

investigated a possible confounding time-dependent effect by subjecting both the 

reference and conditioned sample to a processing delay of 3 h and 8 h at 4°C. As 

shown in the PCA score plots of Figure 6.3A, the plasma metabolome of blood 

subjected to a double LiHe concentration () could not be discriminated from that 

of reference plasma (○), also not after a processing delay of 8 h. As the inter-

individual variation is clearly exceeding this preanalytical variation, it can be 

concluded that plasma samples originating from blood collected in LiHe tubes 

which are only half-filled are still reliable for 1H-NMR metabolomics. On the other 

hand, a clear and systematic change is observed as a function of increasing 
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processing delay which can be attributed to alterations in the concentration of 

pyruvate and lactate (see below).  

6.3.2 Impact of short-term exposure of blood to an oxidative 

atmosphere on the plasma metabolome  

While blood collection using a vacuum collection tube holder is standard practice, 

it sometimes cannot be applied (e.g. in pediatric setting). Consequently, blood will 

be exposed to an oxidative atmosphere during transfer from syringe to tube, 

which might initiate specific enzymatic/chemical reactions [19]. Here, we 

examined whether a short-term exposure of blood to an oxidative atmosphere 

induces changes in the plasma metabolome as compared to reference plasma 

(Figure 6.1). Furthermore, we investigated a possible confounding time-

dependent effect by subjecting both the reference and conditioned sample to a 

processing delay of 3 h and 8 h at 4°C. As shown in the PCA score plots of Figure 

6.3B, the plasma metabolome of blood subjected to an oxidative atmosphere () 

could not be discriminated from that of reference plasma (○), also not after a 

processing delay of 8 h. As the inter-individual variation is clearly exceeding this 

preanalytical variation, it can be concluded that a short exposure of blood to an 

oxidative atmosphere does not affect the plasma 1H-NMR metabolic profile. On 

the other hand, again a clear and systematic change is observed as a function of 

increasing processing delay which can be attributed to alterations in the 

concentration of pyruvate and lactate (see below). 
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Figure 6.3 PCA score plots showing the influence of a double lithium-heparin (LiHe) 

concentration (A) and oxidative atmosphere (B), made by the 110 integration 
regions of the plasma 1H-NMR spectra of study group 1 (n=6). Plasma samples 

originating from blood exposed to a double concentration of LiHe or oxidative atmosphere () as 

compared to reference plasma (○). Blood samples processed after a processing delay of 30 min (white; 

reference), 3 h (grey) and 8 h (black). 

6.3.3 Effect of hemolysis on the plasma metabolome  

Hemolysis frequently occurs in clinical routine  because of incorrect blood drawing 

techniques, e.g. improper choice of venipuncture site, prolonged tourniquet time, 

blood collection through a peripheral IV catheter or exposure to excessive heat or 

cold [23, 29, 30]. The release of hemoglobin and intracellular species in the 

plasma due to red blood cell lysis affects several biochemical laboratory tests [31-

33]. Nevertheless, the effect on the human plasma 1H-NMR metabolome has to 

our knowledge not yet been investigated. Hereto, moderate hemolysis (grade 1) 

and severe hemolysis (grade 2) were induced by exposing blood to excessive cold 

and the degree of hemolysis was defined on the basis of the concentration of free 

hemoglobin. No significant differences were observed between the reference and 

hemolytic plasma metabolomes (Figure 6.4A). This in contrast to Yin et al. who 

found 69 species to be significantly altered in moderate and severe hemolytic 

plasma by non-targeted LC-MS [17]. However, as LC-MS requires a more 

extensive sample preparation (e.g. extractions) and has increased sensitivity 
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compared to NMR [17, 34, 35], it is consequently also more prone to preanalytical 

variation. In summary, we can conclude that hemolysis does not affect the plasma 

1H-NMR metabolic profile.  

6.3.4 Impact of processing delay on the plasma metabolome 

Because of clinical sample flow, it is often not possible to process blood 

immediately after collection. Moreover, samples have to be transferred to on- or 

offsite laboratories for analysis, which can take up to several hours. Therefore, 

the effect of an increasing processing delay between blood collection and 

centrifugation was examined, i.e. delays of 3 h and 8 h at 4°C were compared to 

the reference protocol (i.e. 30 min on ice). The PCA score plot shows a clear and 

systematic change as a function of increasing processing delay (Figure 6.4B), as 

was already observed previously (see Figure 6.2). 

 

Figure 6.4 PCA score plots showing the influence of hemolysis (A) and processing 
delay (B), made by the 110 integration regions of the plasma 1H-NMR spectra from 
study group 2 (n=6). Plasma samples without hemolysis (A; ○, reference), with hemolysis grade 1 

(A; ♦) and hemolysis grade 2 (A; ♦). Plasma samples originating from blood processed after a delay of 

30 min (B; ○, reference), 3 h (B; ●) and 8 h (B; ●). 
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In order to find out which metabolites are responsible, univariate statistics was 

performed of which the outcome demonstrates that processing after 3 h instead 

of 30 min results in a significant decrease of the pyruvate signal between 2.405-

2.399 ppm (VAR80: p = 0.023) (Figure 6.5). Processing after 8 h induces an 

additional rise of lactate signals between 4.175-4.111 ppm (VAR28: p = 0.019 

and VAR29: p = 0.028) and between 1.374-1.345 ppm (VAR99: p = 0.016) next 

to a downward trend in the glucose signal between 3.536-3.398 ppm (VAR54: p 

= 0.049). 

Figure 6.5 Relative concentrations of lactate, pyruvate and glucose in plasma 
originating from a cooled blood sample which is processed after 30 min (white), 3 
h (grey) and 8 h (black). The mean value, obtained from all measurements per condition, are 

presented with an error bar 95% CI. §Relative concentrations of lactate (VAR29) and pyruvate (VAR80) 

were multiplied by 10 for a better representation. VAR: variable. * P < 0.05; ** P = 0.005.  

Presumably, these changes are attributable to a continued anaerobic cell 

metabolism due to the contact with erythrocytes, i.e. in the erythrocytes, pyruvate 

is reduced to lactate by lactate dehydrogenase by which NAD+ is regenerated so 

that additional glycolysis occurs [36]. For serum, Fliniaux et al. report no impact 

when blood is kept at 4°C during a processing delay from 4 h to 24 h but report 

changes in lactate and glucose concentrations upon storage at RT [27].  In 

agreement with our findings, Bernini et al. report a decreased plasma 

concentration of pyruvate when blood is kept at 4°C and further confirm that 

preservation at 4°C causes less profound changes as compared to RT [19]. 

Nevertheless our results show that increasing the processing delay affects lactate, 

pyruvate and glucose concentrations, the inter-individual variation is clearly much 
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larger than this preanalytical variation, indicating that the impact of a processing 

delay at 4°C of up to 8 h on a multivariate cluster analysis will be minimal (for a 

variable to contribute significantly to the differentiating power of a statistical 

classifier which differentiates between groups of healthy and diseased subjects, 

its variation between the groups has to be larger than within the groups). 

Nonetheless, we recommend to keep the time gap between blood collection and 

centrifugation similar for all samples within a study.  

6.3.5 Effect of centrifugation temperature on the plasma 

metabolome 

To slow down enzymatic activity, it is standard practice in metabolomics to cool 

samples around 4°C during processing [19]. However, since a refrigerated 

centrifuge is not always accessible, the impact of centrifugation at RT was 

examined. No significant difference was found between centrifugation at RT or 

4°C (Figure 6.6A), indicating that 15 min centrifugation time is too short to induce 

changes in pre-cooled samples and therefore has no significant impact on the 

plasma 1H-NMR metabolic profile. 

6.3.6 Impact of freezing procedure on the plasma metabolome 

In metabolomics, it is common practice to store plasma aliquots immediately at -

80°C to ensure a quench of the metabolism and to allow 1H-NMR measurements 

in larger sample series. However, since not all laboratories have a -80°C freezer, 

samples are often transported to another laboratory for processing and storage. 

Hereto, plasma samples are kept temporarily on dry ice (-78.5°C) or in liquid 

nitrogen (LN2; -196°C). Alternatively, it is common practice in biobanks to snap-

freeze plasma samples in LN2 to quickly attenuate biochemical activity and to 

preserve structural integrity [21]. Nevertheless, and to our knowledge, the effect 

of different freezing conditions on the plasma 1H-NMR metabolic profile has not 

been examined before. As shown in Figure 6.6B, our experimental data show no 

significant differences between plasma samples immediately stored at -80°C 

(reference plasma) and samples kept for 8 h on dry ice or in LN2 before storage 

at -80°C.  
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Figure 6.6 PCA score plots showing the influence of centrifugation temperature (A) 
and initial plasma freezing on dry ice or in LN2 (B), made by the 110 integration 
regions of the plasma 1H-NMR spectra from study group 2 (n=6). Plasma samples 

originating from blood centrifuged at 4°C (A; ○ , reference) or at RT (A; ). Plasma samples stored directly 

at -80°C (B; ○ , reference), and after a delay of 8 h on dry ice (B; ) or 8 h in LN2 (B; ). 

6.3.7 Effect of storage duration at -80°C on the plasma 

metabolome 

Often, the delay between sample storage and effective measurement can exceed 

several months, especially when samples are stored in biobanks. However, long-

term storage might modify interactions between macromolecules and small 

molecules such as amino acids and consequently affect their plasma 1H-NMR 

signals, introducing non-disease related artefacts [37]. Additionally, long-term 

storage might induce a shift of some of the metabolite signals due to a change in 

pH [37]. To investigate whether the duration of plasma storage at -80°C has an 

impact on 1H-NMR results, we compared plasma of 10 controls stored at -80°C for 

two and ten months, respectively. No significant differences were detected as 

shown in Figure 6.7, indicating that plasma is stable at -80°C for at least 10 

months, being in line with the findings of Deprez et al. [37] who demonstrated 

that rat plasma is stable for up to 6 months at -80°C. Furthermore, Pinto et al. 

showed that human plasma is stable for up to 30 months when stored at -80°C 

[28].   
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Figure 6.7 PCA score plots showing the influence of storage duration at -80°C, 
made by the 110 integration regions of the plasma 1H-NMR spectra from study 
group 3 (n=10). Plasma samples stored for maximum 2 months (○, reference) and for 10 months 

(■) at -80°C. 

6.3.8 Evaluation of SPREC to document preanalytical variation in 

clinical 1H-NMR-based metabolomics 

SPREC was developed within the biobank environment to facilitate documentation 

and communication of the most important preanalytical quality parameters for 

different types of research biospecimens [20, 21]. It allows to exclusively select 

samples that are fit for the purpose aimed for, while excluding samples that were 

subjected to unwanted, interfering preanalytical conditions. While it has become 

a standard within the biobank field, it is relatively unknown in other clinical 

settings and its usefulness therein remains to be determined. However, its 

implementation in clinical laboratories is rather straightforward as the 7 elements 

of SPREC can easily be extracted from the Laboratory Information Management 

System. We annotated the samples of our study with SPREC version 2 and 

evaluated if this is in agreement with our experimental findings and of practical 

value in clinical metabolomics [21]. As shown below, this study clearly illustrate 

the value of SPREC to encode relevant preanalytical conditions and fully support 

its implementation in clinical metabolomics. 

As shown in Figure 6.1 and Table 6.1, the reference condition is translated as 

single spun plasma samples – primary container with LiHe (without gel) – pre-

centrifugation delay 2-10°C < 2 h – centrifugation at 2-10°C 10-15 min < 3000 

g (with braking) – no second centrifugation – post-centrifugation delay < 1 h 2-

10°C – long-term storage in cryovial 1 to 2 ml at -85°C to -65°C, which is encoded 

as PL1-HEP-B-D-N-A-D. Hemolysis, exposure to oxygen and insufficient tube 

filling (i.e. increased LiHe concentration) are not contained within the current 

version of SPREC, resulting in an identical code as the reference condition. This is 
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not disadvantageous, however, as these variations did not introduce significant 

differences in the plasma 1H-NMR metabolic profile. Differences in centrifugation 

temperature and freezing method are encoded within SPREC version 2, but also 

did not induce differences in the 1H-NMR metabolome. Interestingly, the 

processing delays of 3 h and 8 h, which induce a systematic variation in the plasma 

metabolome, are discriminated by the SPREC codes, i.e. PL1-HEP-D-D-N-A-D and 

PL1-HEP-F-D-N-A-D, respectively. This means that SPREC allows to select plasma 

samples with a known time gap between blood collection and centrifugation for 

metabolomics applications. To further test the potential of SPREC, we expanded 

this evaluation to plasma samples which were subjected to other preanalytical 

conditions as described by Pinto et al. [28]. Again, SPREC identifies the conditions 

that affect the plasma 1H-NMR metabolic profile (Table 6.1). In addition to plasma, 

Fliniaux et al. previously introduced SPREC into the field of serum 1H-NMR analysis 

for biobanks [27]. These combined plasma and serum studies clearly illustrate the 

value of SPREC to encode relevant preanalytical conditions and fully support its 

implementation in clinical metabolomics.  
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Table 6.1 SPREC annotation for preanalytical conditions tested in plasma samples by 1H-NMR spectroscopy. 

Condition SPREC Impact on 1H-NMR profile? 

Reference sample PL1-HEP-B-D-N-A-D No 

Double LiHe concentration  PL1-HEP-B-D-N-A-D No 

Oxygen exposure PL1-HEP-B-D-N-A-D No 

Hemolysis PL1-HEP-B-D-N-A-D No 

Processing delay 3 h at 4°C PL1-HEP-D-D-N-A-D Yes 

Processing delay 8 h at 4°C PL1-HEP-F-D-N-A-D Yes 

Centrifugation at RT PL1-HEP-B-B-N-A-D No 

Freezing on dry ice PL1-HEP-B-D-N-Z-D No 

Freezing in LN2 PL1-HEP-B-D-N-Z-D No 

Storage at -80°C (for 10 mths) PL1-HEP-B-D-N-A-D No (storage time$) 

Reference sample Pinto et al.* PL1-HEP-A1-D-N-X-A2 No 

EDTA additive PL1-SED-A1-D-N-X-A2 Yes 

Processing delay 2,5-21 h at RT* PL1-HEP-C/E/G/I-D-N-X- A2 Yes 

Storage at -20°C (for 1 mth)* PL1-HEP-A1-D-N-X-B2 Yes (storage time$) 

Freeze/thaw cycles* PL1-HEP-A1-D-N-X-A2 Yes$  

Non-fasting donor* PL1-HEP-A1-D-N-X-A2 No$ 

*: conditions obtained from Pinto et al. [28]; 1: assumption preprocessing delay at RT; 2: assumption storage in standard polypropylene tube; $: beyond scope 

of SPREC as no true preanalytical condition; impacting elements of SPREC are indicated in bold. SPREC: Standard PREanalytical Code; LiHe: lithium-heparin; RT: 

room temperature; LN: liquid nitrogen; EDTA: ethylenediaminetetraacetic acid. 
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6.4 Conclusion 

Since metabolomics is gaining increasing interest for clinical biomarker research, 

knowledge of its sensitivity to variations in sample collection, processing and 

storage becomes essential in the discussions regarding its clinical implementation. 

Our results show no significant impact of a double LiHe concentration, a short-

term exposure to an oxidative atmosphere, hemolysis, centrifugation 

temperature, freezing procedure and storage duration at -80°C on the 1H-NMR 

plasma metabolic profile. Only increasing the processing delay from 30 min to 3 

h and 8 h has a significant impact on the plasma concentration of pyruvate, lactate 

and glucose. Presumably, these changes are attributable to a continued anaerobic 

cell metabolism due to the contact with erythrocytes, i.e. in the erythrocytes, 

pyruvate is reduced to lactate by lactate dehydrogenase by which NAD+ is 

regenerated so that additional glycolysis occurs [36]. Nevertheless, as the inter-

individual variation is still much larger than the preanalytical variation, the impact 

on multivariate group classification will be minimal. Nonetheless, we recommend 

to keep the time gap between blood collection and centrifugation similar for all 

samples within a study. Hereto, the implementation of SPREC within clinical 

metabolomics can be of great value as it allows for an appropriate sample 

encoding and exclusion of samples that were subjected to unwanted, interfering 

preanalytical conditions. Without doubt, SPREC will contribute to the validation of 

1H-NMR metabolomics in clinical, biobank and multicenter research settings. 
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Abstract 

Metabolomics is increasingly used as a tool to study metabolic pathways that play 

a role in obesity, however, its implementation in pediatric studies is limited. The 

main objective of this study was to compare blood plasma metabolic profiles of 

obese and normal-weight children and adolescents using an untargeted 1H-NMR-

based metabolomics approach. In addition, plasma metabolic profiles of obese 

children classified as metabolically “healthy” (MHO) or unhealthy obese (MUO) – 

i.e. absence or presence, respectively, of the metabolic syndrome defined 

according to the International Diabetes Federation criteria – were compared and 

associations with conventional biochemical parameters were explored. Fasting 

plasma samples of 65 obese (mean BMI: 31.5 ± 5.2 kg/m²) and 37 normal-weight 

(mean BMI: 18.3 ± 2.3 kg/m²) children and adolescents aged between 8 and 18 

(mean age: 13.1 ± 2.4 years) were analyzed by means of 1H-NMR spectroscopy 

in combination with multivariate statistical analyses. The constructed multivariate 

statistical model allowed to correctly classify 95% of obese patients and 92% of 

normal-weight controls with an AUROC of 0.965. It was found that obese children 

have increased plasma levels of lipids, lactate and N-acetyl glycoproteins, and 

decreased levels of choline-containing phospholipids, glucose and α-ketoglutarate 

compared to the normal-weight metabolome. The obese study group was further 

divided into MHO (n=18), MUO (n=17) and intermediate ‘at risk’ obese (n=30, 

left out for statistical analysis) children and adolescents. Although this sample size 

was small, the plasma metabolic profiles of MHO and MUO phenotypes could be 

clearly discriminated. It was found that plasma triglyceride concentrations 

correlated strongly with metabolites that were different between MHO and MUO 

phenotypes. In conclusion, the present study provides a basis for a better 

understanding of biochemical mechanisms behind childhood obesity and its 

metabolic phenotypes. However, future longitudinal research in larger populations 

is required to substantiate, validate and complement the current findings. 
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7.1 Introduction 

Although the prevalence of childhood obesity is stabilizing [1], numbers are high 

in developed countries and are still rising in developing countries [2, 3]. Besides, 

a trend is emerging towards more extreme childhood obesity [4, 5]. It is generally 

accepted that obesity is caused by a combination of a sedentary lifestyle, the 

consumption of high-caloric dense food or drinks (often consumed in too large 

proportion sizes), genetic predisposition, psychosocial factors, toxic substances in 

the environment and gut microbiota [6]. Obese children and adolescents are at 

high risk to develop metabolic disorders such as insulin resistance, the metabolic 

syndrome, type 2 diabetes mellitus, coronary artery diseases and non-alcoholic 

fatty liver disease [7]. Additionally, the majority of obese children will become 

also obese as an adult [8]. Although progress is being made to combat childhood 

obesity, it is of utmost importance to develop effective and targeted prevention 

and treatment strategies [9]. Hereto, the concept of metabolically “healthy” or 

protected obesity (MHO) was recently introduced [10, 11]. MHO children are 

obese, but do not show any metabolic complications [10, 11]. Early screening for 

metabolically healthy or unhealthy obesity (MUO) might help to refocus current 

prevention and treatment strategies, and may eventually result in a reduction of 

health-care costs. However, a good understanding of obesity-related biochemical 

mechanisms is inevitable for the development of appropriate screening strategies. 

In recent years, human-based metabolomics has emerged into a powerful 

high-throughput tool to accurately identify and quantify metabolites in biofluids 

such as plasma or urine [12]. The so-called metabolome provides a direct read-

out of an organism’s clinical phenotype, an indicator of both genetic and 

environmental (e.g. diet, drug, lifestyle) perturbations [13]. Consequently, the 

interest in metabolomics as a platform to study the underlying biochemical 

mechanisms of obesity and related metabolic disorders is increasing [14]. 

However, metabolomics studies focusing on childhood obesity are still scarce and 

concern only MS as analytical characterization tool [15, 16]. High resolution 1H-

NMR spectroscopy has previously proven to be a robust and reproducible 

technique to investigate disease mechanisms and might subsequently offer new 

insights into biochemical pathways associated with childhood obesity [12, 14, 17].  

The main objective of this study was to investigate in-depth plasma metabolic 

profiles of obese and normal-weight children using an untargeted 1H-NMR-based 
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metabolomics approach. In addition, plasma metabolic profiles of obese children 

classified as MHO or MUO were examined and associations with conventional 

biochemical parameters were explored, something that has – to our knowledge – 

not been considered before.   
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7.2 Material and methods 

7.2.1 Study participants 

The study participants included in this study are those of the combined training 

and validation cohorts of the plasma study of Chapter 5. Overweight or obese 

(OB) children who underwent an oral glucose tolerance test as part of a 

multidisciplinary obesity evaluation were recruited at the outpatient pediatric 

obesity clinic of the Jessa Hospital (Hasselt, Belgium) between February 2012 and 

December 2013. Normal-weight (NW) children were recruited among the offspring 

of personnel working at the Jessa Hospital or Hasselt University (Hasselt, 

Belgium). Inclusion criteria were as follows: (1) aged 8 to 18; (2) normal-weight, 

overweight or obese according to the IOTF BMI criteria [18]; (3) fasted for at least 

8 hours. Subjects taking any medication or having serious chronic or acute illness 

within two weeks preceding the clinical examination, were excluded from the 

study. Patients of foreign origin (e.g. Turkish or Moroccan) were classified as non-

native. The study was conducted in accordance with the ethical rules of the 

Helsinki Declaration and Good Clinical Practice. The study protocol was approved 

by the medical-ethical committees of the Jessa Hospital and Hasselt University 

(Hasselt, Belgium). Informed and written consent was obtained from all study 

participants and their parents or legal guardian.  

7.2.2 Anthropometric measurements  

The pubertal developmental stage was determined according to Tanner by clinical 

examination or self-assessment using realistic color images [19, 20]. Tanner stage 

was determined on the basis of breast development and genital size and was 

categorized into three groups: pre-pubertal (Tanner stage I), pubertal (Tanner 

stage II-IV) and post-pubertal (Tanner stage V). All study participants were 

measured wearing underwear only. Standing height was measured to the nearest 

0.1 cm using a Harpenden wall stadiometer, and weight was measured to the 

nearest 0.1 kg using an electronic balance scale. BMI was calculated by dividing 

weight in kilograms by height in meters squared (BMI = kg/m²). BMI SDS was 

calculated by the LMS method based on the IOTF criteria recently proposed by 

Cole et al. [18]. Seated blood pressure was measured twice with an electronic 
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sphygmomanometer (Omron®, Omron Healthcare, IL, USA) according to a 

validated protocol and the two measurements were averaged [21].  

7.2.3 Conventional biochemical analyses 

Biochemical laboratory parameters were only assessed in the obese study group. 

After an overnight fast, venous blood samples were taken for the analysis of the 

following biochemical parameters: glucose, insulin, HbA1c, HDL-C, triglycerides, 

LDL-C, AST, ALT, g-GT, uric acid, WBC and SHBG. Plasma glucose was measured 

by the glucose oxidase method using a Synchron LX20 analyzer (Beckman 

Coulter, Brea, CA, USA). Serum insulin was determined by immuno-reactive 

insulin (IRI) assay (ADVIA Centaur Insulin IRI; Siemens Medical Solutions 

Diagnostics, Tarrytown, NY, USA). Plasma HbA1c was measured using ion 

exchange chromatography (Menarini HA-8160 HbA1c auto-analyser, Menarini 

Diagnostics, Belgium). Plasma HDL-C and triglycerides were measured on a 

Beckman Coulter AU 2700 automatic analyzer (Brea, CA, USA). LDL-C was 

calculated according to the Friedewald equation [22]. Plasma AST, ALT, g-GT and 

uric acid were measured on a Beckman Coulter AU 2700 automatic analyzer (Brea, 

CA, USA). WBC was automatically assessed using Siemens Advia 2120 (Siemens 

Healthcare Diagnostics, Deerfield, IL, USA). Serum SHBG concentration was 

measured by immunoassay on an Architect i2000SR (Abbott Diagnostics, Ill., 

USA).  

7.2.4 Definition of metabolically “healthy” obesity 

We applied the first classification strategy described in Chapter 4 to determine 

metabolic risk status. This strategy (MRIDF) is based on the absence or presence 

of the metabolic syndrome defined according to the criteria of the International 

Diabetes Federation (IDF) consensus for children older than 10 years [23] and 

was previously also applied by other researchers [10, 24]. Metabolically “healthy” 

obese (MHO) were classified as being obese (defined according to the IOTF 

criteria) but having none of the components of the metabolic syndrome, and 

metabolically unhealthy obese (MUO) children were classified as being obese and 

having two or more components. Apart from obesity, the metabolic syndrome is 

defined as having two or more of the following abnormalities: (1) HDL-C < 40 

mg/dl (females 16 years or older: HDL-C < 50 mg/dl) (2) triglycerides ≥ 150 
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mg/dl; (3) SBP ≥ 130 mm Hg or DBP ≥ 85 mm Hg; (4) FPG ≥ 100 mg/dl. A group 

that fell in-between the classification of MHO and MUO was termed metabolically 

“at-risk” obese, however, this group was not included for statistical analyses. 

7.2.5 1H-NMR analysis 

Fasting venous blood samples were collected (BD Vacutainer® LH 17 I.U. 6 ml 

tube) and consequently processed as described in Chapter 5: 5.2.2 Sample 

collection, preparation and storage. Plasma 1H-NMR analysis was performed as 

described in Chapter 5: 5.2.3 1H-NMR analysis. Spectra were processed as 

described in Chapter 5: 5.2.4 Spectral processing. 

7.2.6  Statistical analyses  

Univariate statistical analyses 

Differences in descriptive characteristics between patients and controls were 

examined using univariate statistical analyses (IBM SPSS version 20.0, SPSS Inc., 

Chicago, IL, USA). Distribution of the data was tested with the Kolmogorov-

Smirnov test. To compare normally distributed continuous variables between 

patient and control groups, the independent samples t test was used and results 

are presented as mean ± SD. Non-normally distributed variables were tested with 

non-parametric Mann-Whitney U test and are presented as median (interquartile 

range (IQR)). Post-hoc Benjamini-Hochberg method was used to correct for 

multiple testing. Chi square test of association (n ≥ 10) or Fisher exact probability 

test (n < 10) was applied to test nominal or ordinal variables between two or more 

groups. For 3 x 2 contingency tables with n < 10, the Freeman-Halton extension 

of the Fisher exact probability test was used. Nominal or ordinal scale variables 

are presented as a number with percentage (%). Spearman’s correlation analysis 

was performed to test for associations between conventional biochemical 

parameters and plasma variables most strongly discriminating between MHO and 

MUO (as determined by multivariate statistics, see below). All p-values smaller 

than 0.05 are considered significant. To reduce the chances of obtaining false-

positive results (type I errors), Bonferroni corrected p-values were applied. 
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Multivariate statistical analyses  

Multivariate statistical analyses were performed as described in Chapter 5. The 

most important discriminating plasma variables (VARPL) between patient and 

control groups were defined on the basis of their variable influence on projection 

(VIP) value that had to be greater than 1. Some of these VARPL (integration 

regions) result from a single metabolite. In case a VARPL contains signals of more 

metabolites, the following procedure was used to define the most contributing 

metabolite: (i) visual inspection of characteristic metabolite J-patterns and their 

intensities in 1H-NMR spectra for the respective VARPL, and (ii) confirmation of the 

observed concentration increase/decrease by means of evaluating the 

concentration of other integration regions in which the same metabolite appears. 

If the model was strong, the area under the receiver operating characteristic 

(AUROC) curve was determined to quantify the overall ability of the test to 

discriminate between the plasma metabolic profile of patient and controls. AUROC 

was calculated on the basis of sample class prediction during 100 cross validations 

and was performed using receiver operating characteristic curve explorer and 

tester (ROCCET) [25]. A permutation plot for PLS-DA was developed to assess the 

risk that the PLS-DA model is spurious, i.e. if the model fits the training set well 

but does not predict Y well for new observations (see Chapter 1: Annex p.62).   
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7.3 Results 

7.3.1 Plasma 1H-NMR metabolic profile of obese and normal-

weight children and adolescents  

Descriptive characteristics of the study population consisting of 65 overweight or 

obese (OB) and 37 normal-weight (NW) children and adolescents aged between 

8 and 18 (mean age: 13.1 ± 2.4 years) are presented in Table 7.1. 

Table 7.1 Descriptive characteristics of the study population. 

 Overweight or obese 
(OB) 

Normal-weight 
(NW) 

p value 

Number, n  65 37  

Age, years 13.1 ± 2.2 13.0 ± 2.7 0.798 

Gender, n (%) 
   Male 
   Female 

 
39 (60.0) 
26 (40.0) 

 
18 (48.6) 
19 (51.4) 

0.304 

Ethnicity, n (%) 
   Native 
   Non-native 

 
39 (60.0) 
26 (40.0) 

 
36 (97.3) 
1 (2.7) 

<0.001 

Pubertal stage*, n (%) 
   I (pre-pubertal) 
   II-IV (pubertal) 
   V (post-pubertal) 

 
14 (21.5) 
26 (40.0) 
21 (32.3) 

 
11 (29.7) 
13 (35.1) 
9 (24.3) 

0.531 

BMI, kg/m² 32.0 (6.3) 18.0 (3.4) <0.001 

BMI SDS 2.8 (0.5) -0.1 (1.1) <0.001 

Values are presented as mean ± SD, median (IQR) or number (percentage). The p-values shown are the 

result of independent samples t test or Mann Whitney U test between OB and NW study groups. BMI: 

body mass index, BMI SDS: body mass index standard deviation score. *8 subjects refused clinical 

examination to determine pubertal stage.  

OB and NW subjects do not differ significantly in terms of age, gender and pubertal 

stage. Ethnicity is significantly different between OB and NW study groups. 

However, ethnicity is no confounding factor in the discrimination between OB and 

NW based on the metabolic phenotype (see below). BMI and BMI SDS are 

significantly higher in OB as compared to NW children and adolescents.  

Multivariate statistical analysis was performed on blood plasma obtained from 

65 OB and 37 NW study subjects. By means of the PCA score plot, hotelling’s T2 

range plot and distance to model (DModX) plot, five statistical outliers (4 OB and 

1 NW) were detected and subsequently excluded from the dataset. This resulted 

in a dataset of 61 OB and 36 NW subjects. With the use of PCA, this dataset was 

tested for unwanted confounding effects of age, gender, ethnicity and pubertal 

stage (Figure 7.1).  
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Figure 7.1 (partial). For figure legend see next page. 
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Figure 7.1 PCA score plots colored according to age (A), gender (B), ethnicity (C), 
and pubertal stage (D). Age (A) is continuously colored according to an age between 8 and 18 yrs; 

Gender (B) is colored according to girls (blue) and boys (red); Ethnicity (C) is colored according to native 

(blue) and non-native (red); Pubertal stage (D) is colored according to Tanner stage I (blue), II-IV 
(green), and V (red) or not identified (white). 

For age, gender and pubertal stage, no clustering or patterns were observed in 

the PCA score plots and consequently these variables are no confounding factors. 

On the basis of PCA, it is somewhat more difficult to determine whether ethnicity 

is a confounding factor. Therefore, an OPLS-DA model was constructed in addition 

to discriminate between native (n=71) and non-native (n=26) subjects (Figure 

7.2). The sensitivity and predictive accuracy of this model are poor (sensitivity = 

27%, specificity = 93%, Q2(cum) = 9%). Hence, we can conclude that ethnicity 

is not a confounding factor. 
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Figure 7.2 Supervised OPLS-DA score plot based on all 110 variables derived from 
plasma 1H-NMR CPMG spectra of native (blue) and non-native (red) subjects. 
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The unsupervised PCA model – built with all 110 plasma variables – showed 

pattern clustering of OB and NW plasma metabolic profiles (Figure 7.3A). The 

supervised OPLS-DA model – built with all 110 plasma variables – was performed 

on the case-control dataset to construct a robust model to discriminate between 

OB and NW (Figure 7.3B). The predictive and orthogonal explained variation in X 

was 86% (R2X (cum)) and in Y was 73% (R2Y (cum)). The model showed a strong 

predictive ability of 62% (Q2 (cum)) and allowed to classify 95% (58/61) OB 

subjects and 92% (33/36) of NW subjects correctly with an AUROC of 0.961 (Table 

7.2).  

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.3 Unsupervised PCA score plot (A) and supervised OPLS-DA score plot (B) 
based on all 110 variables derived from plasma 1H-NMR CPMG spectra of OB (●) 
and NW (○) subjects. The 1H-NMR metabolic profile of a given subject is plotted as a single 

point. PC1 (78.9%) and PC2 (5.5%) of the PCA score plot explain the largest and second 
largest variation within the data, respectively. In the OPLS-DA score plot, the first predictive 
component (t[1]P: 26.1%) explains the cumulative predictive and orthogonal variation in X, 
and the first orthogonal component (t[1]O: 53.4%) explains the variation in Y. 
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To investigate the impact of noisy variables on the model performance, OPLS-DA 

models were constructed and compared as previously described in Chapter 5 

(Table 7.2). ROC-curves were also constructed to determine the AUROC, a 

quantification of the overall ability of each model to discriminate between OB and 

NW subjects.  

Table 7.2 Multivariate model characteristics (OPLS-DA and ROC analyses) of the 
plasma 1H-NMR dataset consisting of 61 OB and 36 NW subjects presented 
according to a decreasing threshold limit for coefficient of variation. 

 Threshold limits for coefficient of variation* 

 None 20% 15% 10% 5% 
Number of 

remaining VARPL 
110 91 83 69 43 

LV 3 3 3 3 3 

R2X (cum) 0.863 0.878 0.893 0.904 0.932 

R2Y (cum) 0.725 0.718 0.721 0.702 0.686 

Q2 (cum) 0.624 0.628 0.636 0.622 0.623 

Sensitivity (%) 95.1 95.1 95.1 95.1 95.1 

Specificity (%) 91.7 91.7 91.7 91.7 91.7 

AUROC 
(95% CI) 

0.961 
(0.912 – 0.997) 

0.963 
(0.914 – 0.998) 

0.965 
(0.920 – 0.999) 

0.961 
(0.910 – 0.998) 

0.962 
(0.912 – 0.997) 

*Threshold limits for coefficient of variation from 20 to 5% were used as an exclusion criteria for noisy variables. VARPL: 
plasma variables; LV: latent variables; R2X (cum): cumulative variation within study groups; R2Y (cum): cumulative 

variation between study groups; Q2 (cum): predictive ability (cross-validation); AUROC: area under the ROC-curve. 

The model built on the basis of the 15% threshold for the coefficient of variation 

including 83 variables (27 noisy variables were removed from the entire model), 

showed the best predictive ability (Q2(cum) = 64% and AUROC = 0.965) 

compared to all other models, which is in accordance with results of Chapter 5. 

Therefore, and because the PLS-DA permutation test confirms the validity of this 

model, it was selected as the most optimal model and was subsequently used for 

further analysis (Figure 7.4). 

 

Figure 7.4 (partial). For figure legend see next page. 
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Figure 7.4 Supervised OPLS-DA score plot (A), ROC-curve (B) and PLS-DA 
permutation test based on 83 variables derived from plasma 1H-NMR CPMG spectra 
of 61 OB (●) and 36 NW (○) subjects. The 1H-NMR metabolic profile of a given subject is plotted 

as a single point. In the OPLS-DA score plot (A), the first predictive component (t[1]P: 27.2%) explains 

the variation between both study groups and the first orthogonal component (t[1]O: 55.5%) explains the 
variation within both study groups. The overall predictive ability of the reduced model is given by AUC of 

the ROC-curve (B). The PLS-DA permutation test illustrates the validity of the model (C): For a model to 

be valid, R2 (grey dots) and Q2 (black boxes) values for each permuted observation have to be lower than 

0.3 and 0.05, respectively. 

To further determine the influence of each plasma variable on the model, a VIP 

plot was constructed. Only plasma variables having a VIP value exceeding 1 were 

selected as strong discriminating variables (Table 7.3). VARPL100 represents CH3-

(CH2)n- signals of fatty acid chains. Because in plasma the sum of the average 

concentration of low-density lipoprotein (LDL) and very low-density lipoprotein 

(VLDL) is higher than for high-density lipoprotein (HDL), and because LDL and 

VLDL contain longer fatty acid chains, VARPL100 is mainly reflecting LDL and VLDL 

concentrations.  
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Table 7.3 Plasma variables that contributed most to the discrimination between OB and NW subjects with a VIP higher than 1, 
ranked from strongest to least strong discriminatory power. 

VARPL 
Start and 
end ppm VIP ± cvSE Metabolites assigned by spiking experiments 

Metabolite most contributing to 
VARPL 

100 1.3450 – 1.2458 4.07 ± 0.40 
Lipids: CH3-(CH2)n- in fatty acid chain 

+ L-Isoleucine + L-Threonine 

Lipids (mainly VLDL-C and LDL-C): 

CH3-(CH2)n- in fatty acid chain 

58 3.3230 – 3.2186 3.74 ± 0.46 
L-Arginine + L-Histidine + L-Phenylalanine + L-Tyrosine 

+ D-Glucose + -N+(CH3)3 of choline head group in SM/PC 

-N+(CH3)3 of choline head group in 

SM/PC 

99 1.3740 – 1.3450 2.78 ± 0.22 L-Lactate + L-Threonine L-Lactate 

54 3.5360 – 3.3980 2.46 ± 0.15 L-Proline + D-Glucose + Acetoacetate D-Glucose 

91 2.1230 – 1.9720 2.11 ± 0.32 

Lipids: -CH2-CH=CH- in fatty acid chain + L-Glutamate 

+ L-Methionine + L-Proline + L-Isoleucine 

+ N-acetyl signal of glycoproteins 

Lipids: -CH2-CH=CH- in fatty acid chain 

+ N-acetyl signal of glycoproteins 

98 1.4200 – 1.3740 2.06 ± 0.23 L-Lactate L-Lactate 

95 1.6860 – 1.5600 1.74 ± 0.18 
Lipids: -CH2-CH2-C=O and -CH2-CH2-CH=CH in fatty acid chain + 

L-Arginine + L-Lysine 

Lipids: -CH2-CH2-C=O and -CH2-CH2-

CH=CH in fatty acid chain 

38 3.9590 – 3.8330 1.64 ± 0.35 
L-Aspartate + L-Cysteine + L-Methionine + L-Serine 

+ L-Tyrosine + D-Glucose 
D-Glucose 

18 5.4300 – 5.2752 1.43 ± 0.20 Lipids: -HC=CH- in fatty acid chain Lipids: -HC=CH- in fatty acid chain 

66 3.0640 – 2.9950 1.32 ± 0.12 L-Cysteine + L-Lysine + L-Tyrosine + α-ketoglutarate α-ketoglutarate 

87 2.2915 – 2.2690 1.26 ± 0.07 
Lipids: -CH2-C=O and -CH2-CH=CH- in fatty acid chain 

+ L-Valine + L-Methionine 

Lipids: -CH2-C=O and -CH2-CH=CH- in 

fatty acid chain 

67 2.9950 – 2.8860 1.23 ± 0.22 
Lipids: =CH-CH2-CH= in fatty acid chain + L-Asparagine 

+ α-ketoglutarate 
α-ketoglutarate 

42 3.7820 – 3.7550 1.17 ± 0.10 
L-Alanine + L-Glutamate + L-Glutamine + L-Leucine + L-Lysine 

+ D-Glucose 
D-Glucose 

21 4.6940 – 4.6620 1.13 ± 0.13 D-Glucose D-Glucose 

VARPL: plasma variable; VIP: variable influence on projection; cvSE: standard error of cross-validation. LDL-C: low-density lipoprotein cholesterol; NI: non-
identified; PC: phosphatidylcholine; SM: sphingomyelin; VLDL-C: very-low density lipoprotein cholesterol. 
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To explore the model contribution and statistical reliability of these discriminating 

variables, an S-plot – corresponding to the OPLS-DA score plot – was constructed 

(Figure 7.5). Plasma variables that correlate positively with the OB phenotype are 

located in the upper right part, and variables that correlate positively with the NW 

phenotype are located in the bottom left part of the S-plot. VARPL100 representing 

lipids (mainly VLDL-C and LDL-C) is most important (VIP value: 4.07 ± 0.40) in 

the discrimination between OB and NW subjects and is positively correlated with 

the OB phenotype. VARPL100 has a strong model contribution (p[1]=0.449) and 

high statistical reliability as discriminating variable (p(corr)[1]=0.512). Also 

VARPL58 representing choline-containing phospholipids is highly important (VIP 

value: 3.74 ± 0.46) in the discrimination between OB and NW subjects and is 

negatively correlated with the OB phenotype. VARPL58 has a strong model 

contribution (p[1]=-0.411) and high statistical reliability as discriminating variable 

(p(corr)[1]=-0.746).  

 

 
Figure 7.5 Supervised OPLS-DA S-plot based on 83 variables derived from plasma 
1H-NMR CPMG spectra of 61 OB and 36 NW subjects. The S-plot corresponds to the OPLS-

DA score plot shown in Figure 7.4. The S-plot is composed of p(corr)[1] and p[1] vectors of the predictive 

component; p[1] reflects the model contribution of each variable and p(corr)[1] reflects the statistical 

reliability as discriminating variable. All plasma variables are presented by their unique number. Variables 

with a VIP > 1 are illustrated as black triangles, and variables with a VIP < 1 are illustrated as white dots. 

From multivariate OPLS-DA analysis, it can be derived that OB patients show 

higher plasma levels of lipids, lactate, and N-acetyl glycoproteins, and lower levels 

of choline-containing phospholipids, glucose and α-ketoglutarate compared to NW 

controls. Significant differences between relative concentrations of VARPL most 
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strongly discriminating between OB and NW were confirmed by univariate analysis 

(Table 7.4).   

Table 7.4 Relative concentrations of VARPL differing between OB and NW children. 

VARPL Metabolite most contributing to VARPL OB (n=61) NW (n=36) p-value 

100 
Lipids (mainly VLDL-C and LDL-C): 

CH3-(CH2)n- in fatty acid chain 
175.8 ± 41.5 141.1 ± 21.1 4.06x10-7 

58 -N+(CH3)3 of choline head group in SM/PC 61.2 ± 14.2 81.3 ± 7.1 7.52x10-15 

99 L-Lactate 62.2 ± 16.1 47.1 ± 9.9 1.25x10-7 

54 D-Glucose 62.9 ± 13.1 74.9 ± 8.1 2.08x10-7 

91 
Lipids: -CH2-CH=CH- in fatty acid chain 

+ N-acetyl signal of glycoproteins 
69.7 ± 3.8 63.4 ± 3.5 1.42x10-12 

98 L-Lactate 20.7 ± 7.9 12.9 ± 3.5 2.14x10-9 

95 
Lipids: -CH2-CH2-C=O and -CH2-CH2-CH=CH 

in fatty acid chain 
16.0 ± 5.2 10.6 ± 2.4 6.31x10-10 

38 D-Glucose 61.3 ± 12.5 68.7 ± 5.9 1.00x10-4 

18 Lipids: -HC=CH- in fatty acid chain 31.0 ± 6.3 26.3 ± 3.6 8.08 x10-6 

66 α-ketoglutarate 14.1 ± 3.1 17.3 ± 1.9 1.10x10-8 

87 
Lipids: -CH2-C=O and -CH2-CH=CH- in fatty 

acid chain 
6.3 ± 2.5 3.6 ± 1.1 6.70x10-11 

67 α-ketoglutarate 10.1 ± 2.5 12.8 ± 1.7 7.72x10-9 

42 D-Glucose 19.1 ± 3.8 22.1 ± 2.0 1.85x10-6 

21 D-Glucose 12.8 ± 2.7 15.4 ± 1.9 5.35x10-7 

Relative concentrations are presented as mean ± SD. All VARPL were significantly different between OB 

and NW using the independent samples t test with Benjamini-Hochberg correction. LDL-C: low-density 
lipoprotein cholesterol; NW: normal-weight; OB: overweight or obese; PC: phosphatidylcholine; SM: 

sphingomyelin; VARPL: plasma variables; VLDL-C: very-low density lipoprotein cholesterol.  

The relative concentrations of VARPL54, VARPL38, VARPL42 and VARPL21 (VIP value 

higher than 1) representing glucose are lower for OB compared to NW subjects. 

To further explore the reliability of this finding, the relative concentrations of all 

other VARPL representing glucose in the plasma 1H-NMR spectrum (i.e. VARPL19, 

VARPL39-44 and VARPL52-53; see Table 5.2 in Chapter 5) were evaluated. It was 

found that these are all pointing in the same direction – i.e. lower for OB compared 

to NW subjects – and have a VIP higher than 0.4, indicating reliable findings. The 

relative concentrations of VARPL66-67 (VIP value higher than 1) representing α-

ketoglutarate are lower for OB compared to NW subjects. The relative 

concentrations of VARPL76-77 (VIP value higher than 0.4) representing both α-

ketoglutarate (see Table 5.2 in Chapter 5) are also lower for OB compared to NW 

subjects. VARPL98-99 representing lactate had a VIP higher than 2.0 and were 

both higher in OB as compared to NW. Although lactate appears also in VARPL28-

29, the VIP of these variables already becomes lower than 0.3. Except for VARPL58, 

signals of lipids (VIP values higher than 0.3) are all pointing in the same direction, 

i.e. higher in concentration for OB compared to NW subjects. Relative plasma 

concentrations of choline-containing phospholipids (VARPL58) are lower for OB 

compared to NW. 
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7.3.2 Plasma 1H-NMR metabolic profile of metabolically “healthy” 

and unhealthy obese children and adolescents 

Descriptive characteristics of the obese study group classified as MHO or MUO 

according to the absence or presence, respectively, of the metabolic syndrome as 

defined by the pediatric IDF criteria, are presented in Table 7.5.  

Table 7.5 Descriptive characteristics of MHO and MUO children and adolescents. 

 MHO MUO p-value 

Number, n  18 17  

Age, years 13.4 ± 2.0 13.2 ± 2.0 0.552 

Gender, n (%) 
   Male 
   Female 

 
10 (55.6) 
8 (44.4) 

 
10 (58.8) 
7 (41.2) 

1.000 

Ethnicity, n (%) 
  Native  
  Non-native 

 
14 (77.8)  
4 (22.2) 

 
7 (41.2)  
10 (58.8) 

0.041 

Pubertal stage, n (%) 
   I (pre-pubertal) 
   II-IV (pubertal) 
   V (post-pubertal) 

 
4 (22.2) 
9 (50.0) 
5 (27.8) 

 
2 (11.8) 
7 (41.2) 
8 (47.0) 

0.494 

BMI, kg/m² 30.8 ± 3.5 33.7 ± 5.0 0.099 

BMI SDS 2.7 (0.5) 2.9 (0.5) 0.075 
Results of continuous variables are presented as mean ± SD or median (IQR) and nominal or ordinal 

scale variables are presented as a number with percentage (%). The p-values shown are the result of 

independent samples t test or Mann Whitney U test between MHO and MUO study groups. BMI: body 

mass index; BMI SDS: body mass index standard deviation score; MHO: metabolically healthy obese; 

MUO: metabolically unhealthy obese.  

 

No univariate statistical significant differences were found for age, gender, 

pubertal stage, BMI and BMI SDS between MHO and MUO subjects. Ethnicity is 

significantly different between MHO and MUO study groups. However, ethnicity is 

no confounding factor in the discrimination between MHO and MUO based on the 

metabolic phenotype (see below). 

Multivariate statistical analyses were performed on plasma obtained from 35 

OB study subjects classified as MHO or MUO. By means of the PCA score plot, 

hotelling’s T2 range plot and distance to model (DModX) plot, no statistical outliers 

were detected. With the use of PCA, the dataset was tested for unwanted 

confounding effects of age, gender, ethnicity, pubertal stage and BMI SDS (Figure 

7.6).  
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Figure 7.6 (partial). For figure legend see next page. 
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● Tanner stage I 

● Tanner stage II-IV                     

● Tanner stage V 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

Figure 7.6 PCA score plots of 35 OB subjects colored according to age (A), gender 
(B), ethnicity (C), pubertal stage (D) and BMI SDS (E). Age (A) is continuously colored 

according to an age between 8 and 18 yrs; Gender (B) is colored according to girls (blue) and boys (red); 

Ethnicity (C) is colored according to native (blue) and non-native (red); Pubertal stage (D) is colored 

according to Tanner stage I (blue), II-IV (green) and V (red); BMI SDS (E) is continuously colored 

according to a BMI SDS between 1 and 4. 

No clustering patterns were observed in the PCA plots, and consequently these 

variables were not considered as confounding factors. An unsupervised PCA and 

supervised OPLS-DA score plot – built with 110 plasma variables – was 

constructed for OB subjects classified as MHO or MUO (Figure 7.7).  
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Figure 7.7 PCA (A) and OPLS-DA (B) score plots based on 110 plasma 1H-NMR 
variables of 18 MHO (○) and 17 MUO (●) subjects. The 1H-NMR metabolic profile of a given 

subject is plotted as a single point. PC1 (84.9%) and PC2 (3.4%) of the PCA score plot explain the largest 

and second largest variation within the data, respectively. In the OPLS-DA score plot (LV=2), the first 

predictive component (t[1]P=38.3%) explains the cumulative predictive and orthogonal variation in X 

and the first orthogonal component (t[1]O=49.4%) explains the variation in Y. 

The OPLS-DA model built has a predictive and orthogonal explained variation in X 

of 87.7% (R2X(cum)), and explained variation in Y is 50.5% (R2Y(cum)). This 

model showed a moderate predictive ability of 24.9% (Q2 (cum)) and allowed to 

classify 94% (16/17) MUO subjects and 89% (16/18) MHO subjects correctly. 

To exclude the effect of noisy variables, the model was re-built on the basis of 

the 15% threshold for the coefficient of variation including 83 variables (27 noisy 

variables were removed from the entire model) (Figure 7.8). The model showed 

a R2X(cum) of 90.4%, a slightly lower R2Y(cum) of 48.3%, a predictive ability of 

28.3%, and allowed to classify 94% (16/17) MUO subjects and 78% (14/18) MHO 

subjects correctly. 

A

B
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Figure 7.8 Supervised OPLS-DA score plot based on 83 variables derived from 
plasma 1H-NMR CPMG spectra of 18 MHO (○) and 17 MUO (●) subjects. The 1H-NMR 

metabolic profile of a given subject is plotted as a single point. The first predictive component (t[1]P: 

40.8%) explains the cumulative predictive and orthogonal variation in X and the first orthogonal 

component (t[1]O: 49.5%) explains the variation in Y (LV=2). 

To determine which plasma variables discriminated best between MHO and MUO 

subjects, a VIP plot was constructed. Plasma variables with a VIP value exceeding 

1 were selected as those with the strongest discriminating power (Table 7.6). 
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Table 7.6 Plasma variables that contributed most to the discrimination between MHO and MUO subjects with a VIP higher than 

1, ranked from strongest to least strong discriminatory power. 

VARPL 

Start and 

end ppm VIP ± cvSE Metabolites assigned by spiking experiments Metabolite(s) most contributing to VARPL 

100 1.3450 – 1.2458 4.45 ± 0.24 
Lipids: CH3-(CH2)n- in fatty acid chain + L-

Isoleucine + L-Threonine 

Lipids (mainly VLDL-C and LDL-C): CH3-(CH2)n- in fatty 

acid chain 

58 3.3230 – 3.2186 3.35 ± 0.89 

L-Arginine + L-Histidine + L-Phenylalanine  

+ L-Tyrosine + D-Glucose + -N+(CH3)3 of choline 

head group in SM/PC  

-N+(CH3)3 of choline head group in SM/PC 

99 1.3740 – 1.3450 2.85 ± 0.46 L-Lactate + L-Threonine L-Lactate 

38 3.9590 – 3.8330 2.22 ± 0.30 
L-Aspartate + L-Cysteine + L-Methionine  

+ L-Serine + L-Tyrosine + D-Glucose 
D-Glucose 

98 1.4200 – 1.3740 1.98 ± 0.33 L-Lactate L-Lactate 

54 3.5360 – 3.3980 1.95 ± 0.59 L-Proline + D-Glucose + Acetoacetate D-Glucose 

95 1.6860 – 1.5600 1.66 ± 0.26 
Lipids: -CH2-CH2-C=O and -CH2-CH2-CH=CH in 

fatty acid chain + L-Arginine + L-Lysine 

Lipids: -CH2-CH2-C=O and -CH2-CH2-CH=CH in fatty acid 

chain 

18 5.4300 – 5.2752 1.65 ± 0.35 Lipids: -HC=CH- in fatty acid chain Lipids: -HC=CH- in fatty acid chain 

91 2.1230 – 1.9720 1.33 ± 0.44 

Lipids: -CH2-CH=CH- in fatty acid chain + L-

Glutamate + L-Methionine + L-Proline  

+ L-Isoleucine + N-acetyl signal of glycoproteins 

Lipids: -CH2-CH=CH- in fatty acid chain + N-acetyl signal 

of glycoproteins 

45 3.7141 – 3.6680 1.24 ± 0.53 Glycerol Glycerol 

42 3.7820 – 3.7550 1.19 ± 0.12 
L-Alanine + L-Glutamate + L-Glutamine  

+ L-Leucine + L-Lysine + D-Glucose 
D-Glucose + L-Lysine + L-Alanine 

87 2.2915 – 2.2690 1.16 ± 0.16 
Lipids: -CH2-C=O and -CH2-CH=CH- in fatty acid 

chain + L-Valine + L-Methionine 
Lipids: -CH2-C=O and -CH2-CH=CH- in fatty acid chain 

94 1.8060 – 1.6860 1.06 ± 0.27 L-Arginine + L-Lysine + L-Leucine L-Lysine 

96 1.5400 – 1.4900 1.06 ± 0.26 L-Alanine + L-Isoleucine + L-Lysine L-Lysine + L-Alanine 

44 3.7390 – 3.7141 1.03 ± 0.11 D-Glucose D-Glucose 

66 3.0640 – 2.9950 1.00 ± 0.34 
L-Cysteine + L-Lysine + L-Tyrosine  

+ α-ketoglutarate 
α-ketoglutarate + L-lysine 

LDL-C: low-density lipoprotein cholesterol; PC: phosphatidylcholine; SM: sphingomyelin; VARPL: plasma variable; VLDL-C: very-low density lipoprotein 
cholesterol; VIP: variable influence on projection; cvSE: standard error of cross-validation. 
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To explore the model contribution and statistical reliability of these discriminating 

variables, an S-plot – corresponding to the OPLS-DA score plot – was constructed 

(Figure 7.9). Plasma variables that correlate positively with the MHO phenotype 

are located in the bottom left part, and variables that correlate positively with the 

MUO phenotype are located in the upper right part of the S-plot.  

 

Figure 7.9 Supervised OPLS-DA S-plot based on 83 variables derived from plasma 
1H-NMR CPMG spectra of 18 MHO and 17 MUO subjects. The S-plot corresponds to the 

OPLS-DA score plot shown in Figure 7.8. The S-plot is composed of p(corr)[1] and p[1] vectors of the 

predictive component; p[1] reflects the model contribution of each variable and p(corr)[1] reflects the 

statistical reliability as discriminating variable. All plasma variables are presented by their unique number 

and variables with a VIP > 1 are illustrated as black triangles. 

VARPL100 representing lipids (mainly of VLDL-C and LDL-C) is most important (VIP 

value: 4.45 ± 0.24) in the discrimination between MHO and MUO subjects and is 

positively correlated with the MUO phenotype. VARPL100 has a strong model 

contribution (p[1]=0.506) and high statistical reliability as discriminating variable 

(p(corr)[1]=0.692). VARPL58 representing choline-containing phospholipids is also 

a strongly discriminating variable (VIP value: 3.35 ± 0.89) and is negatively 

correlated to the MUO phenotype. VARPL58 has a strong model contribution 

(p[1]=-0.371) and high statistical reliability as discriminating variable 

(p(corr)[1]=-0.841).   

As already described above, most plasma metabolites are represented by more 

than one signal in the 1H-NMR spectrum and are therefore characterized by more 

than one VARPL, except for the N-acetyl signal of glycoproteins (VARPL91). 

Consequently, it was investigated whether all VARPL representing a certain 

metabolite were all correlated in the same direction with the MHO phenotype. 
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Relative concentrations of VARPL98-99 (VIP values higher than 1.9) both 

representing lactate were pointing in the same direction, i.e. lower in MHO as 

compared to MUO. Although lactate appears also in VARPL28-29, the VIP of these 

variables already becomes lower than 0.3. Except for choline-containing 

phospholipids (VARPL58), relative concentrations of other lipids (VIP values higher 

than 0.3) were lower in MHO as compared to MUO. All of the VARPL representing 

glucose (VARPL19, VARPL21, VARPL38-44, and VARPL52-54; VIP values greater than 

0.5) showed relative concentrations higher for MHO as compared to MUO. Relative 

concentrations of VARPL45 (VIP higher than 1), VARPL47 and VARPL51 (VIP values 

higher than 0.4) representing glycerol were higher for MHO as compared to MUO. 

Relative concentrations of VARPL41-42, VARPL63-66, VARPL92-94 and VARPL96 (VIP 

values greater than 0.3) representing lysine were all higher in MHO as compared 

to MUO. Relative concentrations of VARPL39-43 and VARPL96 (VIP values greater 

than 0.7) representing alanine were all higher in MHO as compared to MUO. 

Relative concentrations of VARPL66 (VIP value higher than 1), VARPL67 and 

VARPL76-77 (VIP values greater than 0.1) representing α-ketoglutarate were 

higher in MHO as compared to MUO.  

From OPLS-DA multivariate statistical analysis, it can be derived that MHO 

subjects have lower levels of lipids, lactate and N-acetyl glycoproteins, and higher 

levels of choline-containing phospholipids, glucose, glycerol, lysine, alanine and 

α-ketoglutarate compared to MUO. These findings were confirmed with univariate 

statistical analysis (Table 7.7). 
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Table 7.7 Relative concentrations of VARPL differing between MHO and MUO 

children. 
VARPL Metabolite(s) most contributing to VARPL MHO (n=18) MUO (n=17) p-value 

100 
Lipids (mainly VLDL-C and LDL-C): CH3-

(CH2)n- in fatty acid chain 
158.9 ± 37.6 201.2 ± 45.2 0.005 

58 -N+(CH3)3 of choline head group in SM/PC 69.2 ± 14.6 50.1 ± 13.0 2.63x10-4 

99 L-Lactate 56.1 ± 13.5 72.9 ± 18.0 0.004 

38 D-Glucose 65.8 ± 10.5 54.4 ± 14.1 0.010 

98 L-Lactate 17.3 ± 6.0 25.7 ± 9.7 0.006 

54 D-Glucose 67.2 ± 11.2 56.7 ± 16.8 0.035 

95 
Lipids: -CH2-CH2-C=O and -CH2-CH2-CH=CH 

in fatty acid chain 
13.5 ± 4.7 19.2 ± 6.0 0.004 

18 Lipids: -HC=CH- in fatty acid chain 28.5 ± 5.8 34.6 ± 7.3 0.009 

91 
Lipids: -CH2-CH=CH- in fatty acid chain + N-

acetyl signal of glycoproteins 
67.9 ± 3.8 71.9 ± 4.8 0.010 

45 Glycerol 13.9 ± 3.0 10.8 ± 2.5 0.002 

42 D-Glucose + L-Lysine + L-Alanine 20.4 ± 3.3 16.9 ± 4.5 0.014 

87 
Lipids: -CH2-C=O and -CH2-CH=CH- in fatty 

acid chain 
5.2 ± 2.3 7.9 ± 2.7 0.003 

94 L-Lysine  10.2 ± 1.7 7.9 ± 2.1 0.002 

96 L-Lysine + L-Alanine 8.5 ± 1.4 6.5 ± 1.7 4.98x10-4 

44 D-Glucose 13.1 ± 2.2 10.7 ± 2.9 0.008 

66 α-ketoglutarate + L-Lysine 14.9 ± 2.8 12.3 ± 3.6 0.023 

Relative concentrations are presented as mean ± SD. All results are significantly different between MHO 

and MUO using the independent samples t test with Benjamini-Hochberg correction. LDL-C: low-density 

lipoprotein cholesterol; NW: normal-weight; OB: overweight or obese; PC: phosphatidylcholine; SM: 

sphingomyelin; VARPL: plasma variables; VLDL-C: very-low density lipoprotein cholesterol.  

7.3.3 Correlations between conventional biochemical parameters 

and plasma 1H-NMR metabolic profile of obese children and 

adolescents classified as MHO or MUO 

Clinical and biochemical parameters measured in 18 MHO and 17 MUO children 

and adolescents are presented in Table 7.8. 
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Table 7.8 Clinical and biochemical characteristics of MHO and MUO children and 

adolescents. 

 MHO MUO p-value 

Number, n 18 17  

SBP, mm Hg 114 ± 9 128 ± 9 <0.001 

DBP, mm Hg 69 ± 8 79 ± 6 <0.001 

Fasting glucose, mg/dl 92 ± 4 98 ± 7 0.009 

Fasting insulin, µU/ml 16.0 (10.6) 24.5 (19.1) 0.019 

HbA1c, % 5.4 (0.3) 5.6 (0.2) 0.013 

HDL-C, mg/dl 47 (15) 39 (7) <0.001 

Triglycerides, mg/dl 78 (69) 134 (166) 0.003 

LDL-C, mg/dl 75 (32) 92 (42) 0.082 

AST, U/l 25 (7) 24 (16) 0.704 

ALT, U/l 19 (15) 19 (29) 0.448 

g-GT, U/l 16 (9) 17 (13) 0.333 

Uric acid, mg/dl 5.4 ± 1.1 6.7 ± 1.2 0.005 

WBC count, 109/l 7.0 ± 1.3 7.0 ± 1.7 0.947 

SHBG, nmol/l 29 (25) 19 (5) 0.006 
Results of continuous variables are presented as mean ± SD or median (IQR). The p-values shown are 

the result of independent samples t test or Mann Whitney U test between MHO and MUO study groups. 

Bonferroni adjusted p-values < 0.003 are considered statistical significant between MHO and MUO. ALT: 
alanine transaminase; AST: aspartate transaminase; DBP: diastolic blood pressure; g-GT: gamma 

glutamyl transpeptidase; HbA1c: hemoglobin A1C; HDL-C: high-density lipoprotein cholesterol; HOMA-

IR: homeostatic model assessment for insulin resistance; IDF: International Diabetes Federation; LDL-C: 

low-density lipoprotein cholesterol; MHO: metabolically healthy obese; MR: metabolic risk; MUO: 

metabolically unhealthy obese; SBP: systolic blood pressure; SHBG: sex-hormone binding globulin; WBC: 

white blood cell.  

 

Blood pressure, and levels of HDL-C and triglycerides are significantly different 

(Bonferroni adjusted p-values <0.003) between MHO and MUO using univariate 

statistical analysis. To explore correlations between conventionally measured 

biochemical parameters and VARPL most strongly discriminating between MHO and 

MUO, a PCA score plot of plasma 1H-NMR spectra of MHO and MUO subjects was 

constructed based on 83 plasma variables. The PCA plot was colored according to 

each biochemical parameter: i.e. fasting plasma glucose, fasting serum insulin, 

HbA1c, HDL-C, triglycerides, LDL-C, AST, ALT, g-GT, uric acid, WBC count and 

SHBG, measured in fasting blood of obese children and adolescents. A gradual 

increase was observed only for triglycerides towards a more obese (Figure 7.10A) 

and MUO (Figure 7.10B) phenotype. 
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Figure 7.10 PCA score plot colored according to fasting plasma triglyceride 
concentration of the OB study group (A), and MHO and MUO subjects (B). The 1H-

NMR metabolic profile of a given subject (MHO=0; MUO=1) is plotted as a single point. Triglyceride levels 

ranged from 33 mg/dl (blue) to 361 mg/dl (red). PC1 and PC2 of the PCA score plot explain the largest 

and second largest variation within the data, respectively.  

In Figure 7.10A and B, a similar trend can be observed. The low triglyceride 

concentrations situated at the left of the PCA plot, are mostly corresponding to 

the MHO phenotype whereas high triglyceride concentrations situated at the right 

of the PCA plot are mostly corresponding to MUO phenotype. This observation was 

confirmed with univariate Spearman correlation analysis (Table 7.9). Triglyceride 

levels were highly associated (p<0.001) with VARPL discriminating most between 

18 MHO and 17 MUO.  

 

A

B 

B
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Table 7.9 Spearman correlations between triglyceride levels and VARPL 

discriminating most between MHO and MUO. 

  Triglyceride 
concentration 

VARPL Metabolite(s) most contributing to VARPL rs p-value 

100 
Lipids (mainly VLDL-C and LDL-C): CH3-(CH2)n- in 

fatty acid chain 
0.892 5.41x10-21 

58 -N+(CH3)3 of choline head group in SM/PC -0.881 7.05x10-20 

99 L-Lactate 0.875 2.72x10-19 

38 D-Glucose -0.888 1.46x10-20 

98 L-Lactate 0.834 4.48x10-16 

54 D-Glucose -0.876 2.06x10-19 

95 
Lipids: -CH2-CH2-C=O and -CH2-CH2-CH=CH in 

fatty acid chain 
0.824 1.91x10-15 

18 Lipids: -HC=CH- in fatty acid chain 0.828 1.06x10-15 

91 
Lipids: -CH2-CH=CH- in fatty acid chain + N-acetyl 

signal of glycoproteins 
0.752 1.06x10-11 

45 Glycerol -0.808 1.88x10-14 

42 D-Glucose + L-Lysine  + L-Alanine -0.884 4.20x10-20 

87 
Lipids: -CH2-C=O and -CH2-CH=CH- in fatty acid 

chain 
0.884 3.97x10-20 

94 L-Lysine  -0.854 1.64x10-17 

96 L-Lysine  + L-Alanine -0.767 2.14x10-12 

44 D-Glucose -0.892 5.88x10-21 

66 α-ketoglutarate + L-Lysine  -0.793 1.24x10-13 
Spearman’s correlation coefficient rs measures the degree and direction of correlation between 

triglycerides and VARPL. LDL-C: low-density lipoprotein cholesterol; PC: phosphatidylcholine; SM: 

sphingomyelin; VARPL: plasma variable; VLDL-C: very-low density lipoprotein cholesterol.  
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7.4 Discussion 

In this study, we applied untargeted plasma 1H-NMR-based metabolomics to 

investigate obesity in children and adolescents. Our results show metabolic 

differences in plasma of obese and normal-weight children and adolescents. Obese 

children had significantly higher concentrations of lipids, lactate and N-acetyl 

glycoproteins, and lower concentrations of choline-containing phospholipids, 

glucose and α-ketoglutarate compared to normal-weight children and adolescents. 

In addition, the plasma metabolic profile of metabolically “healthy” obese (MHO) 

and metabolically unhealthy obese (MUO) children and adolescents could be 

clearly discriminated. In addition, the – conventionally measured – triglyceride 

concentration is highly correlated with the plasma metabolites which discriminate 

most strongly between MHO and MUO phenotypes. 

Dyslipidemia is a typical symptom of childhood obesity and is traditionally 

characterized by increased plasma levels of triglycerides, slightly elevated LDL-C 

and decreased HDL-C [26]. Using 1H-NMR spectroscopy of plasma, the obese 

children in this study showed elevated levels of lipid signals originating from VLDL-

C and LDL-C compared to normal-weight children. In line with our findings, a 1H-

NMR-based study in adults showed that obesity is related to a 50-100% increase 

in plasma concentrations of pro-atherogenic lipoproteins VLDL and LDL, as well as 

a small – biologically probably insignificant – 10% increase of HDL particle 

concentration [27]. Among a small group of obese adolescents with normal 

glucose tolerance, it was shown that the presence of hepatic steatosis is 

associated with an increase in VLDL particle size and number, an increase in small 

dense LDL concentrations and a decrease in the number of large HDL particles 

[28]. These findings suggest that not only the concentration of lipoproteins in 

plasma is important, but also their particle size. Within the obese study group, we 

observed a gradual increase in conventionally measured triglyceride 

concentrations towards higher levels of VLDL-C and LDL-C as measured with 1H-

NMR spectroscopy. This finding was also observed by Cali et al. [28], and points 

most likely to an increased hepatic production of triglycerides with a consequent 

increased secretion of triglyceride containing VLDL particles in the blood that are 

subsequently converted to LDL-C [29]. Evidence is rising that the concentration 

of fasting triglycerides is probably the most important component of the metabolic 

syndrome to best characterize metabolic heterogeneity and changes in metabolic 
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risk in obese children and adolescents [30]. Triglyceride levels in late adolescence 

and its change within 5 years of follow-up can predict the development of diabetes 

[31] and of coronary heart disease [32] even when measurements are within the 

seemingly ‘normal’ range. However, future studies are needed to reveal whether 

triglyceride levels in childhood have consequences that last into adulthood [33].  

In addition to increased lipid concentrations, choline-containing phospholipid 

signal intensity in the 1H-NMR spectrum was decreased in plasma of obese 

children. The 1H-NMR signal of these specific phospholipids represents signals 

originating both from sphingomyelins and phosphatidylcholines. Choline-

containing phospholipids, largely consisting of phosphatidylcholine, are 

components of cell membranes and a decreased concentration was previously 

linked to obesity-related metabolic complications [34]. Previous MS-based studies 

revealed increased levels of phosphatidylcholines in plasma of obese children and 

adolescents after weight loss intervention [16, 35]. Thus, it is suggested that the 

decrease in choline-containing phospholipids found in plasma of obese children is 

mainly due to decreased levels of phosphatidylcholines. However, further in-depth 

characterization of choline-containing phospholipids – e.g. using a MS-based 

metabolomics approach – is needed to confirm this. In addition, a recent 1H-NMR-

based metabolomics study in overweight adolescents showed that plasma levels 

of phosphatidylcholine were elevated in girls compared to boys [36]. In our study, 

however, no gender differences were detected. 

Obese children and adolescents showed a significant increase in lactate 

accompanied by a decrease in glucose compared to normal-weight individuals. 

This finding might suggest an altered glucose-derived carbon metabolism with an 

increased glycolytic activity in obese children and adolescents. Glycolysis occurs 

in all tissues for the oxidation of glucose to provide energy – in the form of 

adenosine triphosphate (ATP) – and intermediates for other metabolic pathways 

[29]. Anaerobic glycolysis takes place in tissues or cells deprived of sufficient 

oxygen. There is growing evidence that hypoxia occurs in adipocytes that become 

distant from the vasculature as adipose tissue mass expands [37, 38], resulting 

in the utilization of glucose and production of lactate in obese individuals [39, 40]. 

However, the exact mechanisms behind increased levels of lactate and decreased 

levels of glucose in obese children and adolescents need to be explored further. 
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It is generally assumed that obese children and adolescents are at increased risk 

for insulin resistance leading to high fasting and postprandial glucose levels, and 

an increased risk for future T2DM [41, 42]. However, the majority of obese 

children show fasting blood glucose values within the normal range [43, 44]. The 

observation of lower fasting plasma glucose levels in obese compared to normal-

weight children is most likely a reflection of the short duration of obesity compared 

to adults and the presence of metabolic adaptive mechanisms in childhood that 

may gradually fail when becoming obese as an adult [45, 46]. Further longitudinal 

investigations are needed to confirm this hypothesis.  

Interestingly, 1H-NMR spectra of obese subjects showed a significantly 

increased signal intensity of the N-acetyl group from glycoproteins, mainly from 

acute phase α-1 acid glycoproteins as indicated by Bell et al. [47]. The synthesis 

of N-acetyl glycoproteins involves the utilization of glucose, which could also be a 

rationale for the low glucose levels observed in obese children. Acute phase α-1 

acid glycoprotein, which is produced by the liver in response to pro-inflammatory 

cytokines, has been found to be increased in inflammation [48]. It was previously 

suggested that inflammatory mechanisms linking obesity to its metabolic and 

cardiovascular complications are already activated in childhood [49]. In addition, 

chronic inflammatory disease initiated in adipose tissue is proposed to play a 

crucial role in obesity-related insulin resistance [50]. It is increasingly recognized 

that chronic low-grade inflammation is involved in the pathogenesis of obesity-

related insulin resistance, T2DM and CVD [51, 52].  

In the present study, α-ketoglutarate was found to be lower in plasma of obese 

compared to normal-weight children and adolescents. As α-ketoglutarate is a 

component of the tricarboxylic acid cycle (TCA cycle), a decline in its concentration 

might be linked to an impaired TCA cycle, i.e. disturbed energy metabolism [29]. 

Low levels of α-ketoglutarate have previously also been linked to an increased 

cardiovascular risk in healthy individuals [53]. It was speculated that an alteration 

of the mitochondrial redox potential might play a role [53]. In contrast to these 

findings, an increased concentration of α-ketoglutarate was found in obese 

compared to lean adults and it was suggested to be a surrogate biomarker of non-

alcohol fatty liver disease [54]. Our study group consisted out of obese children 

and adolescents whose underlying metabolic mechanisms may be different from 

those observed in adults.  
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Within the obese group, the plasma metabolic profiles of MHO and MUO 

phenotypes are clearly different. MHO children and adolescents showed a more 

‘healthier’ obese plasma metabolic profile compared to MUO. In addition, MUO 

had lower levels of lysine and alanine compared to MHO. Previous studies in obese 

mice models suggest that decreased levels of lysine are linked to increased insulin 

resistance [55, 56]. It was previously also found that obese adolescents with 

T2DM had lower alanine levels compared to obese and normal-weight individuals 

without T2DM [15]. Our findings confirm that obese children and adolescents can 

be characterized with different metabolic phenotypes representing their metabolic 

health status. However, it remains to be determined if the proposed classification 

into MHO and MUO has a good ability to predict future T2DM and/or CVD. We 

suggest to perform large-scale longitudinal follow-up studies to provide a more 

comprehensive overview of the MHO phenotype and to monitor the development 

of the MHO state. In future, the implementation of the concept of MHO in clinical 

practice might offer new perspectives for targeted prevention and individual 

treatment strategies of childhood obesity and associated cardiometabolic 

complications.  

A limitation of this study is the lack of an independent cohort to validate our 

findings. Nonetheless, research was conducted according to a very accurate and 

well-controlled experimental protocol, which guarantees the quality and reliability 

of our study findings. Important to note is also that, in complex biofluids such as 

plasma, 1H-NMR spectroscopy cannot differentiate between the lengths of acyl 

chains of lipids [57]. The same holds for the differentiation between choline-

containing phospholipids, i.e. phosphatidylcholine and sphingomyelin.  

In summary, our findings provide evidence for obesity-related alterations in 

the plasma metabolic profile of children and adolescents. Lipids, lactate, glucose, 

α-ketoglutarate, choline-containing phospholipids and N-acetyl glycoproteins are 

suggested to play a major role in the altered metabolism detected in obese 

children and adolescents. An increase in conventionally measured fasting 

triglycerides is highly linked to a more obese and MUO phenotype. Triglycerides 

should possibly get more attention in the management of childhood obesity. In 

the near future, the plasma 1H-NMR metabolic profile could be useful in detecting 

different phenotypes of obesity and in identifying those at greatest risk for 

developing metabolic diseases later in life. Further studies with larger cohorts and 
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with a longitudinal design are needed to confirm our findings and assure validity. 

Eventually, this might provide new insights for the prevention and treatment 

strategies of childhood obesity and related metabolic complications, resulting in a 

better life expectancy for the growing child.  
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In the past decades, the worldwide prevalence of obesity has dramatically risen 

to epidemic levels [1]. As a consequence, healthcare costs resulting from the 

treatment of chronic diseases that are etiologically linked to obesity, particularly 

type 2 diabetes (T2DM) and cardiovascular diseases (CVD) have increased 

tremendously [2]. It is of great concern that obesity with all its consequences is 

already observed in children, and even in infants and preschoolers [3]. Compared 

to adults, children are more prone to and will more rapidly develop obesity-related 

metabolic health consequences [4]. In addition, obese children and adolescents 

are at increased risk of both premature mortality and adult morbidity, particularly 

cardiometabolic morbidity [5]. Therefore, it has become highly important to study 

the metabolic health of obese children and adolescents using non-invasive, easily 

applicable and highly accessible methods. Early detection of obese children and 

adolescents at low or high risk for the development of metabolic complications 

can support the establishment of effective prevention and treatment strategies. 

This can eventually result in a reduction of healthcare costs, and a better quality 

of life and life expectancy for the growing child. In this thesis, the metabolic health 

of obese children and adolescents was studied by clinical and metabolomics 

research.  

Are morbidly obese children and adolescents at higher risk for metabolic 
complications than severely obese? 

The number of children and adolescents with more extreme forms of obesity is on 

the rise [6, 7]. This trend was also noticed at the multidisciplinary pediatric obesity 

clinic of the Jessa Hospital (Hasselt, Belgium). To date, however, it is unclear 

which anthropometric cut-off point should be used to accurately define morbid 

obesity in children and adolescents. The body mass index (BMI) has proven to be 

a fairly accurate screening tool for overweight and obesity in the pediatric 

population regardless of the fact that the BMI is an indirect measure of adiposity 

and is based on weight and height – both of which change greatly during growth 

in childhood [8]. The BMI is easy to use, non-invasive, and inexpensive which 

favors its clinical implementation. Nowadays, the BMI is widely used to identify 

obese children and adolescents. However, the plethora of BMI references and cut-

offs that are currently available and its varying use, leads to inconsistency of study 

results and prevalence data. A majority of studies have established cut-off values 

based on BMI-for-age at the 95th or the 99th percentile [9, 10]. However, these 
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BMI cut-off points depend on the reference population and are therefore not 

internationally applicable or accepted. The recently developed International 

Obesity Task Force (IOTF) BMI references established for 2 to 18 years old 

children are usually preferred to use as they are internationally based, less 

arbitrary than other cut-offs, and less geographically and temporally dependent 

than others [11]. Unfortunately, the present IOTF criteria do not include BMI 

reference values for children between 2 and 18 years which reaches BMI 40 at 

age 18, to define morbid obesity. To this end, age- and sex-specific pediatric IOTF 

BMI criteria for morbid obesity were calculated corresponding to BMI 40 at age 18 

(99.95th percentile) using the LMS method proposed by Cole and Lobstein [11] 

(Chapter 2). The application of these cut-off values on large study populations 

will allow to calculate prevalence rates of morbid childhood obesity within and 

between different countries, and to compare these with adult prevalence rates. 

The application of these cut-off values on a cohort of 217 obese children and 

adolescents aged between 2 and 18 who visited the multidisciplinary pediatric 

obesity clinic of the Jessa Hospital (Hasselt, Belgium), showed that 33.6% and 

25.8% were classified as being severely and morbidly obese, respectively. This 

confirms that a substantial number of obese children consulting the 

multidisciplinary pediatric obesity clinic are extremely obese, which is of great 

concern. Due to the fact that this study group was selected from patients referred 

to our clinic, we were not able to calculate regional prevalence data of severe or 

morbid obesity. However, in line with current evidence from the US [7] and the 

Netherlands [6], we expect that numbers of more extremely obese children have 

also increased in Belgium. Further studies in which the obesity prevalence rates 

are reanalyzed on the basis of the pediatric IOTF BMI criteria allowing the 

international and uniform comparison of prevalence rates of severe and morbid 

childhood obesity, are needed to confirm this. 

In addition to the worldwide use of various definitions for morbid childhood 

obesity, its terminology is inconsistent. In order to ensure consistency, Rolland-

Cachera [12] proposed to simplify the terminology of obesity in children according 

to the adult WHO 1995 definition [13]. However, the suggestion to use ‘grade 1’ 

and ‘grade 2’ overweight instead of overweight and obesity in children obscures 

the heterogeneity of this group. In an attempt to standardize the terminology use 

for obesity in children, we defined BMI 25, 30, 35 and 40 at age 18 as overweight, 
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‘class I obesity’ or obese, ‘class II obesity’ or severely obese, and ‘class III obesity’ 

or morbidly obese, respectively, according to the WHO 2000 definition [14].  

To explore the clinical importance of the newly constructed IOTF BMI 40 cut-

offs, we compared metabolic parameters between different classes or degrees of 

obesity in 90 out of 217 children and adolescents aged between 7 and 18 

(Chapter 2). Morbidly obese children had a significantly increased waist 

circumference and systolic blood pressure than severely and class I obese 

children. A recent study showed that severely obese children are at nearly three-

fold greater risk of hypertension than moderately obese children [15]. It is 

believed that a combination of hyperactivity of the sympathetic nervous system, 

insulin resistance, and abnormalities in vascular structure and function could 

contribute to obesity-related hypertension in children [16]. Obesity and 

hypertension are strongly associated with increased rates of premature death 

[17]. In addition, both severely and morbidly obese children had significantly 

higher concentrations of fasting insulin compared to class I obese children. 

Hyperinsulinemia has been identified as an independent precursor for impaired 

glucose tolerance and T2DM [18]. A study in 463 obese children aged 6 to 19 

demonstrated that severely obese children and adolescents had higher levels of 

blood pressure, insulin, HDL-C, triglycerides, leptin, resistin, interleukin 6 and 

high-sensitive C-reactive protein, lower concentrations of adiponectin, and a 

higher prevalence of the metabolic syndrome compared to class I obese children 

as classified by the pediatric IOTF criteria [19]. Although almost half of morbidly 

obese children had the metabolic syndrome in our study, no significant differences 

were detected with severely obese children, neither for HDL-C nor for triglyceride 

levels. In contrast to our findings, a study including 225 children and adolescents 

with a mean age of 13 years, showed significantly higher levels of triglycerides, 

total cholesterol and LDL-C and lower levels of HDL-C in extremely obese children 

(BMI ≥ 120% of 95th percentile) [20]. For fasting glucose, we found no significant 

differences between severely and class I obese children and adolescents, which is 

in line with findings from other studies [19, 20]. According to recent literature, 

fasting plasma glucose largely underestimates the number of patients with 

impaired glucose tolerance and is therefore no good screening test for prediabetes 

or T2DM in obese children [21].  
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Although the sample population of this study was relatively small and data on 

adipokines and inflammatory markers were lacking, morbidly obese children 

showed a significantly increased waist circumference, systolic blood pressure and 

fasting insulin level compared to less severely obese children. Therefore, morbidly 

obese children are highly prone to develop future T2DM, CVD and premature death 

[9, 17, 22]. It has previously also been shown that severely obese children and 

adolescents are more likely to become obese adults than are moderately obese 

children [9]. Although early prevention of childhood obesity is very important, 

effective and more targeted treatment approaches are urgently needed for the 

existing generation, especially among severely and morbidly obese children and 

adolescents in whom current treatment options are limited by availability, 

effectiveness and costs [2, 23].  

In conclusion, a substantial number of obese children and adolescents referred 

to our clinic were classified as morbidly obese according to the newly 

constructed pediatric IOTF BMI 40 cut off criteria. We recommend to reanalyze 

obesity prevalence studies, especially in countries with a high prevalence of 

childhood obesity, in order to define the prevalence of morbid obesity defined 

according to the IOTF BMI 40 criteria. Morbidly obese children show an 

increased waist circumference, systolic blood pressure and hyperinsulinemia 

compared to less severely obese children, which may ultimately result in the 

future development of T2DM, CVD and premature death. Although early 

prevention is of utmost importance, more effective and targeted treatment 

approaches are urgently needed to reduce weight and metabolic risk in this 

subgroup of obese children and adolescents. 

 

This explains why we searched for clinical useful tools, other than the BMI, to 

identify metabolic health in the pediatric obese population.  

Can the shape of the OGTT curve be used to identify early abnormalities 
in β-cell function and insulin sensitivity in end-pubertal obese girls? 

The inability of the pancreatic β-cell to secrete an adequate amount of insulin in 

the presence of insulin resistance, is the primary defect observed in T2DM which 

is a metabolic disorder characterized by chronic hyperglycemia [24]. Several 

methods can be applied to investigate the level of insulin sensitivity, secretion and 
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glucose regulation. The hyperinsulinemic euglycemic clamp is often referred to as 

being the gold standard technique to assess insulin sensitivity [25]. However, 

clamp tests are invasive, time-consuming and expensive to use for screening and 

large studies. Another technique more frequently used to assess the level of 

glucose tolerance, is the oral glucose tolerance test (OGTT). The OGTT is less 

invasive, less time-consuming and less expensive than the gold standard and is 

therefore the preferred technique for pediatric investigations [26]. Measurements 

of fasting plasma glucose or 2-hour glucose obtained during an OGTT can be used 

for the diagnosis of prediabetes or diabetes [27]. The progression from normal 

glucose tolerance to clinical diabetes involves an intermediate stage of 

hyperglycemia, characterized by impaired fasting glucose (IFG) and/or impaired 

glucose tolerance (IGT), known as prediabetes [27]. T2DM and the two prediabetic 

conditions, IFG and IGT, are becoming increasingly more common in obese 

children and adolescents [28], but also girls, adolescents in puberty and 

individuals with a family history of diabetes suffer more frequently from T2DM 

[29]. Nonetheless, the majority of obese children and adolescents with T2DM 

often remains undiagnosed [30]. In addition, relying only on fasting glucose levels 

greatly underestimates the number of subjects at risk for T2DM [31]. Hence, an 

OGTT to determine post-glucose challenge values is considered necessary [31]. It 

has previously been shown that even obese adolescents with normal glucose 

tolerance show early signs of a reduced β-cell function occurring in the background 

of insulin resistance, which increases their risk to develop IGT [32]. Therefore, 

focusing attention on the earliest stages of T2DM before the onset of any 

alterations in glucose tolerance has become increasingly important in obese 

children and adolescents [33]. Besides measuring glucose tolerance, the OGTT 

can also be used to calculate surrogate indices that estimate the degree of insulin 

secretion, insulin sensitivity or the combination of both [26]. Unfortunately, there 

is still no consensus on which parameter and cut-offs to use for the detection of 

poor insulin secretion and/or insulin resistance in obese children and adolescents.  

Previous reports in adults [34] and children [35, 36] have demonstrated that 

the shape of the OGTT curve could be used to assess the future risk of T2DM. In 

Chapter 3, we described different shape types of the OGTT curve and evaluated 

its relationship with glucose and insulin metabolism, and components of the 

metabolic syndrome. Taking into account the fact that obese adolescent girls are 
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at high risk for T2DM and onset of T2DM is peaking around puberty, we focused 

our study on a homogeneous group of end-pubertal obese girls. In this way, we 

also excluded the confounding effect of transient insulin resistance taking place 

during puberty. Another reason to focus on this specific study group is the fact 

that these subjects are also at increased risk for metabolic and endocrine 

aberrations including the polycystic ovary syndrome, a leading cause of metabolic 

and reproductive health complications in young women [37]. In our study, three 

major OGTT shape patterns were observed, i.e. monophasic, biphasic and 

triphasic pattern, in addition to a pattern that could not be classified. The biphasic 

shape was most prevalent. In contrast, Nolfe et al. [36] found that the monophasic 

curve was more prevalent in a large cohort of obese children and adolescents. In 

addition, they detected a monotonous pattern that was not observed in our study 

[36]. Kim et al. [35] have not found a triphasic shape pattern in Latino 

adolescents, a pattern that was clearly present in our study and that of Nolfe et 

al. [36]. Differences in these findings may be explained by differences in age, 

genetic background, geographical location and/or environmental exposure 

between the study groups.   

Our study indicates that end-pubertal obese girls with a monophasic OGTT 

shape had increased area under the curve (AUC) for glucose, reduced early-phase 

insulin secretion, reduced β-cell function relative to insulin sensitivity, increased 

triglycerides and increased triglyceride-to-HDL-C ratio as compared to the 

biphasic shape pattern. Our findings are in line with those of Nolfe et al. [36] who 

also observed increased AUC for glucose, reduced early-phase insulin secretion 

and reduced β-cell function relative to insulin sensitivity in obese children and 

adolescents with a monophasic pattern. It can be speculated that, compared to 

those with a bi- or triphasic shape pattern, obese adolescents with a monophasic 

shape can less efficiently clear the administered glucose load due to a reduced β-

cell insulin secretion combined with the presence of insulin resistance. An impaired 

pancreatic β-cell response relative to the degree of insulin sensitivity has been 

demonstrated to be a good predictor for IGT development in obese adolescents 

[32], and to be a major defect leading to T2DM in both children and adults [38, 

39]. Unfortunately, the different shape types could not be discriminated on the 

basis of the prevalence of parental diabetes, prediabetes or the metabolic 

syndrome, which might be due to the small cohort studied here. The finding of 
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higher triglycerides and triglyceride-to-HDL-C ratio in the monophasic compared 

to the biphasic shape group further points towards a role of the OGTT shape as 

an early indicator of insulin resistance [40] and possibly cardiovascular risk [41, 

42] in end-pubertal obese girls. Although a trend was observed towards higher 

HOMA-IR and lower WBISI (estimates of insulin resistance) in the monophasic 

shape group, no significant differences were observed between the shape types. 

The shape of the OGTT curve may differentiate in the risk for T2DM and CVD even 

before a dysregulation of glucose or insulin metabolism is observed by these 

parameters. However, further research to investigate the predictive properties of 

the OGTT shape is recommended. When undertaking future research, we suggest 

to perform a duplicate OGTT for each individual to investigate the reproducibility 

of the OGTT. In addition, a recent study showed that plasma glucose values 

obtained during a 3-hour OGTT could be of added value to detect abnormal 

glucose tolerance in obese children [43].  

In summary, end-pubertal obese girls with a monophasic OGTT shape pattern 

showed a reduced β-cell function relatively to the degree of insulin sensitivity 

which is believed to be a good predictor for IGT development in obese 

adolescents and a major defect leading to T2DM. In addition, subjects with a 

monophasic OGTT shape were characterized by higher levels of triglyceride and 

the triglyceride-to-HDL-C ratio compared to those with a biphasic shape. 

Although our investigation was performed on a relatively small population, early 

metabolic disturbances were already observed in obese girls with the 

monophasic shape type. Further longitudinal research in larger cohorts is 

needed to confirm, validate and complement our findings. In this way, the 

predictive properties of the OGTT shape could be examined with regard to the 

development of T2DM and CVD in obese children and adolescents.  

 

Can metabolically “healthy” or unhealthy obese children and adolescents 
be differentiated? 

Although the majority of obese children and adolescents are at increased risk for 

metabolic complications [4], a certain portion of these individuals are free from – 

most frequently investigated – obesity-related metabolic consequences. A concept 

previously introduced to describe obese individuals without any metabolic 

complications is called the metabolically “healthy” obese (MHO) phenotype [44-
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46]. The common underlying principle to identify MHO individuals is the absence 

of any metabolic complication (i.e. hypertension, dyslipidemia and inflammation) 

and/or preserved insulin sensitivity [46]. Although the existence of this subtype 

of obesity is now well recognized, studies in children and adolescents are limited. 

This is mainly due to the lack of a universally accepted definition for the metabolic 

syndrome and insulin resistance in children and adolescents. We defined the MHO 

phenotype in obese children and adolescents on the basis of the pediatric 

consensus-based International Diabetes Federation (IDF) criteria for the 

metabolic syndrome [47] and/or the homeostatic model assessment for insulin 

resistance (HOMA-IR) [48] (Chapter 4). Both criteria are most frequently used 

to define in MHO in obese children and adolescents [49-51], and are based on 

fasting values that makes them ideal for screening purposes. According to the 

definition used (MRIDF, MRHOMA-IR or the combined MRIDF/HOMA-IR), 6 to 19% of obese 

children and adolescents in our study population were classified as MHO. This is 

lower compared to previous studies in obese youth where the prevalence is 

estimated around 16 to 30% [49-51], and in obese adults were it is estimated 

around 10 to 30% [52]. The main reason for varying MHO prevalence rates can 

be found in the application of different MHO classifications used. Until the MHO 

definition is not standardized for both children and adults, there will remain a 

difficulty to adequately identify MHO individuals. There is a need to standardize 

the MHO definition in order to enable the comparison of prevalence rates and 

study outcomes. This will be a great challenge for pediatric investigations as age, 

gender and pubertal status influence insulin levels and components of the 

metabolic syndrome [53, 54]. Moreover, the lack of standardized insulin assays 

will further complicate the establishment of a uniform definition.  

In the current study, MHO children and adolescents generally showed lower 

fasting insulin values, lower triglycerides and lower triglyceride-to-HDL-C ratio. 

These findings are in line with those of previous research [50, 51]. It is known 

that hyperinsulinemia (i.e. greater pancreatic β-cell insulin secretory response 

relative to insulin sensitivity and/or reduced insulin clearance) occurs even before 

the glucose metabolism becomes dysregulated (i.e. prediabetes and T2DM) [55]. 

Prediabetes was already detected in our study population and it was more 

prevalent in metabolically unhealthy obese (MUO) children compared to MHO. It 

has recently been demonstrated that the triglyceride-to-HDL-C ratio may help to 
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identify children and adolescents at greater risk for structural vascular changes 

and metabolic derangement [56]. In addition, triglycerides and HDL-C may be 

useful for predicting the type of metabolic state that is likely to develop with 

weight gain [57]. Altogether, these findings suggest that early identification of 

MHO children and adolescents could detect those at low risk for future metabolic 

complications. It has previously been shown that MHO children were more likely 

to retain the MHO status in adulthood compared to metabolically unhealthy obese 

children [58]. Furthermore, longitudinal follow-up studies in adults have shown 

that MHO individuals are at lower risk for all-cause, cancer and CVD mortality than 

metabolically unhealthy obese [59, 60].  

Studies in obese children and adults have shown that uric acid is a significant 

predictor of unhealthy obesity [50, 61]. The MHO definition in these studies was 

based on IDF criteria [62]. In our study, uric acid levels were also significantly 

different between MHO and MUO subjects but only for the MRIDF definition when 

not correcting for BMI SDS. Hence, study outcomes highly depend on which MHO 

classification is used. No differences were found for hemoglobin A1c, liver 

enzymes, white blood cell count and sex-hormone binding globulin between the 

two metabolic states. Future studies with large sample sizes are needed to confirm 

our findings. In addition, we suggest to include other relevant biomarkers of MetS 

such as adiponectin, intercellular adhesion molecules or microalbuminuria in the 

definition of MHO. In this way, the MHO phenotype is defined more 

comprehensively and the risk for future T2DM and CVD might be better predicted.  

This study has been able to discriminate between MHO and MUO subjects, 

however, some important remarks must be made. The application of our 

classification system resulted in a metabolically ‘intermediate’/’at risk’ phenotype 

that fell in-between the MHO and MUO phenotypes defined according to MRIDF and 

MRIDF/HOMA-IR definition. It still remains unclear whether and how fast a MHO child 

can develop into ‘at risk’ and consequently MUO, or vice versa [57, 63]. It has 

previously been shown that individuals who maintain MHO show a significantly 

lower risk to develop T2DM and CVD [64]. So if the metabolic status is reversible, 

a targeted and intensive intervention (e.g. multidisciplinary obesity management 

or bariatric surgery) could be useful to reverse metabolically ’at risk’ or MUO 

children to MHO [65]. In order to confirm this, it is required to perform longitudinal 

follow-up studies in future. Also important to note is that screening for MHO or 
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MUO could target obese individuals for effective prevention and treatment 

approaches and thus lead to a reduction of health care costs.  

To conclude, 6 to 19% of obese children and adolescents were classified as 

MHO depending on the definition used. MHO children and adolescents showed 

lower fasting insulin values, lower triglycerides, a lower triglyceride-to-HDL-C 

ratio, and a lower prevalence of prediabetes compared to MUO children. 

Important to note, however, prevalence rates and study results highly depend 

of which MHO classification is used. Therefore, the development of standardized 

criteria to define MHO is highly advisable. Screening for fasting metabolic status 

in children and adolescents may target those at greatest need for more 

aggressive and specialized therapy and could assist in refocusing current 

prevention strategies. Nonetheless, future longitudinal research in larger 

cohorts is needed to further investigate the value of discriminating between 

MHO and MUO children and adolescents. 

 

Can 1H-NMR-based metabolomics be used to study the metabolic health 

of obese children and adolescents? 

In order to shed new light on our clinical findings, to better understand the 

underlying pathophysiological processes and to search for putative biomarkers for 

childhood obesity and associated metabolic complications, we performed 1H-NMR-

based metabolomics. 1H-NMR-based metabolomics is a powerful tool to detect 

metabolites in biological samples, it is non-invasive, non-biased, easy 

quantifiable, requires little or no sample preparation, needs no chemical 

derivatization and permits the identification of novel compounds [66]. For an 

accurate implementation in this doctoral project, however, this technique needed 

to be scientifically improved both on the level of sample handling in a clinical 

environment and 1H-NMR experimental analysis.  

The accurate interpretation of 1D 1H-NMR spectra can be challenging in terms 

of metabolite identities and abundances, in particular in crowded regions with 

severe signal overlap, leading to uncertainty in NMR signal assignments [67, 68]. 

The assignment of metabolite signals in NMR spectra is generally performed on 

the basis of chemical shift values and signal multiplicities, and is frequently 

accomplished with reference to the literature and confirmatory spectral editing 
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techniques [69, 70]. However, these techniques are not accurate enough to allow 

a reliable identification of metabolites in complex biofluids such as plasma or urine 

[71]. Additionally, several chemical shift values can vary under different 

experimental measuring conditions such as temperature or pH [72]. In this thesis, 

we accurately assigned 32 plasma and 27 urine metabolites in the 400 MHz 1H-

NMR spectrum by means of spiking experiments, i.e. by adding a known 

compound in a relevant amount, to plasma and urine reference samples (Chapter 

5). Hereby, we were able to rationally define 110 plasma and 134 urine integration 

regions in the 1H-NMR spectrum, being the variables for multivariate statistics. 

The main advantages of using this approach compared to fixed bucketing methods 

are the reduction of the influence of small chemical shift changes on the study 

results and the avoidance of splitting signals randomly, resulting in more accurate 

study results and data interpretation. However, in spectral regions where weakly 

concentrated metabolites are present, instrumental noise will be apparent. This 

problem can be alleviated by excluding noisy integration regions, defined 

according to a specified threshold, from the dataset [73]. Therefore, and in 

addition to the accurate assignment of plasma and urine metabolites and the 

introduction of variable-sized fixed integration regions in the 1H-NMR spectrum, 

we identified noisy variables (i.e. with unpredictable variation in signal intensity) 

in plasma and urine 1H-NMR spectra and evaluated their influence on group 

differentiation. For our experimental setting, a 15% threshold for the coefficient 

of variation was obtained as the best for both plasma and urine 1H-NMR data. It 

was demonstrated that removal of these noisy variables had no significant 

influence on the predictive sensitivity and specificity, indicating that the proposed 

methodology seems promising and could contribute to a better understanding and 

interpretation of the study findings.  

To further improve the complete analysis procedure towards a possible 

application in clinic, we evaluated the impact of preanalytical variation on the 

plasma 1H-NMR metabolome that can occur at the level of collection, processing 

and storage (Chapter 6). Plasma levels of lactate, pyruvate and glucose changed 

in cooled fasting blood samples processed with a delay of 3 h to 8 h. These 

changes could be attributed to a continued anaerobic cell metabolism in the 

collected blood during the prolonged contact with erythrocytes. Hereby, pyruvate 

is reduced to lactate by lactate dehydrogenase resulting in additional glycolysis 
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[74]. In line with our findings, it has previously been shown that plasma pyruvate 

and glucose levels decreased, and lactate levels increased upon storage of blood 

during 3 h at 4°C [75]. In contrast to our findings, it has previously been 

demonstrated that serum lactate and glucose levels changed during a 4 h to 24 h 

storage at room temperature but not during storage at 4°C [76]. This might be 

due to different blood collection tubes used, i.e. a lithium heparin tube was used 

in our study and in the study of Fliniaux et al. [76] a sodium fluoride tube was 

used. Fluoride is known to inhibit in vitro anaerobic glycolysis (mainly by inhibiting 

enolase in a later part of the glycolytic pathway) that takes place in blood resulting 

in maintained concentrations of glucose and lactate [77]. Nonetheless, lithium 

heparin is usually the preferred anticoagulant for 1H-NMR spectroscopic analysis 

as it produces negligible interference with the signals in the 1H-NMR spectrum 

[78]. Besides, it has been previously demonstrated that accurate and similar 

glucose and lactate results can be obtained with either lithium heparin or fluoride-

containing tubes, provided that the sample is cooled and centrifugated within 30 

minutes [77, 79]. In order to avoid an impact of processing delay on our study 

results described in Chapter 7, blood samples were immediately cooled on ice and 

centrifugated within 30 minutes. It should be noted, however, that the inter-

individual variation observed was much larger than the preanalytical variation, i.e. 

than a processing delay of 3 h to 8 h. Consequently, the impact of preanalytical 

variation on multivariate group classification will be minimal. However, caution 

should be taken with the interpretation of individual concentrations of lactate, 

glucose and pyruvate when a processing delay of 30 minutes is exceeded. 

Although efforts are currently made within the field of metabolomics to move 

towards defining standard operation procedures (SOPs) for preanalytical handling 

[75], complete standardization of the preanalytical processing is not yet feasible 

between and within clinical settings. Alternatively, application of preanalytical 

sample codes that traces and manages these variations would allow sample 

harmonization. To this end, the biobanking community recently developed the 

Standard PREanalytical Code (SPREC) which allows for coding preanalytical 

conditions [80, 81]. It is suggested that SPREC will identify samples that are fit 

for a particular analysis and exclude those that were subjected to unwanted, 

interfering preanalytical conditions. In an effort to validate SPREC for 1H-NMR 

plasma metabolomics, we have coded the conditions used here, when possible, 
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according to SPREC. Our results show that SPREC is easily implementable and 

could contribute to the validation of 1H-NMR metabolomics in clinical, biobank and 

multicenter research settings.  

The experimental analysis procedure of 1H-NMR spectroscopy for plasma and 

urine was optimized to allow an accurate assignment of metabolites in 400 MHz 

1H-NMR spectra. In addition, preanalytical influences introduced by differences 

in sample handling were evaluated to further improve the complete 1H-NMR 

measurement procedure towards a possible application in clinic. Although the 

inter-individual variation was much larger than the preanalytical variation, the 

processing delay of a cooled blood sample should be limited to prevent 

individual variations in levels of lactate, pyruvate and glucose. SPREC is easily 

implementable and could contribute to the validation of 1H-NMR metabolomics 

in clinical, biobank and multicenter research settings. 

 

In Chapter 7, we implemented the described experimental analysis protocol for 

1H-NMR spectroscopy of plasma in a prospective study including obese and 

normal-weight children and adolescents. The plasma metabolome of obese 

children and adolescents was characterized by higher levels of lipids, lactate and 

N-acetyl glycoproteins, and lower levels of choline-containing phospholipids, 

glucose and α-ketoglutarate compared to the normal-weight plasma metabolome. 

Hence, it is suggested that the (interrelated) metabolism of obese children is 

altered for lipids and choline-containing phospholipids, and is characterized by an 

increased glycolytic activity, inflammation and a disturbed energy metabolism. A 

MS-based metabolomics study previously showed that levels of two acylcarnitines 

were elevated in serum of obese children, whereas glutamine, methionine, 

proline, and phosphatidylcholines were found to be decreased [82]. In our study, 

no relevant differences were detected for amino acids but the level of choline-

containing phospholipids (i.e. phosphatidylcholine and sphingomyelin) was 

significantly lower in obese compared to normal-weight children. In line with our 

findings, increased levels of phosphatidylcholines were detected by MS in plasma 

of obese children and adolescents after weight loss intervention [83, 84]. 

Compared to adults, obese children and adolescents generally show early 

metabolic alterations which may be a reflection of the short duration of obesity 
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and the presence of metabolic adaptive mechanisms in childhood that may 

gradually fail when becoming obese as an adult [85, 86].  

Within the obese study group, a further subdivision was made into MHO and 

MUO children and adolescents. These metabolic phenotypes could be clearly 

distinguished and MHO showed a ‘healthier’ plasma metabolic profile. This is, to 

our knowledge, the first 1H-NMR-based metabolomics study in which the plasma 

metabolic profile of the MHO phenotype is studied in children and adolescents. 

Nonetheless, further longitudinal research is needed to monitor the development 

and state (i.e. transient or stable) of MHO and MUO phenotypes, before the ability 

of this subdivision to predict T2DM or CVD can be determined. In our study, it was 

also demonstrated that levels of conventionally measured fasting plasma 

triglycerides gradually increased towards a more obese and MUO metabolic 

profile. It is therefore suggested that plasma triglycerides and choline-containing 

phospholipids best characterizes the metabolic heterogeneity and changes in 

metabolic health risk in obese children and adolescents. However, future studies 

are needed to reveal whether triglyceride and choline-containing phospholipid 

levels in childhood have consequences that last into adulthood [87].  

A drawback of the current study was the lack of conventional biochemical data 

for normal-weight children and adolescents which limited the implementation of 

our study results. Consequently, this study has been unable to define the 

metabolic risk state in normal-weight children and to compare this profile with 

that of obese subjects. Another limitation of this study is the lack of an 

independent cohort to validate our findings. Nonetheless, research was conducted 

according to a very accurate and well-controlled experimental protocol, increasing 

the quality and reliability of our study findings.  

In the near future, the plasma 1H-NMR metabolic profile might become useful 

in detecting differential phenotypes of obesity and in identifying those at greatest 

risk for developing metabolic diseases later in life. Further studies with larger 

cohorts and with a longitudinal design are needed to confirm our findings and 

assure validity. Eventually, this might open new perspectives for the prevention 

and treatment strategies of childhood obesity and related metabolic 

complications, resulting in a better life expectancy and quality of life for the 

current and next generation of children and adolescents.   
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The implementation of a robust and accurate analysis protocol for 1H-NMR 

spectroscopy, allowed to clearly differentiate between the plasma metabolome 

of obese and normal-weight children and adolescents. The metabolism of obese 

children is characterized by an altered metabolism of lipids and phospholipids, 

an increased glycolytic activity, inflammation and a disturbed energy 

metabolism. A subdivision of metabolic phenotypes could be made within the 

obese population, and MHO showed to have a ‘healthier’ plasma metabolic 

profile than MUO. Triglycerides should possibly get more attention in the 

management of obesity-related metabolic complications in children and 

adolescents. However, future research is needed to continue the search for 

biomarkers that are important in obesity-related metabolic complications in 

children and adolescents. 
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Clinical implications 

The rapid increase in the prevalence and severity of childhood obesity will 

undoubtedly have a significant impact on our health care system. At the moment, 

it remains a great challenge to offer an appropriate treatment for morbidly obese 

children as conventional approaches are often ineffective. Hence, early detection 

of children at risk for or with extreme obesity is of utmost importance. To this 

end, we recommend to implement the newly developed international IOTF BMI 40 

cut-off values in clinical research and daily practice. As such, prevalence rates of 

morbid childhood obesity can be calculated and be implemented in policy decisions 

and future research. Eventually, targeted and more aggressive approaches for 

prevention and treatment of severe childhood obesity can be developed in order 

to combat the current obesity epidemic.  

Although obesity is the most important trigger of cardiometabolic complications 

in the general population, within obese cohorts, the degree of weight excess might 

not be so important in determining the metabolic risk. In this context, we studied 

the abilities of the OGTT curve shape, the classification of obese individuals in 

MHO or MUO, and 1H-NMR-based plasma metabolomics as clinically useful tools 

to early identify metabolic alterations in obese children and adolescents. Children 

and adolescents are an important target population, because they are likely to 

develop obesity-related metabolic complications over a shorter time frame than 

adults. The difficulty of studying this specific population is the influence of 

transient insulin resistance associated with puberty. To correct for this 

confounding, we studied the shape of the OGTT only in end-pubertal obese girls. 

Differences in the OGTT shape pattern were mainly explained by differences in 

the insulin secretory capacity of the pancreatic β-cell which appears to be an early 

defect of T2DM in obese adolescents [88, 89]. Of note, the evaluation of the shape 

of the OGTT curve is less practical, more expensive and time-consuming than the 

classification of obese children into MHO or MUO according to fasting 

measurements. We showed that MHO children and adolescents were primarily 

characterized by lower fasting insulin, lower triglyceride levels and TG/HDL-C ratio 

compared to MUO. Additional 1H-NMR-based plasma metabolomics showed that 

the MHO phenotype showed a clearly different metabolic profile compared to the 

MUO phenotype, and that the triglyceride level characterizes the metabolic 

heterogeneity of obese children and adolescents very well.  
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However, a lot of questions still remain concerning the clinical utility of the 

presented tools: (1) How to include insulin resistance in the definition of metabolic 

health risk when normal pediatric ranges or when uniform assays to determine 

insulin concentration are still missing? (2) Is it tolerable to use fixed cut-off values 

instead of normalized values for a specific pediatric population in the definition of 

metabolic health risk, and is it possible to generalize normalized values across 

obese pediatric populations? (3) Is it possible to identify obesity-related metabolic 

complications using fasting indices alone or is an OGTT necessary to perform? (4) 

Can the OGTT shape, metabolic health risk definition or 1H-NMR plasma metabolic 

profile be used to predict the occurrence of future CVD and T2DM? To clarify these 

questions, efforts are required by medical and research communities in order to 

reach a consensus and longitudinal research in large study populations are 

needed.  

Screening of obese children and adolescents at low or high risk for metabolic 

complications can be of clinical importance in the development of targeted and 

individual prevention and treatment strategies. Although our results indicate 

that the presented tools could be of added value in clinical practice, their 

implementation in clinic remains incomplete. Future research should be aimed 

at determining the ability of these tools to predict the development of T2DM 

and CVD in the pediatric obesity population.  
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Future directions 

The results obtained during this doctoral project provide fundamentals for further 

clinical and metabolomics research into childhood obesity and associated 

metabolic complications. The presented tools enabled us to classify obese children 

and adolescents according to their weight status and metabolic health state.  

The implementation of the IOTF BMI 40 cut-off values in clinical research 

enables to calculate international prevalence rates of morbid childhood obesity. 

Eventually, this might open new perspectives to future research, policy decisions, 

and the clinical management of morbid childhood obesity. 

Investigating the shape of the OGTT curve demonstrated that end-pubertal 

obese girls with a monophasic shape type already show early metabolic 

disturbances in insulin secretion. However, future studies of the OGTT shape 

including a larger and heterogeneous sample population are needed to confirm 

and validate our study results. In addition, they should address whether the OGTT 

shape is able to predict the development of T2DM and/or CVD. When undertaking 

future research, we also suggest to perform a duplicate or confirmatory OGTT for 

each individual to investigate the reproducibility of the OGTT. Although a 3-hour 

OGTT is more time-consuming and expensive than a 2-hour OGTT, it could be of 

added value to detect abnormal glucose tolerance in obese children [43]. Future 

studies should include pubertal status as a confounding factor as the presence of 

transient insulin resistance could influence the study results. Although there is still 

no consensus regarding normal pediatric ranges or assays for insulin, the shape 

of insulin response curves could also be evaluated as it has proven to predict the 

development of T2DM in adults [90].  

By classifying obese children and adolescents based on their metabolic health 

risk (i.e. MHO or MUO), those at lower health risk can be guided to less intensive 

therapy (e.g. self-management or outpatient therapy), whereas those at higher 

health risk can be directed to more intensive treatment approaches (e.g. family-

based multidisciplinary obesity management, pharmacotherapy or bariatric 

surgery), resulting in a reduction of health care costs. However, a consensus 

should first be reached regarding the classification of MHO or MHO in pediatrics. 

Eventually, future longitudinal research may focus on the time frame and 

reversibility of the progression into the MUO phenotype, and assessment of future 

risk for T2DM and/or CVD. In the meanwhile, general prevention of childhood 
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obesity is still of utmost importance as obese individuals are always at greater 

risk for adverse long-term outcomes compared to their normal-weight 

counterparts [91]. 

In the near future, the plasma 1H-NMR metabolic profile could be useful in 

detecting differential phenotypes of obesity and in identifying those at greatest 

risk for developing metabolic diseases later in life. In future, longitudinal research 

in large cohorts using higher-field 1H-NMR spectroscopy in combination with MS, 

new statistical models and an integrative approach to analyze gene-

transcriptome-proteome-metabolite data can be used to find relevant biomarkers 

for the assessment of obesity-related metabolic diseases. The inclusion of other 

biofluids such as urine, salivary or feces which are less invasive than obtaining 

plasma from children and adolescents, could be of added value for pediatric 

research. Also the inclusion of factors such as nutrition, level of physical activity 

or gut microbiota composition will add great value to this research.  

The preliminary results of this thesis are very promising for future research of 

the metabolic health of obese children and adolescents and can be the 

beginning of further interesting research. Future longitudinal prospective 

research in larger study cohorts is needed to further examine the feasibility and 

validity of the presented tools to early identify metabolic alterations in obese 

children and adolescents. Eventually, this might open new perspectives to 

develop more targeted and personalized clinical management of childhood 

obesity, reduce health care costs and result in a better life expectancy and 

quality of life for the current and next generation of children and adolescents. 
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Childhood obesity is a multifactorial complex disorder which is closely associated 

with the presence of metabolic complications such as insulin resistance, the 

metabolic syndrome, prediabetes and premature coronary disease. In the past 

decades, the prevalence of extreme childhood obesity has rapidly increased. To 

define morbid childhood obesity and to calculate its prevalence, the international 

(IOTF) BMI cut-off points which correspond to a BMI higher than 40 at the age of 

18 years were established. The future application of these BMI cut-off values in 

clinical research and daily practice will eventually lead to a simple and cost-

effective screening of morbid childhood obesity. Additional research showed that 

morbidly obese children have higher fasting insulin and systolic blood pressure 

levels compared to less extremely obese children. Apart from the use of the BMI 

to screen for metabolic complications in obese children, other screening methods 

were also studied, including the OGTT curve and metabolically “healthy” obesity 

(MHO). This study revealed that end-pubertal obese girls with a monophasic OGTT 

shape pattern showed early signs of β-cell insulin secretory failure as opposed to 

those with a biphasic or triphasic shape pattern. In addition, MHO children and 

adolescents had significantly lower levels of fasting insulin, triglycerides and 

TG/HDL-C ratio as compared to MUO children. In addition to clinical research, 

NMR-based metabolomics was applied to identify biomarkers of metabolic 

complications of childhood obesity. Hereto, 1H-NMR experimental analysis was 

first optimized and a robust and practical protocol for sample collection and 

processing in a clinical setting was developed. Using 1H-NMR-based plasma 

metabolomics, the metabolic profile of obese and normal-weight children and 

adolescents was determined and compared. As an extension, the plasma 

metabolic profile of a metabolically “healthy” but obese (MHO) phenotype was 

investigated. This showed that the obese and metabolically unhealthy phenotype 

was characterized by an increased lipid content, decreased levels of choline-

containing phospholipids, an increased glycolytic activity, low-grade inflammation, 

and alterations in energy metabolism. In addition to this, it appeared that 

triglyceride concentrations were strongly correlated to the obese metabolic 

unhealthy phenotype. In brief, the fundamental clinical and metabolomics 

research performed in this doctoral project provides a basis for the future 

development of clinically useful screening tools for the early detection of obesity 

and associated metabolic complications in children and adolescents. 
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Kinderobesitas is een multifactoriële complexe aandoening, die vaak voorkomt in 

associatie met metabole complicaties zoals insulineresistentie, het metabool 

syndroom, prediabetes en premature hartfalen. De laatste jaren is de prevalentie 

van kinderen met extreme obesitas sterk toegenomen. Om morbide 

kinderobesitas te definiëren en de prevalentie ervan in kader te brengen, werden 

de internationale (IOTF) BMI afkapwaarden die overeenkomen met een BMI hoger 

dan 40 op 18-jarige leeftijd ontwikkeld. De toekomstige applicatie van deze BMI 

afkapwaarden in klinisch onderzoek en dagelijkse praktijk zal een eenvoudige en 

kosteneffectieve screening van morbide kinderobesitas kunnen realiseren. Verder 

onderzoek toonde aan dat kinderen met morbide obesitas een verhoogde nuchtere 

insulineconcentratie en verhoogde systolische bloeddruk hadden vergeleken met 

kinderen met minder extreme obesitas. Behalve het gebruik van de BMI om te 

screenen voor metabole complicaties bij obese kinderen, werden ook andere 

screeningsmethoden onderzocht, waaronder de OGTT curve en metabool 

"gezonde" obesitas (MHO). Uit dit onderzoek bleek dat post-puberale obese 

meisjes met een monofasische vorm van de OGTT curve, vroege tekenen van een 

verstoorde β-cel insuline secretie vertoonden in tegenstelling tot diegenen met 

een bi- of trifasische curve. Daarnaast vertoonden MHO kinderen en adolescenten 

significant lagere concentraties van nuchtere insuline, triglyceriden en TG/HDL-C 

ratio in vergelijking met metabool ongezonde obese kinderen. Naast het 

uitgevoerde klinisch onderzoek, werd ook NMR-gebaseerde metabolomics 

toegepast om biomarkers van metabole complicaties bij kinderobesitas te 

identificeren. Hiervoor werd eerst de 1H-NMR experimentele analyse 

geoptimaliseerd en een robuust en praktisch protocol voor staalverzameling en 

verwerking in een klinische setting ontwikkeld. Aan de hand van 1H-NMR-

gebaseerde plasma metabolomics, werd het metabool profiel van obese en 

normaalgewicht kinderen bepaald en vergeleken. Als uitbreiding werd het plasma 

metabool profiel van het metabool gezond en obese (MHO) fenotype onderzocht. 

Hieruit bleek dat het obese en metabool ongezonde fenotype werd 

gekarakteriseerd door een verhoogd lipide gehalte, een verlaagd gehalte van 

choline-bevattende fosfolipiden, een verhoogde glycolytische activiteit, 

laaggradige inflammatie, en een verstoord energiemetabolisme. Hiernaast bleken 

triglyceride concentraties zeer sterk gecorreleerd te zijn aan het obese metabool 

ongezonde fenotype. Kortom, het fundamenteel klinisch en metabolomics 
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onderzoek dat werd uitgevoerd tijdens dit doctoraatsproject vormt een basis voor 

de verdere ontwikkeling van klinisch bruikbare screeningstools voor de 

vroegtijdige detectie van obesitas en geassocieerde metabole complicaties bij 

kinderen en adolescenten.  
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“Learn from yesterday, live for today, hope for tomorrow.  

The important thing is not to stop questioning.”  

Albert Einstein 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


