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Samenvatting

In deze thesis onderzoeken we de dynamica van verscheidene systemen die zich in
een actief viscoelastisch bad bevinden. Wat deze baden zo interessant maakt, is hun
complexiteit en het feit dat ze niet in evenwicht zijn. De complexiteit van deze baden
vindt zijn oorsprong in hun viscoelastische eigenschap die, anders dan viskeuze baden,
persistente beweging verhindert. Deze eigenschap komt tot stand door geheugenef-
fecten die zowel de wrijving als de thermische agitatie, inwerkende op het systeem,
beïnvloeden. Deze e�ecten leveren vaak anomale dynamica op; dit impliceert een
deviatie van normale di�usie. Een bad dat enkel viscoelastisch is, voldoet aan de
�uctuatie-dissipatie relatie. In zulk een bad zal een systeem altijd thermaliseren. De
baden die wij onderzoeken zijn ook actief; hierdoor zijn ze uit evenwicht. Deze actieve
eigenschap wordt gemodelleerd door stochastische krachten met een tijdsafhankelijke
correlatie. Er wordt verondersteld dat deze krachten in een bepaalde, doch willekeu-
rige, richting duwen gedurende een karakteristieke tijdsschaal. Na deze tijd veranderen
ze hun richting willekeurig. Om de evolutie van het systeem te beschrijven, stellen we
een veralgemeende Langevin-vergelijking voor die de gereduceerde dynamica bepaalt.
De motivatie voor dit onderzoek is het vermogen van actieve viscoelastische baden
om de interne vloeistof van een biologische cel te modelleren. Deze vloeistof noemt
men het cytosol en is zeer complex en ongetwijfeld niet in evenwicht.

Het eerste systeem dat we bestuderen is een één-dimensionaal deeltje in een po-
tentiaal. We beschouwen drie verschillende potentialen. De eerste is een constante
potentiaal dat een vrij deeltje impliceert. We verscha�en de exacte oplossing van de
veralgemeende Langevin-vergelijking en concluderen dat het vrij deeltje zowel super-
als subdi�usie vertoont. We passen deze resultaten toe op experimenten van getagde
deeltjes in een levende cel. We vinden dat ze, tenminste kwalitatief, de geobserveerde
dynamica kunnen beschrijven. De tweede potentiaal is een kwadratische; dit resul-
teert in een harmonische oscillator. Opnieuw berekenen we de exacte tijdsevolutie van
de dynamica maar we passen ook ons numeriek schema toe op dit systeem; hierdoor
kunnen we de betrouwbaarheid van het algoritme testen. We vinden dat de initi-
ële dynamica van de harmonische oscillator identiek is aan die van het vrij deeltje.
Voor lange tijden echter, bereikt het systeem een tijdsonafhankelijke toestand die een
interessante afhankelijkheid van de viscoelasticiteit vertoont. De resultaten van de
harmonische oscillator gebruiken we om te voorspellen hoe moleculaire motoren zich
zullen gedragen in een complexe, niet-evenwicht omgeving. We vinden onder andere
dat hun mobiliteit verhoogt. De derde potentiaal is een dubbele put, of met andere
woorden, twee locale minima gescheiden door een energiebarrière. De veralgemeende
Langevin-vergelijking van dit systeem kan niet analytisch opgelost worden; daarom
doen we volledig beroep op ons algoritme om de dynamica te bestuderen. Op basis
van empirische argumenten stellen we een mogelijke uitdrukking voor die de ontsnap-
pingsgraad in een geëquilibreerd viscoelastisch bad beschrijft. Wanneer het bad ook
actief is, observeren we een interessante afhankelijkheid tussen de stationaire toestand
en de viscoelasticiteit. We bespreken ook het mogelijk bestaan van een e�ectieve po-
tentiaal. De ontsnappingsgraad in een niet-evenwicht bad blijkt zeer tegen-intuïtief
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te zijn. We gebruiken de dubbele put als een model voor de plooidynamica van
DNA-haarspelden.

Het tweede systeem dat we bestuderen is de Rouse-keten; dit is een simpel model
voor een polymeer. De Rouse keten bestaat uit massa's die lineair verbonden zijn
door harmonische veren. Na het bespreken van het gedrag van de keten in een viscoe-
lastisch bad in evenwicht � de massa's vertonen drie subdi�usieve regimes � stellen
we deze bloot aan twee verschillende niet-evenwichtsprocesen. Het eerste proces is
een constante kracht die inwerkt op een uiteinde van de keten. Vermits deze kracht
conservatief is, zal de keten na enige tijd thermaliseren. Maar kort na de activatie van
de kracht, ondervindt de keten een niet-evenwichts transiënte fase. Het is deze fase die
hoofdzakelijk onze interesse geniet. We observeren hoe de rotationele symmetrie van
de keten gebroken wordt ten gunste van een langwerpige vorm. We leiden de evolutie
van zowel de gemiddelde lengte als de speci�eke trompetvorm af. We bestuderen ook
hoe het krachtsfront door de keten propageert. Bij het tweede proces brengt het bad
actieve �uctuaties toe aan de Rouse-keten. Vermits deze krachten niet conservatief
zijn, zal het systeem zich voor altijd in een niet-evenwichtstoestand bevinden. We
vinden dat het di�usiepro�el van de massa's verscheidene nieuwe regimes vertoont in
vergelijking met de dynamica in een geëquilibreerd viscoelastisch bad. Deze nieuwe
regimes kunnen zowel super- als subdi�usief zijn. Door de actieve krachten zal de
keten eveneens zwellen; dit zwellen is sterk afhankelijk van de viscoelasticiteit van het
bad. We vergelijken kwalitatief onze resultaten van de Rouse-keten met recente expe-
rimenten. Om te besluiten stellen we enkele potentialen voor die het realisme van de
Rouse-keten moeten verhogen. Deze potentialen zorgen voor zelf-vermijding, eindig
uitrekbare veren en buigstijfheid. Om de eigenschappen van deze complexe ketens te
onderzoeken, moeten we terugvallen op simulaties vermits een analytische benadering
niet voor handen is. We vinden dat de lengte-kracht relatie voor een zelf-vermijdende,
eindig rekbare keten niet meer lineair is en twee verschillende regimes vertoont. Een
semi-�exibele keten in een actief viscoelastisch bad heeft andere exponenten voor zijn
anomale di�usie (deze kunnen deels voorspeld worden met een benaderende theorie).
Naast zwellen kan een semi-�exibele keten ook krimpen in deze baden.

Om te besluiten construeren we de veralgemeende Langevin-vergelijking voor de
middelste massa in een Rouse-keten. De gereduceerde dynamica die deze vergelijking
inhoudt, vindt zijn oorsprong in de projectie van de vrijheidsgraden van het omrin-
gende viskeuze warmtebad en de rest van de keten op de middelste massa. Eerst
overlopen we de a�eiding van deze veralgemeende Langevin-vergelijking wanneer het
warmtebad in evenwicht is. Daarna introduceren we twee aandrijvende procesen die
het systeem uit evenwicht zullen trekken. Het eerste proces is een constante kracht
op de eerste massa. We vinden een uitdrukking voor de e�ectieve kracht op de mid-
delste massa die resulteert uit deze perturbatie. Het tweede proces is een warmtebad
dat aangedreven wordt door stochastische actieve krachten. De toevoeging van deze
actieve krachten produceert een frenetieke bijdrage bij de tweede �uctuatie-dissipatie
relatie. Voor exponentieel gecorreleerde actieve krachten leiden we een uitdrukking in
gesloten vorm af voor de frenetieke bijdrage. Deze uitdrukking is geanalyseerd voor
speci�eke gevallen.



Abstract

In this thesis we investigate the dynamics of various systems that reside in an ac-
tive viscoelastic bath. What makes these baths particularly interesting is that they
are both complex and not in equilibrium. The complexity of the baths is found in
their viscoelastic nature that, other than in viscous baths, hinder persistent motion.
This characteristic is achieved by memory e�ects that in�uence both the friction and
the thermal agitation that the bath in�icts on the system. These e�ects often yield
anomalous dynamics, which implies a deviation from normal di�usion. A solely vis-
coelastic bath obeys the �uctuation-dissipation relation. The system will, in such a
bath, always thermalise. The baths we consider, however, are also active, making
them a nonequilibrium environment. This active forcing is modelled by stochastic
forces with a time dependent correlation. They are assumed to push in a particular,
yet random, direction for some characteristic time-scale. After this time, they change
their direction randomly. To describe the evolution of the system, we propose a gener-
alised Langevin equation that governs its reduced dynamics. The motivation to study
active viscoelastic baths is their ability to model the interior �uid of a biological cell.
This �uid is called the cytosol and it is very complex and certainly not in equilibrium.

The �rst system we study is the one-dimensional particle in a potential. We
consider three potentials. The �rst is a constant potential resulting in a free particle.
We provide the exact solution to its generalised Langevin equation and conclude
that the free particle displays both super- and subdi�usion. We apply these results
on experiments of tracer particles inside living cells and �nd that they can, al least
qualitatively, explain the observed dynamics. The second potential is a quadratic one,
constituting to a harmonic oscillator. Again, we compute the exact time-evolution of
its dynamics, but we also apply our numerical scheme on this system to check the
algorithm's validity. We �nd that the initial dynamics of the harmonic oscillator is
identical to those of the free particle. For long times however, the system reaches
a steady state with an interesting dependence on the viscoelasticity. The results of
the harmonic oscillator are used to predict how the behaviour of molecular motors
is altered in a complex, nonequilibrium environment. We �nd that their mobility is
increased. The third potential is a double well, i.e. two local minima separated by an
energy barrier. The generalised Langevin equation of this system can not be solved
analytically, we therefore relied on our algorithm to study its dynamics. On the basis
of empirical arguments, we propose a possible expression for the escape rate in an
equilibrated viscoelastic bath. When the bath is active, we observe an interesting
dependency of the steady state probability distribution on the viscoelasticity. We
also discuss the possible existence of an e�ective potential. The escape rate in this
nonequilibrium bath proved to be non-intuitive. We use the double well as a model
for the folding dynamics of DNA-hairpins.

The second system we study is the Rouse chain, it is a simple model for a polymer.
It consists of beads, linearly connected by harmonic springs. After discussing how a
Rouse chain behaves in an equilibrated viscoelastic bath � the beads display three
subdi�usive regimes � we expose it to two di�erent nonequilibrium processes. In
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the �rst, we apply a constant force on one end of the chain. Because this force
is conservative, the chain will thermalise after some time. But shortly after the
activation of the force, the chain will experience a nonequilibrium transient phase. It
is mainly this transient phase we investigate. We observe how the rotational symmetry
of the chain is broken in favour of an elongated shape. We derive the evolution of both
the average length and the particular trumpet shape. We also investigate how the
force-front propagates the chain. In the second, the bath delivers active �uctuations
to the Rouse chain. Since this is nonconservative forcing, the chain will remain out-of-
equilibrium inde�nitely. We �nd that the di�usion pro�le of the beads acquires several
new regimes compared to the purely viscoelastic case, these new regimes are both
super- and subdi�usive. Due to these active forces the chain will swell, this swelling
is heavily dependent on the viscoelasticity of the bath. We qualitatively compare
our results of the Rouse chain to recent experiments. To conclude, we propose some
potentials to increase the realism of the Rouse chain. These include self-avoidance,
�nite extendible springs and bending rigidity. To investigate the properties of these
more complex chains we use the algorithm since an analytic treatment is not at hand.
We �nd that the length-force relation for a self-avoiding, �nite extendible chain is
no longer linear and displays two distinct regimes. A semi-�exible chain in an active
viscoelastic bath has di�erent exponents for its anomalous di�usion (which can also be
partly predicted using an approximated theory). Apart from swelling, a semi-�exible
chain can also shrink in these baths.

To conclude, we construct the generalised Langevin equation for the middle bead
of a Rouse chain. The reduced dynamics this equation entails originates from the
projection of the degrees-of-freedom of the surrounding viscous heat bath and the rest
of the chain on the middle bead. We �rst review the derivation of this generalised
Langevin equation when the heat bath is in equilibrium. Thereafter, we introduce two
driving agents that will pull the system away from equilibrium. Firstly, a constant
force on the �rst bead. We �nd the expression for the e�ective force on the middle
bead resulting from this perturbation. Secondly, we consider the heat bath to be
driven by stochastic active forces. The inclusion of these active forces produces a
frenetic contribution to the second �uctuation-dissipation relation. When the active
forces are exponentially correlated, a closed form for the expression of the frenetic
contribution is derived. This expression is analysed for some speci�c cases.
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1 | Introduction

It's the job that's never started as takes longest to �nish.

John R. R. Tolkien

In this introductory chapter we give an elementary and concise background of the top-
ics that are investigated in this document. First, we discuss the �eld of nonequilibrium
statistical mechanics, this is the framework on which our work is build. Second, some
important biological concepts are explained, they are the main subjects to which our
results are applied. Then we brie�y comment on the motivation for our work and
why it is relevant in the context of biological physics. Lastly, the general outline of
this thesis is given.

1.1 Nonequilibrium statistical mechanics

The language of this document is that of nonequilibrium statistical mechanics. We
give here a very basic overview of this subject. A clarifying way to describe this
concept, is to explain its name word by word. Starting with the last.

Mechanics

Mechanics in its classical sense (we do not consider quantum or relativistic e�ects)
is one of the oldest topics in physics. In general, it is concerned with the motion
of objects with mass subjected to external forces. Some preliminary work on falling
bodies was done by Galileo Galilei in the beginning of the 17th century but the �rst
clear theory was devised by Isaac Newton in his famous Principia published in 1687
[1]. In this work he formulated his three laws of motion. Perhaps the most important
law is the second, it states that the mass times acceleration of an object is equal to
the total force that acts upon this object. This is, in fact, a second order di�erential
equation of the object's position. Since it dictates the evolution of this position, it is
also known as an equation of motion. To solve it one needs to know, apart from the
mass and total force, the initial position and momentum (or velocity) of the object.
The solution is the deterministic trajectory of the object.

An easy example of this is that of a ball which is thrown in the air. If one knows
all the previously mentioned parameters, with gravity and air-friction as the external
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4 CHAPTER 1. INTRODUCTION

forces, then the path the ball will take and its �nal position on the ground can be
calculated. Next, we consider a somewhat more di�cult example of two objects that
interact with each other, namely the Sun and the Earth. At a speci�c moment, they
both have a well-de�ned position and momentum. They also pull on each other with
the force of gravity. Using Newton's second law one can create a set of two coupled
equations of motion that perfectly predict where the Earth will be relative to the
Sun at any moment in the future1. Now, if we add a third interacting object to this
problem, say for example Earth's Moon, then it can be proven that the resulting
set of three coupled equations of motion can not be solved exactly. However, the
set of equations does hold all the information necessary to fully describe the system
and computer simulations can extract this information. One can solve this set of
di�erential equations numerically to very high precision. So every dynamic property
of this system can be known.

A hypothetical extension to all objects in the universe was made by Pierre-Simon
Laplace in 1814 [2]. He stated that �An intellect which at a certain moment would
know all forces that set nature in motion, and all positions of all items of which nature
is composed, if this intellect were also vast enough to submit these data to analysis, it
would embrace in a single formula the movements of the greatest bodies of the universe
and those of the tiniest atom; for such an intellect nothing would be uncertain and the
future just like the past would be present before its eyes.� Such an intellect is called
Laplace's demon, and it might appear that with the rate at which our computing
power grows, mankind can eventually become such a demon. There are, however,
several �aws in his hypothesis. One of which arises from statistical mechanics2.

Statistical mechanics

In our discussion of classical mechanics we mentioned that a system with three inter-
acting objects is not exactly solvable. Now imagine a volume �lled with a gas. This
gas consists of molecules whose number is of the order of 1023. They interact with
each other through non-trivial quantum mechanical e�ects. If a system with three
planets is not exactly solvable then �nding the trajectory of every molecule in a gas
is certainly futile. What is more, obtaining the initial position and momentum of
1023 objects is an impossible task in itself. Even the most advanced computer in the
future will most likely not be able to perform a simulation of such a scale. Knowing
the motion of every molecule is therefore beyond our grasp but luckily this informa-
tion is also not very interesting. When studying a gas, or any macroscopic system
that consist of a huge number of constituents, one is mainly interested in its global
characteristics, for example its temperature or pressure. The precise behaviour of the
individual molecules is of less importance.

The �rst complete theory on this subject was fully developed in the 19th century
by people such as James P. Joule, Rudolf Clausius and Nicolas L. S. Carnot to name a
few. It is called thermodynamics. It concerns itself with the concepts of heat and tem-
perature, and how they relate to energy and work. It does so without the assumption
that matter is made up of numerous components (at that time the existence of atoms

1This problem was in fact �rst worked out by Isaac Newton himself, thereby providing an exact
derivation of the laws of planetary motion that Johannes Kepler found empirically. It was published
in the same Principia as his three laws of motion.

2Another is the stochastic nature of quantum mechanics, unknown to Laplace at the time.
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was still controversial). The laws of thermodynamics were formulated on an empirical
basis and although these laws stood the test of time, they give no explanation on how
the internal structure of an object gives rise to its thermal properties.

At the end of the 19th century a new theory emerged that did account for the
microscopic motion of the gas molecules obeying the laws of classical mechanics. This
kinetic theory was mainly developed by James C. Maxwell, Ludwig Boltzmann and
Josiah W. Gibbs. They argued that the macroscopic observables of a system should
not depend on the precise motion of every microscopic particle but rather on their
average collective dynamics that obscure the microscopic features. The kinetic theory
is based on the ensemble concept, which assumes that speci�c macroscopic properties
can be achieved by di�erent microscopic con�gurations (or micro-states). To illustrate
this, imagine two glasses of water at the same temperature. The trajectories of the
molecules in one glass are obviously di�erent than those in the other glass but they
still yield the same macroscopic observable, i.e. the same temperature. To put it
the other way around, a system typically has countless micro-states, each of which
has its own resulting macroscopic properties (or macro-state), yet many of these
macro-states are very similar. The ensemble concept provides a link between the
microscopic and macroscopic realms by taking averages over such an ensemble to
�nd the thermodynamic quantities. It can also explain the �uctuations around this
average value, which is something that thermodynamics does not provide. This theory
is therefore called statistical mechanics.

The simplest way to understand the ensemble concept is through the study of
isolated systems. In thermodynamics, a system is isolated when it is contained by
immovable walls through which neither mass nor energy can pass. An ensemble
of an isolated system whose macroscopic properties do not evolve in time is called
an equilibrium ensemble1. To grasp the concept of equilibrium one assumes that
every possible micro-state is equally likely for an isolated system. The most probable
resulting macro-state will then be that which has the most corresponding micro-
states. For many physical systems the amount of micro-states is enormous but most
of them correspond to the same macro-state (or one that is very similar). This
state is called the equilibrium state. A system that starts in a micro-state that does
not correspond to the equilibrium state will quickly evolve to it, because being in
a corresponding micro-state is much more likely. The amount of micro-states that
yield the same macro-state is characterised by a concept called entropy. A macro-
state with many corresponding micro-states has high entropy while a macro-state
with few corresponding micro-states has low entropy. This results in the second law
of thermodynamics which states that the total entropy of an (isolated) system will
always increase over time. The tendency to increase entropy creates an �arrow of
time�: the past holds less entropy than the future. There is a sense of irreversibility
in this statement, a macroscopic system that has increased its entropy will not be
able to go back to its previous, low entropy, state. For example, the likeliness of your
ice cream to reform in its cone after it melted on a hot day is essentially non-existing.

According to R. Ulanowicz [3], this notion of irreversibility is one of the arguments
against Laplace's demon (although perhaps the weakest), since the demon relies on
the reversibility of classical mechanics. From an irreversible thermodynamic viewpoint
one cannot recreate past positions and momenta from a current state.

1For a non-isolated system to be in equilibrium, there should be no net �ows of matter or energy.
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Nonequilibrium statistical mechanics

From the previous discussion one can conclude that a system always goes to a state of
maximum entropy, the equilibrium state. The behaviour of systems in equilibrium is
well understood in the framework of 19th century statistical mechanics. Through the
concept of Boltzmann statistics, where every micro-state is given a statistical weight
according to its total energy, the calculation of averages is tractable.

But what about a system that is not yet in a maximum entropy state, but is
still increasing its entropy? Such a system is not in equilibrium and the formalism
of Boltzmann statistics can not be applied. Without such a guiding principle, the
treatment of these nonequilibrium systems is very di�cult. To this day, no uni�ed
theory, like the one for equilibrium processes, on nonequilibrium processes is at hand.
While some researchers try to achieve such a theory, others investigate very speci�c
nonequilibrium systems to explain certain phenomena. All this research is situated
in the �eld of nonequilibrium statistical mechanics.

What makes nonequilibrium systems very attractive is that, since they increase
their entropy, they have some sense of the passing of time. Whereas an equilibrium
system shows no time-dependence in its macroscopic properties, a nonequilibrium
system will see an evolution in its properties1. In the natural world around us almost
everything is constantly changing, nothing seems to be in equilibrium. This makes
the study of nonequilibrium systems, non-trivial as it might be, truly a subject on
everyday physics.

1.2 Particles and polymers

In this section we discuss some concepts from biology that are used throughout this
work. They will always have something to do with the biological cell, whether they
be the cell itself or some molecular process inside the cell. A cell (from Latin cella,
meaning �small room�) is often called the building block of life, capable of indepen-
dently reproducing itself. We give here a short impression of the cell's make-up, more
detailed information on this subject can be found in any standard textbook on cell
biology (for example [4]).

The cell's interior is protected from the outside world by a plasma membrane.
This membrane also provides a way to exchange substances between the outside and
inside of the cell. The cell's interior is a very complex environment. It is �lled with a
gel-like medium, called the cytosol. Giving the cell structure and rigidity is the sti�
cytoskeleton, which also provides internal transportation. Suspended in the cytosol,
we �nd a whole arsenal of ions, macromolecules and organelles2 ful�lling diverse tasks.
The features and functions of the macromolecules is explained later. Some of the
responsibilities of the organelles are the creation of chemical energy (mitochondrion),
the storage of macromolecules (Golgi apparatus) and locomotion (�agellum). But
the most important organelle is the cell's nucleus. It encloses the genetic material of

1This statement is actually not strictly true, a nonequilibrium system can also be in a steady-
state. None of its properties will change but the system does possess some time-asymmetry. For
example, a stream of water will �ow in the opposite direction when time is reversed.

2An organelle is a functional subunit of the cell. It forms a compartment with its own membrane
where it performs speci�c tasks. Together with the cytosol, it forms the cytoplasm.
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the cell that comes in the form of deoxyribonucleic acid or DNA. This DNA molecule
provides the blueprint of the cell, regulating almost every function and characteristic
of the cell. We will soon discuss DNA in more detail.

In this document we will often use the terms particle and polymer. Sometimes
we deem them to be abstract, physically idealised entities. Other times we interpret
them as real biological concepts. Here we will explain how we relate these two terms
to biology.

Particles

In classical physics, the term �(point) particle� is used to denote a body without
spacial extension, i.e. it has zero dimensions. These point particles have a well-de�ned
position and can have a mass and/or a charge. It goes without saying that this is an
extreme idealisation, but it is often used as an approximate description for a realistic
body. When the volume of a body is irrelevant for its investigated properties, this
approximation is permitted. This is often the case when the body can be studied
from a long distance, making it essentially point-like. Examples are the Earth in the
context of the large solar system or a molecule di�using through a gas.

Often, a biological phenomenon can be described by assuming it behaves like a
point particle. For example, to investigate the di�usive properties inside a cell, ex-
perimentalists often use tracer particles. These particles can be arti�cial (for example
silica beads) whose position can be tracked by optical measurements. Non-arti�cial
tracer particles also exist, they are macromolecules that are �uorescently tagged. Im-
portant here is that these macromolecules have a compact global structure. It is
also possible that a macromolecule has an elongated structure, such molecules will
be discussed below. One can also consider the cell itself as a particle, and especially
the single-celled organism called bacteria. When investigating how a bacteria moves
through its environment, one can disregard its complex inner structure and only focus
on the approximated position of the bacteria viewed as a particle.

When investigating a particle, its position is de�ned by three coordinates. But the
evolution of coordinates can also depict something other than the position of a particle.
When a chemical reaction takes place, some properties of a substance will change.
This change can sometimes be represented by a one-dimensional coordinate, called
a reaction coordinate. Examples of such reactions are the conformational change
of a macromolecule, the production of certain substances and the (un)binding of
molecules. A reaction coordinate is not always a function of time, often one measures
it as a function of the free energy of the system.

Polymers

In the above discussions we often mentioned the term macromolecule. As its name
suggests, it is a very large molecule, consisting of thousands of atoms or more. The
most prominent macromolecules in a cell are polymers. The word polymer consists of
two Greek words, poly- meaning �many� and -mer meaning �parts�. A polymer thus
consists of many subunits called monomers. These monomers are covalently bound
together through a process called polymerisation. The total number of monomers in
a single polymer is called the degree of polymerisation, and can be very large, over
108. The linking of monomers can be linear (i.e. one after the other) resulting in a
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Figure 1.1: A schematic representation of the DNA polymer that zooms in on speci�c
features of the DNA. From left to right we have: the whole chromosome (the packed
version of DNA), the DNA double helix and the bonds between the two DNA strands
where di�erent nucleotides are indicated with a speci�c pattern.

polymer that resembles a long chain. Some polymers are non-linear, having several
branch points giving them a complex geometry (we do not consider them here).

There are many man-made synthetic polymers (such as plastics), but we will
not focus on them. Nature has its own set of biopolymers which are more relevant
for our work. We give here the four types of biopolymers with, between brackets,
the monomers that make them up. Lipids (glycerol and fatty acids), proteins (amino
acids), carbohydrates (monosaccharides), nucleic acids (nucleotides). When a polymer
is submerged in a liquid at a speci�c temperature, it does not keep an elongated
structure. It collapses to a coiled-up formation, like a ball of yarn. This collapsed
state is not random but depends heavily on the speci�c sequence of the monomers and
the weak interaction between them, attracting and repulsing each other. This results
in a very de�nite structure for all identical polymers. For a biopolymer this unique
structure is essential to perform its tasks inside the cell. The ability to collapse to
its natural structure depends on temperature, too high or too low temperatures are
harmful for cells since its polymers will lose their structure and become idle. Clearly,
understanding how a polymer behaves in a cell is a very fascinating topic. Even more
so because, due to its elongated nature, a polymer has special dynamics that a simple
particle does not show. Some pioneers in the �eld of polymer physics are Paul Flory
[5], Pierre-Gilles de Gennes [6], Samuel Edwards [7] and Alexander Grosberg [8].

In this document, our main interest lies in the dynamics of proteins and nucleic
acids. There exists a vast array of di�erent kinds of protein, they perform essential
and diverse actions in the cell. These include: transportation, catalysis, managing
the inheritable information, etc. Because the amount of di�erent kinds of protein
is enormous, we will explain the speci�cs of a studied protein when we encounter it
in the main text. The two most important nucleic acids are DNA (deoxyribonucleic
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Figure 1.2: A schematic representation of how a DNA molecule is unzipped. The
grey structure is a helicase protein that slides over the DNA molecule (indicated by
the arrow) and breaks the weak bonds between the two DNA-polymer-strands. When
the strands separate, their monomer sequence is exposed, as the detailed inset shows.

acid) and RNA (ribonucleic acid). Our work focusses on the dynamics of DNA, we
will therefore give here a brief overview of its features.

If one had to elect a �molecule-of-life� it would, without a doubt, be DNA. This
molecule holds the genetic material of an organism, called genes. These genes dictate
all characteristics of the organism, ranging from its appearance to its behaviour, and
they are inherited by the o�spring of the organism1. The discovery of DNA ended the
search for the substance which guided our inheritable traits. A DNA molecule was
�rst isolated by Friedrich Miescher in 1869. More than hundred years later, in 1953,
the double helical structure of DNA was identi�ed by James Watson and Francis Crick
[10] using the X-ray di�ractions of the molecule, provided by Rosalind Franklin. The
DNA molecule actually consists of two weakly bound polymer-strands that can have a
length of the order of meters. These strands are connected and winded-up along their
length, giving the DNA-chain a helical structure (see Fig. 1.1). The weak (hydro-
gen) bonds between the DNA-polymer-strands are made by the individual monomers
of each strand. A monomer of such a strand is called a nucleotide, it consists of a
nitrogenous base, a �ve-carbon sugar, and a phosphate group. The latter two con-
nect to other nucleotide monomers, creating the DNA-polymer-strand backbone. The
nitrogenous base forms weak hydrogen bonds with a nitrogenous base of the other
DNA-polymer-strand and holds the genetic information. Four types of nitrogenous
bases exist: cytosine (C), guanine (G), adenine (A) and thymine (T). The weak links
between strands only occur between cytosine and guanine or between adenine and
thymine (see Fig. 1.1). This makes the two DNA-polymer-strands complementary
(e.g. a sequence of −AATGGCTGATCGTA− in one strand will correspond to a

1Through random mutations during the inheritance of these genes, and the subsequent natural
selection of the resulting o�spring, the evolution of species [9] can occur.
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sequence −TTACCGACTAGCAT− in the other strand). All DNA molecules reside
mostly in the cell's nucleus. The long DNA molecules can �t in this small organelle
because they are neatly packed into a structure called a chromosome (see Fig. 1.1).
This chromosome also provides the needed organisation enabling the cell to quickly
access the needed instructions. To access this information, the cell uses specialised ma-
chinery that temporarily breaks the weak bonds between the DNA-polymer-strands,
exposing the monomer sequence. The cell can then read out this sequence and use
this information to create a speci�c protein that will ful�l its specialised task for the
cell. The process of separating the DNA-polymer-strands is called the �unzipping� of
the DNA, because of its resemblance to the zipper on a jacket (see Fig. 1.2). The
reverse process, where the DNA-polymer-strands are rejoined, is called �zipping�.

From this discussion, it is clear that DNA dictates the workings of a cell and, by
extension, life. Understanding the behaviour of DNA in its natural cellular environ-
ment is therefore crucial knowledge.

1.3 Motivation for our work

In this document we investigate how a particle or a polymer di�uses through an active
viscoelastic bath. The detailed characteristics of such a bath are explained in the next
chapter. Simply put, �active� means that some process is pulling the system out of
equilibrium. And �viscoelastic� implies that the bath is a complex medium, unlike
a viscous bath (like liquid water). In the case of the particle, we subject it to three
di�erent potentials and study how it behaves in each one. This model appears to be
applicable to several cellular processes. For the polymer, we investigate properties
that are often measured in experiments. The motivation for this work is twofold.

First, the mathematical models we construct and solve, although they are quite
speci�c, contribute to the contemporary development of nonequilibrium statistical
mechanics. We mentioned before that a general theory on this matter is still lack-
ing. While our work will not provide such a theory, it does give an insight into the
particular nonequilibrium physics of complex active systems. It builds on previous
works by C. Marchetti [11], P. Hänggi [12], A. Grosberg [13], T. Sakaue [14], N. Gov
[15] and A. Spakowitz [16]. Our work can be a guideline for solving similar problems
or provide a background for �nding a general theory for out-of-equilibrium di�usive
processes. The interior of a biological cell is an excellent example of a nonequilibrium
and complex environment. We use this natural system to interpret our results. This
gives a means to subject them to the test of experiment. Some existing experiments
that inspired our research include those of R. Di Leonardo [17], N. Fakhri [18], A.
Javer [19], D. Goldstein [20] and F. MacKintosh [21].

Almost everything in our thermodynamic world is irreversible, and the most per-
manent to us is perhaps death. Therefore, the Darwinistic purpose of all living things
is to stay alive long enough in order to produce o�spring that carries on its genes. To
stay alive, an organism must be capable to react to a large range of external and inter-
nal impulses. It must be able to locate food, move toward it and process it to generate
energy. It should sense danger and move away from it. It needs to adapt itself in
order to react to natural phenomena such as weather, diseases, etc. And it must �nd
a suitable mate. All these things require the organism to process information and
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change itself accordingly. Because systems that are in equilibrium can not change by
themselves (for example rocks), a living organism must be out-of-equilibrium in order
to make the necessary changes. Once it has reached a state of equilibrium, it will
be dead. Therefore we can state that life must resist equilibrium. This statement is
the second, somewhat poetic, motivation for our work. By combining the physics of
nonequilibrium systems with the biology of a cell, we hope to better understand some
of the processes a cell uses to stay alive. A meaningful example is the di�erence in
activity between healthy and cancerous cells [20], which we will study in more detail.

1.4 Outline of this thesis

The structure of this thesis is as follows.
In Chapter 2, we explain the concept of the generalised Langevin equation. It

is the physical framework on which we build our models. We start with a histor-
ical note on the creation of this equation. Thereafter, the original and generalised
Langevin equation are discussed. Then, we point out a speci�c example of a gener-
alised Langevin equation, namely that which describes a viscoelastic bath. Lastly, we
introduce a relevant extension to the equation that will describe a system which is out-
of-equilibrium. Throughout this chapter we illustrate how the generalised Langevin
equation can be used as a model for the interior of a biological cell.

In Chapter 3, we reveal the important features of the algorithm we devised to
simulate several systems that could not be solved analytically. These features are the
generation of non-white noise and the integration of fractional di�erential equations.

In Chapter 4, we investigate the dynamics of a particle that is subjected to a
potential and submerged in an active viscoelastic bath. The potentials considered
are a constant potential, a harmonic oscillator and a double well. We use the results
to explain some biological phenomena, including the motion of tracer particles, the
stepping of a kinesin molecular motor and the folding of DNA-hairpins.

In Chapter 5, we review the construction of the original Rouse model, which is used
to describe polymer dynamics. Then we study how this chain behaves in a viscoelastic
bath, which mimics the natural cellular environment of a polymer. Thereafter we
discuss the nonequilibrium dynamics that emerge when a Rouse chain in a viscoelastic
bath is subjected to a constant force or active forces. These nonequilibrium processes
should describe the natural cellular environment even better than the viscoelasticity
alone. Lastly, we introduce more realistic features to the Rouse chain and numerically
analyse how the previously found dynamics are in�uenced by these features.

In Chapter 6, we develop the generalised Langevin equation of the middle bead
in a Rouse chain in a viscous bath. Once we found this equation, we examine how it
changes when the heat-bath is provided with a driving agent that possibly spoils the
�uctuation-dissipation relation and can pull the system away from equilibrium.

In Chapter 7, we give the concluding remarks and discuss some interesting topics
that qualify for future research.

In the Appendices, we show some mathematical functions and calculations that
were too lengthy to include in the main text.

We highlight here a convention we used when plotting our results. Analytically
acquired results are always shown in black, while simulated data is presented in colour.
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One is always forced to let something to chance.

Napoléon Bonaparte

This chapter gives a concise overview of the origin and concept of the Langevin equa-
tion. We �rst discuss the extraordinary history of a kinetic process called Brown-
ian motion where the Langevin equation �nds its origin. Then we explain how the
Langevin equation was constructed from a phenomenological perspective and its con-
nection to the �uctuation-dissipation relation. Thereafter we reveal a more rigorous
way to derive the (generalised) Langevin formalism. We consider a speci�c example of
a generalised Langevin equation which describes a viscoelastic bath. Then, we discuss
a nonequilibrium phenomenon called active processes and explain how they can be
included in the Langevin formalism. To conclude, we give a summary of the char-
acteristics of the generalised Langevin equation that describes an active viscoelastic
bath. For a more complete account of the topics in this chapter we recommend the
following works: [7, 22] on the Langevin equation, [23�25] on its history and [26, 27]
on its generalisation.

2.1 A brief history of Brownian motion

During the 19th century the existence of the atom � and subsequently the kinetic
theory of heat � was heavily disputed and generally not recognized as a reality. At best
it was seen as a hypothetical entity which could indeed explain some observations but
not to be preferred over the, at that time, conventional caloric theory of heat (where
heat is thought of as a self-repellent �uid called caloric that �ows from hotter to colder
bodies). It is therefore striking that at the beginning of that century experiments were
being performed that are now seen as one of the best illustrations of the existence
of molecular motion. These experiments observed the rapid and irregular motion of
minute particles (e.g. pollen) suspended in a �uid. This motion of so called �organic
molecules�1 was �rst attributed to a vital/biological cause by Bu�on and Needham.

1This terminology should not be confused with the modern meaning of organic molecules. Before
modern biology, it was believed that plants and animals developed out of a supply of interchangeable
parts, �the organic molecules�, that formed a particular organism by following an �interior mold�.

13



14 CHAPTER 2. GENERALISED LANGEVIN EQUATION

It was one of England's leading botanists Robert Brown who, in 1827, �rst recog-
nised that this irregular motion was a feature of all kinds of small particles, organic
and inorganic alike [28]. To prove his conjecture, he went as far as observing small
fragments of the Sphinx which are clearly not alive but displayed the motion all the
same. He therefore moved this topic from biology to physics. Brown himself proposed
that the motion of the particles, which he called active molecules, �nds its origin in
the particles themselves and not the surrounding �uid1. Although it was later shown
that the opposite was true, his detailed work and innovative insights on the subject
certainly earned him the honour of lending his name to the phenomenon. Brown's
scienti�c nature is nicely illustrated by a recollection from the 1830's of Charles R.
Darwin: �He seemed to me to be chie�y remarkable for the minuteness of his obser-
vations and their perfect accuracy� [29].

In the three decades that followed Brown's observations, attempts to conduct
further experiments or formulate a theory were largely abandoned. Even the great
founders of statistical mechanics, i.e. Rudolf Clausius, Ludwig Boltzmann and James
Maxwell, appeared to not recognize the relevance of Brownian motion in the devel-
opment of the kinetic theory of gases. Some early theories on the cause of Brownian
motion did exist, such as unequal temperatures in the strongly illuminated water,
evaporation, air currents, motions caused by the hands of the observer, heat �ow,
capillarity and so forth. But many of them were found to be unsatisfactory, some of
them were even disproved by Brown himself.

In the second half of the 19th century, Brownian motion began to attract more
researchers and its connection with heat slowly became accepted. In 1863, Christian
Wiener argued that the motion was not caused by an external in�uence, but had
to be attributed to internal motions in the �uid [30]. This was a big step in the
right direction but he based his argument on the existence of material and aether
atoms, causing his theory ultimately to fail. Giovanni Cantoni came perhaps closest
to having discovered the true cause of Brownian motion. He also suggested that the
motion was due to the thermal motions in the �uid and that it was important evidence
for the mechanical theory of heat [31]. However, at the end of the century there was
still no clear and quantitative theory to which experiments could be compared. Even
worse, many if not all experimentalists were measuring the wrong quantity. At the
time, the speed of the particle was considered to characterise its erratic motion, but
none of the results agreed with the theoretical predictions of the (Waterston-Maxwell)
equipartition theorem2. It was up to a particularly talented theoretician to identify
the relevant quantity.

There is perhaps no other physicist who had such a tremendous impact on so many
di�erent �elds than Albert Einstein. During hisWunderjahr of 1905 he published four
groundbreaking papers that cleared the way for the age of modern physics. One of
these works was on the theory of Brownian motion [32] (the other three being on
the photoelectric e�ect [33], special relativity [34] and the mass-energy equivalence
[35]). It took his brilliant mind to combine two, then seemingly unrelated, topics.
The �rst being Stokes' hydrodynamic formula for the force F on a sphere moving

1As an interesting side note: a large part of this document concerns itself with active particles

that do generate their own motion. Although these are not the particles that Brown studied, the
similar terminology and description is striking.

2The equipartition theorem predicts: 〈v2〉 = 3kBT/m, with 〈v2〉 the particle's average velocity
squared, m its mass, T the �uid's temperature and kB the Boltzmann constant (see Section 2.2).
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through a viscous �uid, i.e. F = γv, with v its velocity and γ the friction coe�cient.
The second topic was van 't Ho�'s law which is the thermodynamic prediction for
the osmotic pressure of dissolved molecules. This law is now known as the ideal gas
law, i.e. pV = NkBT , with p the osmotic pressure, V the volume, N the number of
particles in the volume, kB the Boltzmann constant and T the temperature. Einstein
argued that no distinction should be made between the �invisible� �uid particles and
the visible suspended particle regarding this osmotic pressure. By applying these
theories on the motion of the suspended particle he was able to express the di�usion
constant in terms of the temperature and the friction coe�cient. What he found was

D =
kBT

γ
. (2.1)

Today we call this the Einstein or Einstein-Smoluchowski relation. He then went on
to derive the di�usion equation which he applied to a single particle, assuming the
particles do not in�uence each other. From this he found the probability distribution
of �nding the particle at location x at time t. He concluded that, on average, the
particle is found at its initial location x0 but its mean-squared displacement from it
is non-zero and scales linearly with time

〈(∆x)2〉 = 2Dt, (2.2)

where ∆x = x − x0. His theory thus predicted that the kinetic theory was capable
to describe Brownian motion. Max Born declared that Einstein's work did �more
than any other work to convince physicists of the reality of atoms and molecules, of
the kinetic theory of heat, and of the fundamental part of probability in the natural
laws� [36]. What is even more remarkable in all this, is that Einstein admittedly had
never even observed Brownian motion himself. Along with his theory, he provided
an answer to the essential question of what should be measured in an experiment
on Brownian motion. The answer: the particle's mean-squared displacement, not its
velocity!1 To give credit where credit is due, �ve years prior to Einstein's paper, Louis
Bachelier, doctoral student of Henri Poincaré, already modelled Brownian motion. In
his PhD thesis �The Theory of Speculation� from 1900 [38], he used Brownian motion
to investigate the movement of the stock exchange. His work remained unnoticed for
several decades before Andrey Kolmogorov recognized its pioneering signi�cance.

Although Einstein's paper was revolutionising, being quite abstract and based on
the not yet widely known statistical mechanics, the appreciation for it was at �rst
relatively low. In later papers Einstein clari�ed his reasoning for a wider audience,
but the year after his �rst paper on the subject Marian von Smoluchowski published
his approach to the problem [39]. His derivation was based on combinatorics and
the mean-free-path approximation of kinetic theory, it was therefore considered more
direct, simpler and more convincing. He nevertheless came to the same conclusions
as Einstein. Smoluchowski's main point was to correct the conventional believe that
collisions from all sides average out and can therefore not be able to generate Brow-
nian motion. He argued that these collisions in fact advocate for the observable and

1The reason why the measured velocity deviated so strongly from the equipartition theorem was
because the true velocity between collisions is obscured by the perpetual change in the particle's
direction due to the all-direction bombardment of the �uid on a longer time-scale. Measurements
on a short enough time-scale were not possible in those days. Recently however, these experiments
were successfully performed, showing agreement with the equipartition theorem [37].
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irregular motion of the particle. Although not in his 1906 paper, the Smoluchowski
equation is a widely used generalisation of the di�usion equation for describing a
particle performing Brownian motion. It reads

∂Ψ

∂t
=

∂

∂x

(
D
∂Ψ

∂x
+

1

γ

∂U

∂x
Ψ

)
, (2.3)

where Ψ(x, t) is the probability distribution that a particular particle is found at point
x at time t. The function U(x) is an external potential on the particle which, for the
original Brownian motion, is equal to zero.

Arguably the most comprehensible formulation of Einstein's theory was proposed
by Paul Langevin in 1908, calling it himself �in�nitely more simple� [40]. He derived
the equation of motion for the Brownian particle which provided a more dynamical
point-of-view for the Brownian motion. He achieved this by applying Newton's second
law, where the mass m times the acceleration of the particle should be equal to the
total force acted upon it. First he considered this force to be Stokes' friction force
also used by Einstein, which is a systematic interaction between the particle and the
�uid. In one dimension it is proportional but opposite to the velocity of the particle
with the friction coe�cient as the proportionality constant, i.e. −γv. Then he argued
that due to the irregular impacts of the surrounding molecules this systematic friction
force is only a mean and that the true value should �uctuate around this value. He
therefore formulated the equation of motion in the direction x as follows

m
d2x

dt2
= −γ dx

dt
+X. (2.4)

The complementary force X, he argued, is indi�erently positive and negative. Its
magnitude should be so that it represents the constant agitation of the particle which
would die out due to the friction force alone. The above expression is now known
as the Langevin equation. Langevin himself used it to calculate the mean-squared
displacement of the particle, con�rming the result Einstein found three years earlier.
The term X is now known as a stochastic variable because of its constant �uctuation.
Having written down the �rst stochastic di�erential equation, makes Langevin also
the founder of that mathematical topic.

As mentioned before, the �rst quantitative experiments on Brownian motion at-
tempted to measure the velocity of the particle and compare it to the equipartition
theorem. But because the path of the particle is not smooth, di�erentiating with
respect to time will not yield the correct velocity. After the theoretical treatment of
Einstein and Smoluchowski and later Langevin, it was clear that the mean-squared
displacement of the particle was the relevant quantity that should be measured. Initial
experiments by Svedberg [41] and Henri [42] showed that indeed the mean-squared
displacement scaled linearly with time, but the di�usion constants they found did not
agree with the theoretical prediction. The pivotal experiments on the subject were
done by Jean Perrin in 1908. Earlier, he had expressed interest in Brownian motion
by giving a lecture on how this phenomenon revealed the limits of the second law of
thermodynamics on small scales. But it was after a presentation of Langevin in 1908,
that Perrin got determined to verify the theory of Brownian motion experimentally.
Perrin later recalled: �ever since I became, through M. Langevin, acquainted with the
theory, it has been my aim to apply to it the test of experiment�. He proposed that the
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main point of failure of the previous experiments was the validity of Stokes' law. Per-
rin therefore �rst thoroughly tested that Stokes' law did apply to the small particles
of gamboge he used [43]. At last, he and his students found that their experiments
completely agreed, within the error margin, with Einstein's theory [44]. To �t the
acquired data, they took NA = 64 · 1022 for Avogadro's number which came quite
close to the today's accepted value of NA ≈ 60 · 1022. Perrin's e�orts in popularising
his results dealt the de�ning blow to the caloric theory of heat from which it never re-
covered. His experiments marked the advent of the universal acceptance of atomism.
For his achievements, he was awarded the Nobel Prize for Physics in 1926.

We end this account on the history of Brownian motion with a perspicuous sum-
mary formulated by Ralph Fowler (1929) on the main insights the early research on
Brownian motion provided: �By the study of suitable particles suspended in a �uid
(1) we can see the manifestations of the molecular motions going on before our eyes,
(2) we can check the assumptions of statistical mechanics in a rather detailed way by
proving that the characteristics of the Brownian movement agree with the demands of
the theory, and (3) we obtain a direct, though not very accurate method of measuring
molecular magnitudes.� [45]

2.2 Langevin equation

The Langevin equation was �rst formulated by Paul Langevin (see Fig. 2.1) in 1908 as
a simpli�ed version of Einstein's theory on Brownian motion (see Section 2.1). Here we
will discuss the construction and consequences of this equation. Our argumentation
is closely related to the original paper by Langevin [40], but we do adopt a more
modern notation (and sometimes interpretation) of the subject.

The Langevin equation provides the equation of motion of a minute particle of
mass m suspended in a �uid. It does so by evaluating the Newton's second law of
motion where the mass times acceleration is equal to total force acted upon the object

m
d2~x

dt2
= ~Ftot(t), (2.5)

where ~x(t) indicates the evolution (through time t) of the location of the particle
in three dimensions. This equation conveys the need to identify all the forces that
contribute to ~Ftot. First, we discuss the forces originating from the interaction of
the particle with its surrounding �uid (which also consists of smaller particles, i.e.
molecules). These internal forces can be subdivided into two classes: the systematic
force ~fsys(t) and the �uctuating force ~ξT (t).

The systematic force comes from the head-on collisions the particle experiences
when moving through the �uid molecules. The most elementary formula for this force
is Stokes' law, which assumes the friction force to be proportional to the particle's
velocity ~v = d~x/dt but points in the opposite direction

~fsys(t) = −γ~v(t), (2.6)

where γ is the friction coe�cient. For a spherical particle in a viscous �uid we have
γ = 6πηR, with η the viscosity of the �uid and R the radius of the particle. If this
friction force was the only contribution to the total force, it would gradually �absorb�
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Figure 2.1: Paul Langevin (1872-1946). Photograph by Henri Manuel.
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the particle's initial velocity and the particle would eventually grind to a halt. This
is not what is observed from a Brownian particle. What is more, the equipartition
theorem would be violated because in equilibrium we should �nd 〈~v 2〉 = 3kBT/m,
where kB is the Boltzmann constant and T the temperature of the �uid. (In this work,
〈·〉 always stands for an ensemble average of the quantity between the brackets.)

Keeping the system �alive� is the �uctuating force1. It represents the perpetual
and (approximately) uncorrelated impacts of the �uid molecules on the particle. They
come from all directions and have di�erent magnitudes. The �uctuating force is
therefore modelled by a random function. Because it is not in�uenced by the state
of the particle, nor the collisions that happened in the past we call it Markovian. In
other words, this force has no �memory�2. Due to these characteristics we will draw
the �uctuating force from a Gaussian distribution with zero mean and variance 2S.
The value S determines the characteristic strength of the impacts. We therefore have

〈~ξT (t)〉 = 0, (2.7)

〈~ξT (t) · ~ξT (t′)〉 = 2Sδ(t− t′). (2.8)

The second line is the autocorrelation of the �uctuating force which re�ects the fact
that the collisions are not related at di�erent times. The function δ(t) represents the
Dirac delta function. Because both the systematic force and the �uctuating force �nd
their origin in the �uid, we will later reveal that these forces are indeed coupled.

The other contribution to the total force is a possible external in�uence ~fext(t).
This could be, for example, gravity that pulls on the particle or an optical trap which
restricts the particle's movement. If this external force is conservative it can be derived
from a potential U(~x) acting on the particle as a function of its position

~fext(t) = −~∇U, (2.9)

with ~∇ the gradient operator. To obtain ordinary Brownian motion, this potential
should be equal to zero.

All the contributions to the total force are now known: ~Ftot = ~fext + ~fsys + ~ξT . If
we put this into the equation of motion, Eq. (2.5), we arrive at

m
d2~x

dt2
= −~∇U − γ d~x

dt
+ ~ξT (t), (2.10)

this is the famous Langevin equation. It is a stochastic di�erential equation for the
position of the particle. Without knowing the expression of U(~x) we can not solve
this equation. For the remainder of this section, we assume the external potential
to be constant, i.e. U = constant. If the equation is then solved for the velocity
~v = d~x/dt, we �nd

~v(t) = ~v(0)e−γt/m +
1

m

∫ t

0

dτ ~ξT (τ) eγ(τ−t)/m. (2.11)

1This force goes by many names, it is also called random force, stochastic force or, simply, noise.
2This is only an approximation because the �uid molecules and the particle do, in fact, all

in�uence each other, especially on very short time-scales. Later we will introduce memory e�ects to
the �uctuating force, making it non-Markovian (see Section 2.3).
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A particle in equilibrium should obey the equipartition theorem, we will shortly
discuss this theorem in full. In short, it predicts the value of the average squared
velocity of the particle (in equilibrium). It is therefore instructive that we take the
square and ensemble average of the above expression. We use Eq. (2.8) and the fact
that ~v(0) and ~ξT (t) are mutually uncorrelated. After some straightforward calcula-
tions one �nds

〈~v 2(t)〉 = 〈~v 2(0)〉e−2γt/m +
S

γm

[
1− e−2γt/m

]
. (2.12)

We now brie�y deviate from our discussion of the Langevin equation to give a short
overview of theory behind the equipartition theorem.

Equipartition theorem

As its name already suggests, the equipartition theorem states that, in thermal equi-
librium, the energy is equally distributed among its various forms. It relates the tem-
perature of a system with the average value of its energy. The system can be a large
collection (e.g. a gas) or a particular part (e.g. a single particle). The theorem can
make a quantitative prediction when the system has a generalised degree-of-freedom
which occurs in the Hamiltonian only as a square term. Then this energy term makes
a kBT/2 contribution to the mean energy of the system. The Hamiltonian can here
be understood as the function that de�nes the total energy (potential plus kinetic) of
the system.

This claim can easily be proven. Take λ to be a degree-of-freedom of the system (it
can be a position or momentum coordinate). When a system is in thermal equilibrium
it obeys Boltzmann statistics. The probability distribution P (λ) for �nding the system
between λ and λ+dλ is given by its Boltzmann factor divided by the partition function

P (λ) =
e−βH(λ)∫
dλ e−βH(λ)

, (2.13)

where β = 1/kBT is the inverse temperature and the integration range is (always)
from −∞ to ∞. The Hamiltonian H should be a quadratic function of λ

H = Aλ2 +H ′, (2.14)

where A and H ′ do not depend on λ, but can depend on other coordinates. Using this
Hamiltonian in Eq. (2.13) produces a Gaussian distribution for P (λ), peaked around
λ = 0. The average value for the quadratic energy term is thus

〈Aλ2〉 =

∫
dλAλ2P (λ) =

∫
dλAλ2e−β(Aλ2+H′)∫
dλ e−β(Aλ2+H′)

. (2.15)

This expression can be rewritten as a derivative to the inverse temperature

〈Aλ2〉 = − ∂

∂β
ln

∫
dλ e−βAλ

2

= − ∂

∂β
ln

√
π

βA
. (2.16)
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From this relation we can obtain the result which we call the equipartition theorem

〈Aλ2〉 =
kBT

2
. (2.17)

Of course we assumed here that all the other coordinates (all but λ) were kept con-
stant, because A can depend on them. But since the result is independent of A, we
can assume that it is the average of Aλ2 over the total probability distribution.

We can obtain an especially interesting relation when we apply the equipartition
theorem to the kinetic energy of a particle. The kinetic contribution to the Hamilto-
nian of a particle is mv2/2 with v2 = v2

x + v2
y + v2

z . Plugging this into Eq. (2.17), we
easily �nd

〈v2〉 =
3kBT

m
. (2.18)

This implies that, in thermal equilibrium, a heavier particle has a lower average speed
than a lighter particle. We can also state that the average total kinetic energy of an
ideal gas of N particles is 3NkBT/2.

Fluctuation-dissipation relation

Now we return to our discussion of the Langevin equation and its special relation with
the (second) �uctuation-dissipation relation [46, 47]. Most generally, the �uctuation-
dissipation relation states that for a system that obeys detailed balance1, the linear
response of it to an external perturbation is equivalent to a small and spontaneous
�uctuation away from thermal equilibrium. Or to put it in other words, when there is
a process that dissipates energy from the system into heat, there is a (related) reverse
process that, with thermal �uctuations, delivers energy to the system.

Now we derive the relationship between the Langevin equation and the �uctuation-
dissipation relation. For this, we take the long time limit, t → ∞, of the mean-
squared velocity of the Brownian particle, i.e. Eq. (2.12). We �nd that this quantity
approaches a constant

lim
t→∞

〈~v 2(t)〉 =
S

γm
. (2.19)

Because of the long time limit, the system will surely have reached thermal equilib-
rium. We can therefore apply the equipartition theorem, Eq. (2.18), to the average
squared velocity. From this we �nd a formula for the strength of the �uctuating force

S = 3γkBT. (2.20)

This is the �uctuation-dissipation relation for Brownian motion. We already men-
tioned that the systematic force and the �uctuating force are related, and now we
have proven it. That is because γ is a characteristic of the friction force which now
also appears in the collision force. The fact that they are related is perhaps not sur-
prising because they both originate from the same process, namely the interaction of

1Simply put, detailed balance means that for a system in equilibrium, all elementary processes
are equilibrated by their reverse process.
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the particle with the surrounding �uid molecules. Also notice that the strength of
the collisions are related to the temperature of the �uid. The higher the temperature
the harder the impacts, which is quite obvious since the temperature is a measure for
the average velocity of the particle. Therefore we will often refer to ~ξT as the ther-
mal force, hence the subscript T . To be complete we give here again the statistical
characteristics of the thermal force in their �nal form

〈~ξT (t)〉 = 0, (2.21)

〈~ξT (t) · ~ξT (t′)〉 = 6γkBTδ(t− t′). (2.22)

Remember that ~ξT is Gaussian distributed, so the �rst and second moment, given
above, fully describe this thermal force. In terms of the general concept of the
�uctuation-dissipation relation, one can state that the friction the particle experi-
ences dissipates energy into heat, while the thermal �uctuation maintain the perpetual
Brownian motion of the particle, e�ectively converting heat into kinetic motion.

Langevin's derivation of Einstein's result

Here we will show how Langevin used his formula to derive the Einstein relation for
the mean-squared displacement of a Brownian particle, Eq. (2.2). For this we will
use the one dimensional version of the Langevin equation, Eq. (2.10). For Brownian
motion we also should take U = 0. This equation, multiplied by x, may be written as

m

2

d2x2

dt2
−mv2(t) = −γ

2

dx2

dt
+ xξT (t), (2.23)

with v = dx/dt. Now we take the ensemble average of this expression. The average
of xξT is evidently zero, because the location of the particle is uncorrelated with the
thermal force. Or to put it di�erently, if the particle moved a certain positive distance,
there is not reason why the thermal force should also be in that direction. Taking
z = 〈dx2/dt〉, we can write

m

2

dz

dt
− kBT = −γ

2
z, (2.24)

here we also used the (one-dimensional) equipartition theorem on the average squared
velocity, i.e. Eq. (2.18). The general solution to this di�erential equation is

z(t) =
2kBT

γ
+ c e−γt/m, (2.25)

with c the constant of integration. This solution enters a constant regime for times
where Brownian motion is observable. This constant is equal to the �rst term of the
right-hand side. One therefore has in thermal equilibrium〈

dx2

dt

〉
=

2kBT

γ
. (2.26)

Hence, for a time interval t we �nd

〈x2〉 − 〈x2
0〉 =

2kBT

γ
t, (2.27)
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with x0 the particle's initial position. He then argued that the displacement ∆x,
given by x = x0 + ∆x, is indi�erently positive and negative, therefore 〈x0∆x〉 = 0.
Langevin was then able to retrieve the relation that Einstein derived:

〈(∆x)2〉 =
2kBT

γ
t = 2D t. (2.28)

Overdamped limit

The last thing we will discuss here is the overdamped limit of the Langevin equation.
The overdamped Langevin equation is an approximation of the original equation
where one assumes that the mass of the particle is very small and/or the friction
is very large, i.e. m/γ � 1. The inertia term drops out of the Langevin equation,
Eq. (2.10), and it becomes

γ
d~x

dt
= −~∇U + ~ξT (t), (2.29)

By taking this limit, the velocity of the particle is thermally relaxed at all time. Yet
the equipartition theorem, Eq. (2.18), appears to become nonsensical. However, while
the mass goes to zero, the average squared velocity becomes in�nite. This implies that
the mean kinetic energy can still be �nite and equal to 3kBT/2. This approximation
is mostly suitable for the motion in a �uid with a low Reynolds number. This number
is the ratio of the inertial forces to viscous forces. At the scale of a Brownian particle
a �uid is often characterised by a low Reynolds number [48], which results in a smooth
laminar �uid �ows (high Reynolds number �uids produce turbulent �ows).

2.3 Generalisation

Until now we have focussed on Langevin's original formulation which is based on
phenomenological arguments. The friction and �uctuating force in his equation of
motion, Eq. (2.10), originate from an understanding of how the �uid molecules behave
collectively. Yet the true dynamics of the particle depend on its explicit interaction
with every �uid molecule. The number of molecules in a typical �uid suspension is
of the order of 1023, writing down every interaction is an impossible task and the
subsequent set of equations would not even be analytically solvable anyway. There is
however a path we can take that leads from a full description of a complex many-body
system to the �nal equation of motion of a single component without the need to keep
track of all other components. This assumes that one can project the dynamics of fast
evolving variables onto the subspace of one (or several) slowly evolving variable(s).
This process involves integrating out the degrees-of-freedom of these fast variables
in favour of those of the slow variables, e�ectively creating the reduced dynamics of
the slow variable. In the case of a Brownian particle, the slow variable is obviously
the position and velocity of the particle and the fast variables are the positions and
velocity of all the �uid molecules. When one acquires the equation of motion via this
route, it is known as a generalised Langevin equation. We will see that, equating the
Newtonian inertial term, it will typically produce three e�ective forces: the derivative
of a mean force's potential, a random force and a friction force, the latter two forces
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are almost always memory dependent. This all sounds promising but, as is often the
case in physics, this projection is only exactly solvable for some very speci�c and
simple systems. However, the general idea behind the generalised Langevin equation
provides us with a new view on the original Langevin equation and its applicability
to di�erent systems, other than a particle suspended in a viscous �uid.

To illustrate how a generalised Langevin equation can be constructed, we will
brie�y discuss a simple example where the projection of the degrees-of-freedom can
be performed completely, the system is called Brownian motion in a harmonic oscil-
lator bath or Caldeira-Leggett model [49]. This model was initially introduced by R.
Feynman and F. Vernon as a model for quantum dissipation [50]. In Chapter 6 we will
discuss in more depth another example where a generalised Langevin equation can
be obtained. The system we will consider here assumes that the particle of interest,
referred to as the system, is connected to all the bath particles via harmonic springs.
Every bath particle is also connected by a harmonic spring to all other bath particles.
We will characterise the system, with mass m, by its coordinate x and its conjugate
momentum p. The bath, of masses mi, is described by the set of coordinates xi and
their conjugate momenta pi. The full Hamiltonian H is given by the sum of the sys-
tem's Hamiltonian Hs plus the bath Hamiltonian Hb plus the system-bath coupling
Hamiltonian Hc, i.e. H = Hs +Hb +Hc.

Deriving these Hamiltonians is quite elaborate, two important techniques are ap-
plied. First, the fact that the potential of the harmonic springs is purely quadratic
signi�cantly simpli�es the problem. One can construct a matrix that de�nes the in-
teraction between all particles. Second, changing the bath coordinate system using a
linear combination of the original coordinates will diagonalise the interaction matrix.
The coupling between the new coordinates has no cross-terms, apart from the cross-
coupling with the system and new bath coordinates. The self-interaction of these
coordinates is characterised by the eigenvalues of the matrix. This new coordinate
system is used in further calculations (because of the linear relation between the two
coordinate systems, going back to the original coordinates is straightforward. We
therefore keep the notation xi for the new bath coordinates). One can �nd the full
derivation in [27] or read Chapter 6 for a very analogous version of the derivation.
The �nal result for the system's Hamiltonian is

Hs =
p2

2m
+ U(x), (2.30)

where U(x) is an arbitrary external potential on the system alone, it is present even
without the bath. The bath Hamiltonian is

Hb =
∑
i

[
p2
i

2mi
+
miω

2
i

2
x2
i

]
, (2.31)

where the sum is always over all the bath particles. The Hamiltonian that charac-
terises the coupling between the system and the bath is

Hc = x
∑
i

εixi. (2.32)

Notice that this Hamiltonian implies a bilinear interaction between the system and
the bath. The frequency of the ith oscillator is given by ωi and εi characterises the
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strength of the coupling with this oscillator. The equations of motion for the full
Hamiltonian H can be found using Hamilton's equations

dx

dt
= +

∂H

∂p
=

p

m
, (2.33)

dp

dt
= −∂H

∂x
= −dU

dx
−
∑
i

εixi, (2.34)

dxi
dt

= +
∂H

∂pi
=

pi
mi

, (2.35)

dpi
dt

= −∂H
∂xi

= −miω
2
i xi − εix. (2.36)

These equations can be coupled into a set of second-order di�erential equations

m
d2x

dt2
= −dU

dx
−
∑
i

εixi, (2.37)

mi
d2xi
dt2

= −miω
2
i xi − εix ∀ i. (2.38)

Assuming that the evolution of the system x(t) is known, one can easily solve the
second set of di�erential equations using Laplace transforms (see Appendix A.6).
Also applying integration by parts, to obtain a more pleasing form, one arrives at

xi(t) = xi(0) cos(ωit) + pi(0)
sin(ωit)

miωi
− εi
miω2

i

(x(t)− x(0) cos(ωit))

+
εi

miω2
i

∫ t

0

dτ
p(τ)

m
cos(ωi(t− τ)). (2.39)

Substituting this equation into Eq. (2.37), we �nd an expression of the following form

m
d2x

dt2
= −dW

dx
−
∫ t

0

dτ K(t− τ)
dx(τ)

dt
+ ξ(t). (2.40)

Here we have carefully grouped some original terms into three new variables, namely
an e�ective potential W (x), a memory kernel K(t) and a random force ξ(t). Notice
that this equation of motion does not appear to depend on the bath degrees-of-freedom
{xi, pi} nor its parameters {mi, ωi, εi}. This is of course because we absorbed their
dependencies into the three new variables. It might look like we cheated quite a bit
by doing this but for many speci�c systems the expression of these variables can be
simpli�ed yielding properties that do not depend on the bath variables. We can also
show that some of these new variables are related. We call Eq. (2.40) the generalised
Langevin equation, it represents the reduced dynamics of the system.

The e�ective potential is given by the following expression

W (x) = U(x)−
∑
i

ε2i
2miω2

i

x2. (2.41)

The �rst term is just the external potential on the system and the second term is
the potential of the mean force that the bath exerts on the system. In this case of
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the harmonic oscillator bath the extra term in the potential is quite simple and its
origin is clear. However, when the generalised Langevin equation is used in a more
phenomenological context, the potential of the mean force can be more tricky to �nd.
Because this issue will not pose itself in our work, we will not go into further detail
on this subject.

The memory kernel has the following form

K(t) =
∑
i

ε2i
miω2

i

cos(ωit). (2.42)

In the generalised Langevin equation, Eq. (2.40), this memory kernel is convoluted
with the entire history of the velocity dx/dt. Because the bath can not instantaneously
interact with the system, its responds to the dynamics of the system needs a �nite
time to �reach� the system. To put it more simple, there is a delay in the responds of
the bath to the system. The memory integral is often viewed as a friction force, this
implies that the friction at present is dependent on how the system behaved in the
past. These history dependent dynamics are therefore called non-Markovian.

The random force is a linear combination of initial values

ξ(t) = −
∑
i

εi

(
xi(0) cos(ωit) + pi(0)

sin(ωit)

miωi
+ x(0)

εi cos(ωit)

miω2
i

)
. (2.43)

Calling this function random is perhaps strange at �rst sight. Indeed, it only contains
the initial values of the positions and momenta, and these are in principle known.
From this one could conclude that ξ(t) is a deterministic function. But the sheer
number of bath particles makes it impossible to catalogue all initial values. Further-
more, because most of these large baths are chaotic1 in nature, we should know the
initial values with in�nite precision (which is impossible). However, the large (deter-
ministic) bath is so complex that its resulting in�uence appears to be random. And
from statistical physics we know that many-body systems can be described by their
average behaviour. Therefore we will treat ξ(t) using Boltzmann statistics, and be-
cause of the central limit theorem the statistics of the random function should not be
too complicated. We should expect from a random bath that it is not correlated with
the initial conditions of the system, i.e. 〈ξ(t)x(0)〉 = 〈ξ(t)p(0)〉 = 0. These relations
are ful�lled but their derivation is not given here (see [27] for the derivation). In
Appendix B we calculate the autocorrelation of the random function, we �nd

〈ξ(t)ξ(0)〉 = kBTK(t). (2.44)

This is the more general form of the (second) �uctuation-dissipation relation. Like
we stated previously, it re�ects the close relationship between the systematic friction
and the random �uctuations. It also suggests that the random forces at di�erent
times can be related, just as the previous actions of the system in�uence the present
behaviour of the bath, so does the history of the bath in�uence itself. This adds to
non-Markovian nature of the generalised Langevin equation. When constructing a

1Chaotic systems are extremely sensitive to their initial conditions. Although they are deter-
ministic, starting values that are in�nitesimally close together can yield �ercely diverging dynamics.
This makes long-time predictions of chaotic systems impossible to obtain. For more info see [51].
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generalised Langevin equation, great care should be taken when deciding which terms
will contribute to the memory kernel and which to the random force. The distinction
between systematic behaviour and random behaviour can be arbitrary, but in the end
the �uctuation-dissipation relation should hold.

Finally we will show how the generalised Langevin equation can be reduced to the
original Langevin equation. In the case of Brownian motion in a viscous �uid one can
assume that the interaction between the heavy particle and the �uid molecules hap-
pens instantaneously. The bath can respond immediately and therefore no memory
e�ects are introduced. This instantaneous interaction is represented by a Dirac delta
memory kernel: K(t) = 2γδ(t). We therefore �nd that∫ t

0

dτ K(t− τ)
dx(τ)

dt
= 2γ

∫ t

0

dτ δ(t− τ)
dx(τ)

dt
= γ

dx

dt
. (2.45)

Substituting this result into the generalised Langevin equation, Eq. (2.40), we arrive
at the original Langevin equation, Eq. (2.10). Notice that with this memory kernel
we retrieve the original �uctuation-dissipation relation, Eq. (2.22) (we actually �nd
1/3 of the original result, but that is because we considered only one coordinate here).

2.4 Viscoelastic bath

We mentioned in the previous section that the generalised Langevin equation can also
be applied on a phenomenological basis rather than being an exact equation. In this
section we will use it in this �rst sense to describe a complex �uid called a viscoelastic
�uid (or bath). As its name suggests, this kind of �uid displays both elastic and
viscous characteristics. A pure viscous �uid would be liquid water, while an example
of an elastic material is rubber. A viscoelastic �uid is thus somewhere in between
these two extremes. One of its main features is that a Brownian particle, submerged
in such a bath, will experience anti-persistent motion. What is meant by this is that
a displacement of the particle in a particular direction will bring about an increased
chance to move in the opposite direction at a later time. This e�ect is due to the
elastic stresses in the �uid that �pull� on the particle when it tries to move through
it. Because of these time correlations in the particle's trajectory, its dynamics is
not an instantaneous process but it is in�uenced by past events. To put it simpler,
the deformation of the viscoelastic �uid that the particle brought about in the past
will yield a response to the particle in the present. From this description it is clear
that a viscoelastic bath requires a non-Markovian treatment where memory e�ects
are present. This is exactly what the generalised Langevin equation can provide us.
Although we will discuss it at length in the next chapter, we will brie�y mention that a
Brownian particle in a viscoelastic bath will perform subdi�usive motion. Subdi�usion
is characterised by a mean-squared displacement that is not linear in time (as is the
case for normal di�usion) but goes as a power-law of time, where the exponent is
positive but smaller than one.

Perhaps the most important application of a viscoelastic bath is its ability to
describe the intracellular �uid, called cytosol, of a biological cell [4]. The cytosol,
which is held together by the plasma membrane, consists mostly of water with dis-
solved solutes (such as ions) and macromolecules. It can be seen as the liquid matrix
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around the various organelles that reside inside the cell. Also present throughout
the interior of a cell is the cytoskeleton which forms a great mesh that is mainly
responsible for the shape of the cell and the transport-processes within. It is clear
that the cytosol is densely packed with di�erent substances, we therefore consider
it a crowded environment. The predominant �crowders� are the abundant (large)
macromolecules, they restrict the di�usive motion of other substances such as tracer
particles. This restriction arises from the macromolecules' internal degrees-of-freedom
and the fact that they have a similar size as the tracer particle. To understand this
one can imagine that the motion of the particle will squeeze the macromolecules, who
in turn will provide an elastic (i.e. entropic) restoring stress. This results in the non-
trivial subdi�usive motion that is observed [18, 52�54] when studying the movement
of tracer particles in the cytosol. Many models have been devised to explain this
anomalous behaviour, such as the continuous time random walk (with traps), hard
disks simulations, obstructed di�usion, etc. However, it was recently shown that the
language of the generalised Langevin equation best describes the observed motion
[55]. In this study they used arti�cial crowded �uids to show that crowding renders
�uids viscoelastic and that the observed subdi�usion has all the characteristics of one
that originates from a generalised Langevin equation. In fact, the authors of [55] ar-
gued that fractional Brownian motion is the model that best describes the motion in a
crowded �uid. Fractional Brownian motion, however, is a process that does not satisfy
the �uctuation-dissipation relation. We therefore argue that the generalised Langevin
equation provides a better description on the grounds that it is more physical. We can
make this claim because, as we will soon show, the appropriate generalised Langevin
equation satis�es the same conditions that were pursued in [55]. More information
on fractional Brownian motion can be found in [56].

In order to describe a viscoelastic bath with the generalised Langevin equation,
which is given by Eq. (2.40), we should specify the e�ective potential W (x) and the
memory kernel K(t). First, we assume that no e�ective potential �nds its origin in
the bath itself. We will, however, allow an external potential U(x) to act on the
particle. The generalised Langevin equation, Eq. (2.40), thus becomes

m
d2x

dt2
= −dU

dx
−
∫ t

0

dτ K(t− τ)
dx(τ)

dt
+ ξT (t). (2.46)

Notice that we added the subscript T to the noise term because here it resembles the
kinetic (or thermal) impacts on the particle. Now we are left with the characterisation
of the memory kernel, it will de�ne both the non-Markovian friction force and the non-
white thermal forces. The convolution between the memory kernel and the velocity
pro�le in Eq. (2.46) starts at t = 0, we say that at this moment the memory is �born�.
Before its birth (t < 0), we assume the system to be in equilibrium with the bath.

To �nd an expression for the memory kernel of a viscoelastic bath we adopt a model
devised by J. Clerk Maxwell in 1867 [57]. To describe the viscosity of a �uid, Maxwell
used a transient viscoelastic theory where the elasticity relaxes to zero. To understand
how his viscoelastic friction acts on a Brownian particle we consider the Maxwellian
viscoelastic element from rheology. This element is connected to the particle and
consists of a spring and dashpot1 in series (see Fig. 2.2). The spring has elastic spring

1A dashpot is a mechanical damper which resists motion via viscous friction. The force it
generates is proportional but opposite to the velocity.
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Figure 2.2: A Maxwellian viscoelastic element. It is on the left connected to a rigid
wall and consists of a dashpot (viscous friction coe�cient γ1) and an elastic spring
(elastic spring constant k1) in series. The Brownian particle is attached on the right.
Also indicated are the applied force f(t) and the displacement of the particle x.

constant k1 and T1 is the Maxwell time of the elastic force relaxation. The coe�cient
of viscous friction is de�ned as γ1 = k1T1. Now suppose we apply a force f(t) on the
particle as indicated in Fig. 2.2. Due to this force, the particle is displaced from its
initial position, indicated by x. This displacement subsequently induces an elongation
of the spring xs and the dashpot xd, and we thus have x = xd+xs. A harmonic spring
has the following relation between the applied force and its elongation: f = k1xs. For
a dashpot the next relation holds: f = γ1ẋd, where ẋ = dx/dt. If we now take the
time derivative of the particle's displacement we get ẋ = ẋd + ẋs or

ẋ =
f

γ1
+

ḟ

k1
. (2.47)

This is a �rst-order linear ordinary di�erential equation of f(t). Solving it with
f(0) = 0 as boundary condition, results in the following expression

f(t) = k1

∫ t

0

dτ exp

(
−k1

γ1
(t− τ)

)
dx(τ)

dt
. (2.48)

From Newton's third law, we conclude that the force the Maxwellian element exerts on
the particle has the same magnitude as Eq. (2.48) but points in the opposite direction.
Therefore the friction the element generates on the Brownian particle is equal to
−
∫ t

0
dτ K1(t− τ)ẋ(τ), where the memory kernel is given by K1(t) = k1 exp(−t/T1).

The Maxwell model can be generalised to one where several Maxwellian viscoelas-
tic elements are acting on the particle in parallel. This can re�ect a complex viscoelas-
tic bath � which the cytosol surely is � where distinct components contribute to the
global viscoelasticity. The individual elements all have their own characteristic spring
constant ki and relaxation time Ti. It can be shown [58] that the resulting memory
kernel K(t) is equal to the sum over all the contributing memory kernels Ki(t)

K(t) =
∑
i

ki e
−t/Ti . (2.49)



30 CHAPTER 2. GENERALISED LANGEVIN EQUATION

A sum over exponentials can be used to approximate a decaying power-law. This was
used by Gemant [59] and later by Cole and Cole [60], to propose that the response of
many viscoelastic baths is well described by the following strict power-law memory
kernel

K(t) =
ηα

Γ(1− α)
t−α. (2.50)

We introduced the generalised friction coe�cient1 ηα = γΓ(3− α), where Γ(·) is the
gamma function (see Appendix A.2). The exponent α characterises the viscoelasticity
of the bath. From this decreasing memory function it is clear that past events have
less in�uence than more recent ones. Yet because the kernel does not drop down
exponentially fast, the in�uence of the system's history will be long lasting. The
value of α is always between zero and one, i.e. 0 ≤ α ≤ 1. When α is equal to
one, we return to a viscous �uid. The memory kernel will become a Dirac delta
function for this case and we retrieve the original Langevin equation, Eq. (2.10). On
the other hand, when α is equal to zero, the bath becomes a purely elastic medium.
The kernel is then a constant for t > 0 and the friction force will be 2γ[x(0)− x(t)].
This e�ectively adds a harmonic term to the equation of motion and will cause the
particle to become trapped in a process called dynamic caging2. For all α-values in
between zero and one the bath is viscoelastic.

In this document we are mostly concerned with very small and light particles. For
such particles the inertial term (on the left-hand side of Eq. (2.46)) can be neglected,
this will result in the overdamped generalised Langevin equation. Due to the speci�c
form of the memory kernel of a viscoelastic bath we can write Eq. (2.46) in a more
mathematically pleasing form using the fractional derivative formalism (see Appendix
A.7). With this formalism the integral term in Eq. (2.46) can be replaced by a Caputo
fractional derivative of order α which is denoted by cDα. The equation of motion for
an overdamped particle, at position x, in a viscoelastic bath becomes

ηα cDαx(t) = −dU
dx

+ ξT (t), (2.51)

where U(x) is some external potential. To be complete we also give the autocorrelation
of the thermal force in full. Using the �uctuation-dissipation relation, Eq. (2.44),
results in

〈ξT (t)ξT (t′)〉 =
ηα kBT

Γ(1− α)
|t− t′|−α. (2.52)

Because of the time dependence of its autocorrelation, the random force is classi�ed
as coloured noise. To be more speci�c it is related to fractional Gaussian noise [61]
(see Section 3.1.1). It still has zero mean however,

〈ξT (t)〉 = 0. (2.53)

1Although we used the same symbol γ, it does not have the same time-dimension as in Eq. (2.6).
2An example of such caging is a bath with large, heavy particles and one smaller tracer particle.

The tracer particle will become trapped in the slowly moving spaces between the heavy particles and
will only rarely escape, only to become trapped in another location.
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2.5 Active processes

Until now, the (generalised) Langevin equations we considered all described a system
that is � or eventually will be � in equilibrium with the surrounding bath. Because
they obey the �uctuation-dissipation relation, the origin of the �uctuating force and
the systematic force is the same. This implies that the system dissipates any energy
back to the bath which it gained from the bath's �uctuations. This, however, need
not be the case for all physical systems. Consider, for example, a second source of
�uctuating forces that is introduced to the system. Also assume that this force does
not have a complementary systematic force. The �uctuating force will deliver energy
to the system and without a complementary dissipative sink to extract this extra
energy the total energy of the system will increase. According to the second law of
thermodynamics, this increase in energy yields an increase in entropy and where there
is entropy production there cannot be equilibrium. In other words, adding an extra
�uctuating term, that does not comply with the �uctuation-dissipation relation, to a
system's (generalised) Langevin equation pulls it out-of-equilibrium.

This example of adding an extra �uctuating force is relevant for the generalised
Langevin description of a cell's cytosol that was introduced in the previous subsection.
Apart from being viscoelastic, the cytosol is also an active medium. By this we mean
that inside a cell there are many biological processes that consume energy to generate
persistent motion that would not occur in a thermalised state. This is one of many
mechanisms a cell can utilise to keep itself away from equilibrium, which is (as we
discussed in Section 1.3) essential for it to stay alive. For a particle (or a larger
structure) suspended in the cell's cytosol this activity is external. We also consider
here a di�erent system where the activity is internal. Such a system is, for example,
a motile bacteria, capable of generating its own directed propulsion. We will now
discuss the origin of the activity of these two cases (external and internal) and how
it e�ects the generalised Langevin equation.

2.5.1 Motor-activated network

Throughout the cytosol inside a cell is a complex mesh of sti�, interlinking �laments
and tubules that are called the cytoskeleton. It is the main provider of the cell's struc-
ture and its inner mechanics. Actin �laments are one of the dominant components of
the cytoskeleton, being �exible and strong polymers. When a molecular motor, called
myosin-II, attaches to an actin �lament it can generate a force and e�ectively �walk�
from one end of the �lament to the other (the direction of this walk is predetermined
by the composition of the actin �lament). It is capable to perform this motion by
consuming the energy source called adenosine triphosphate, more commonly known
by its abbreviation ATP. When such a molecular motor is attached to two actin �l-
aments it can exert transient contractile stresses. By this we mean that the motor
pulls the two �laments past itself in opposite directions (see Fig. 2.3). Because the
cytoskeleton is a large and intertwined structure, these stresses can in�uence parts
of the cell that are far away from the actual molecular motor itself. Naturally, when
many of these motors perform these forces at di�erent sites on the cytoskeleton, they
induce (non-thermal) forces throughout the cytosol. These �uctuations are one of
many active processes that occur in a cell.
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Figure 2.3: Schematic representation of the actin �laments (black lines) and the
myosin-II molecular motor (grey structure). Also indicated, with arrows, are the
opposite forces the molecular motor exerts on the �laments.

To describe these active �uctuations mathematically we assume they can be rep-
resented by a stochastic function1 ξA(t). We also assume this function is Gaussian
distributed, so only its mean and autocorrelation need to be determined. Because
the cytoskeleton is rather uniform throughout the cell and the molecular motors can
bind on it anywhere, the �uctuations have no preferred direction. Therefore the
mean of ξA(t) is equal to zero. Experiments [18, 62, 63] on these �uctuations have
shown that its power spectrum S(ω) is like that of white-noise for low frequencies:
S(ω) ∼ constant. And for high frequencies it follows a power-law: S(ω) ∼ ω−2.
These properties are contained in a Lorentzian power spectrum, which means it is
proportional to S(ω) ∼ 1/(1+Aω2), with A constant. The Wiener-Khinchin theorem
[22] states that the power spectrum of a stationary random process is equal to the
Fourier transform of the autocorrelation function of this process. The inverse Fourier
transform of a Lorentzian can be written as an exponential of the absolute value of
its argument2. Inspired by these experiments, we use exponentially correlated noise
as a model for the active forces in the cytosol,

〈ξA(t)〉 = 0, (2.55)

〈ξA(t)ξA(t′)〉 = C exp (−|t− t′|/τA) . (2.56)

The autocorrelation is coloured and can be understood as a process where a force of
average strength

√
C is directed in a particular orientation for an average persistence

time τA. Adding the active forces ξA(t) to the generalised Langevin eqaution of a
viscoelastic bath, Eq. (2.51), is a model for the dynamics of a particle in the cytosol
inside a cell with some potential U acting upon it.

1For simplicity we restrict ourselves here to the one dimensional case, generalising to three
dimensions is straightforward and will be done in a later section.

2This can be easily proved when one uses the fact that c1e−|t|/c2 is an even function:∫ ∞
−∞

dt c1 e
−|t|/c2e−2πitω = 2c1

∫ ∞
0

dt e−t/c2 cos(2πtω) =
2c1c2

1 + (2πc2ω)2
. (2.54)
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We should note here that experiments [64�66] have shown that the displacement
of a particle in an arti�cial actin-myosin network has a Gaussian distribution with
exponential tails superimposed. However, in a very recent work [67], it was found that
at low myosin concentrations the distribution is purely Gaussian. In our work we will
always assume that ξA(t) is a Gaussian random variable. Though we acknowledge
that this is an approximation.

2.5.2 Self-propelled particle

In the previous subsection we discussed how active forces can originate from an ex-
ternal source. Here we look at a system where they manifest themselves internally.
We will, however, �nd that the generalised Langevin equation of this system is iden-
tical to the external one. The system considered here is called a self-propelled particle
[11]. Such a particle is submerged in a solvent and is capable to generate its own
propulsion velocity v. The direction of its movement is randomised, this randomisa-
tion can be done in two ways. First we consider the roll-and-tumble particles. They
move (�roll�) in a straight line until they choose (�tumble�) a new direction, this new
direction is completely uncorrelated with its previous direction (see Fig. 2.4a). The
average length the particle covers before tumbling is determined by its tumbling rate
µ. The second type of self-propelled particle are the active Brownian particles. They
also generate a constant velocity v, but their direction is changed continuously using
rotational Brownian motion (see Fig. 2.4b). We can describe the position ~r of an ac-
tive Brownian particle in a viscous �uid with the following coupled Langevin equation
(this equation only holds for two dimensions, in three dimensions it becomes much
more complicated)

d~r

dt
= v ~e(θ) +

1

γ
~ξT (t), (2.57)

dθ

dt
= ξR(t). (2.58)

The �rst equation is an overdamped Langevin equation of the position where the
thermal noise ~ξT is the same as in Section 2.2. The �rst term on the right-hand side
represents the propulsion with velocity v, where vector ~e determines the direction
in which the particle moves. We have that, in two dimensions, ~e = (cos(θ), sin(θ)).
This couples the �rst equation to the second where the angle θ is changed through
a di�usion equation. The random (non-thermal) torque ξR is a Gaussian variable
with zero mean and autocorrelation 〈ξR(t)ξR(t′)〉 = 2DRδ(t − t′), where DR is the
rotational di�usion coe�cient. It can be shown [68] that Eqs. (2.57) and (2.58) can
be combined into one Langevin equation

γ
d~r

dt
= ~ξT (t) + ~ξA(t). (2.59)

Here we introduced the active noise ~ξA, each component of this vector has the same
properties as the active forces of the previous subsection, i.e. Eqs. (2.55) and (2.56).
We have that the persistence time is equal to τA = 1/DR = 1/µ, it represents the
characteristic time-scale in which the particle moves in a straight line. Also the
strength of the active noise is determined by C = (γv)2/2.
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(a) (b)

Figure 2.4: Schematic representation of the two types of self-propelled particles that
move with propulsion speed v. (a) The roll-and-tumble particle, characterised by its
tumbling rate µ. (b) The active Brownian particle, characterised by its rotational
di�usion constant DR.

When we add this active noise term to the generalised Langevin equation in a
viscoelastic bath, Eq. (2.51), it becomes a good model for a motile bacteria in a
complex �uid, experiencing potential U . A motile bacteria has the ability to �swim�
through a �uid with for example its �agella. It can change its direction depending on
external stimuli. An example of such a motile bacteria is the famous Escherichia coli.
For an experimental and theoretical treatment of motile bacteria in a viscous (α = 1)
bath, we refer to [17].

2.6 Active viscoelastic bath

In this short section, we combine all the concepts discussed above into one. The
equation we conceive here is a model for the dynamics of a coordinate x(t) in an active
viscoelastic bath, subjected to an external potential. One can use it, for example, to
describe dynamic processes in the cytosol of a cell or the motion of motile bacteria
through a complex �uid. The equation of motion reads

ηα cDαx(t) = −dU
dx

+ ξT (t) + ξA(t) (2.60)

This is a stochastic fractional di�erential equation of order α. The viscoelasticity
of the bath is characterised by α. The generalised friction coe�cient is given by
ηα = γΓ(3 − α) and U(x) symbolises the external potential. The �rst stochastic
term represents the thermal random forces. They are Gaussian distributed and are
characterised by

〈ξT (t)〉 = 0, (2.61)

〈ξT (t)ξT (t′)〉 =
ηα kBT

Γ(1− α)
|t− t′|−α. (2.62)

The thermal energy is measured by kBT , where kB is the Boltzmann constant and T
the temperature of the bath. The second stochastic term depicts the active random
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forces. They too are Gaussian variables, with

〈ξA(t)〉 = 0, (2.63)

〈ξA(t)ξA(t′)〉 = C exp (−|t− t′|/τA) . (2.64)

The strength of the active random forces is determined by C and the time over which
their direction persists is given by the persistence time τA.

This model can easily be extended to three dimensions. The coordinate and
stochastic forces become vectors. The derivative of the external potential is replaced
by the gradient of the potential.

ηα cDα~x(t) = −~∇U(x) + ~ξT (t) + ~ξA(t) (2.65)

We assume that the stochastic forces do not correlate between dimensions. Therefore,
the thermal random forces become

〈~ξT (t)〉 = 0, (2.66)

〈~ξT (t) · ~ξT (t′)〉 =
3 ηα kBT

Γ(1− α)
|t− t′|−α. (2.67)

While the active random forces are characterised by

〈~ξA(t)〉 = 0, (2.68)

〈~ξA(t) · ~ξA(t′)〉 = 3C exp (−|t− t′|/τA) . (2.69)





3 |Numerical Algorithm

Computers are useless, they can only give you answers.

Pablo Picasso

The three-dimensional overdamped Langevin equation is given by Eq. (2.29). The
stochastic thermal noise is Gaussian white noise de�ned by Eqs. (2.21) and (2.22).
The methods used for solving this standard Langevin equation numerically are well
known and, in general, straightforward [69]. By integrating the equation discretely
one can �nd an iterative expression from which x(t+∆t) is calculated using x(t), where
∆t > 0 is a small time di�erence. This time step is chosen small for large accuracy but
not so small as to severely slow the algorithm down. Due to the stochastic nature of
an equation that includes Gaussian white noise, uncorrelated random numbers need
to be generated. Modern computers can provide these fast and accurately.

The one-dimensional overdamped generalised Langevin equation with active noise
is de�ned by Eq. (2.60). The time-dependent correlation of both of its noise terms is
given in Section 2.6. Finding a numerical solution of this stochastic fractional di�er-
ential equation is not such a trivial problem, the standard techniques used to simulate
the ordinary Langevin equation are inadequate. The di�culty here is twofold. First
there are two stochastic terms whose correlation is a function of time, meaning that
generated noise depends on previously generated noise. Second, due to the non-local
nature of a fractional di�erential equation the numerical integration of it should be
done with care. The solution to both di�culties will be addressed here.

3.1 Coloured noise

The active and the thermal noise, represented collectively by ξ without subscript,
in our model are Gaussian distributed with zero mean and a correlation that is a
function of the absolute di�erence in time. So in general we have

〈ξ(t)ξ(t′)〉 = f(|t− t′|). (3.1)

The algorithm should generate a string of random numbers that comply with this
correlation and that are ∆t separated in time. We denote the ith random number as
ξ[i] = ξ(i∆t). The di�erent correlations require di�erent techniques to be generated.

37
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3.1.1 Power-law correlated noise

It can be shown that the concept of fractional Gaussian noise [70, 71] is equivalent
to the power-law correlated thermal noise of our model, i.e. Eq. (2.62). Fractional
Gaussian noise can be derived from a process called fractional Brownian motion.
Reintroduced by Mandelbrot and van Ness [71], fractional Brownian motion BH(t)
is a generalisation of Brownian motion where the increments are not independent of
each other. This stochastic process is de�ned by the following criteria

• BH(t) has stationary increments

• BH(0) = 0 and 〈BH(t)〉 = 0 for t ≥ 0

• 〈B2
H(t)〉 = t2H for t ≥ 0

• BH(t) has a Gaussian distribution with

〈BH(t)BH(t′)〉 =
1

2

(
t2H + t′ 2H − |t− t′|2H

)
(3.2)

The Hurst exponent H ∈ [0, 1] determines the raggedness of the motion, larger val-
ues for H make smoother motions. When H < 1/2, the increments are negatively
correlated while for H > 1/2 they are positively correlated. For H = 1/2 we recover
classical Brownian motion, the so-called Wiener process. We can de�ne fractional
Gaussian noise XH(t) as the ratio of the increment di�erence and the time step over
which this increment occurred

XH(t) =
BH(t+ ∆t)−BH(t)

∆t
. (3.3)

Using the second property, one immediately �nds that the mean of this noise is zero,
i.e. 〈XH(t)〉 = 0. Since the motion is Gaussian distributed, the noise is also a
Gaussian variable. Thus if we also calculate its second moment, it is fully described

〈XH(t)XH(t′)〉 =
1

∆t2

(
〈BH(t)BH(t′)〉 − 〈BH(t)BH(t′ + ∆t)〉

− 〈BH(t′)BH(t+ ∆t)〉+ 〈BH(t+ ∆t)BH(t′ + ∆t)〉
)
. (3.4)

The fourth property, Eq. (3.2), is used to �nd

〈XH(t)XH(t′)〉 =
1

2∆t2

(
|t− t′ + ∆t|2H + |t− t′ −∆t|2H − 2|t− t′|2H

)
. (3.5)

Now we let the time step ∆t approach zero, ∆t → 0. The �rst and second term in
Eq. (3.5) can be expanded using Taylor series

|t− t′ ±∆t|2H = |t− t′|2H
(

1± 2H
∆t

|t− t′|
+H(2H − 1)

∆t2

|t− t′|2
+O(∆t3)

)
. (3.6)

Putting this in Eq. (3.5), we �nd

〈XH(t)XH(t′)〉 ≈ H(2H − 1)|t− t′|2H−2. (3.7)
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If we now multiply this by 2γkBT and take H = (2 − α)/2, then it becomes equal
to Eq. (2.62), the thermal noise of our model. In other words, our thermal noise is
equivalent to fractional Gaussian noise.

To generate this fractional Gaussian noise we use the algorithm conceived by
Hosking in 1984 [72]. The Hosking algorithm produces a collection of numbers from
a stationary process with a normal marginal distribution and correlation function
ρ[i] = ρ(i∆t). For our purpose this correlation function is ρ[i] = 〈XH(0)XH(i∆t)〉.
Using Eq. (3.5) brings us to

ρ[i] =
1

2

(
|i+ 1|2−α + |i− 1|2−α − 2|i|2−α

)
. (3.8)

The scheme below produces fractional Gaussian noise X[i] with ∆t unity. It requires
the production of Gaussian white noise N(µ, σ2) with mean µ and variance σ2.

1. Set v = 1.

2. Generate a starting value X[0] = N(0, v).

3. For every ith time step do

ψk = φk

φi = v−1ρ[i]− v−1
i−1∑
j=1

ρ[i− j]ψj

v = (1− φ2
i )v

φk = ψk − φiψi−k

m =

i∑
j=1

X[i− j]φj

X[i] = N(m, v).

In every step, the indices k is always taken from 1 to i− 1. For the scheme presented
here we chose clarity above e�ciency. For example, if several realisations of the same
process are being performed, one could consider to calculate all needed values of φ
beforehand. To rescale this process to one where ∆t 6= 1, allX[i] need to be multiplied
by ∆t−α/2. Then to make the transition from fractional Gaussian noise to our thermal
noise, Eq. (2.62), we should multiply it by

√
2γkBT , thus we have

ξT [i] =
√

2γkBT∆t−αX[i]. (3.9)

3.1.2 Exponentially correlated noise

The Hosking algorithm can surely be used to generate the active noise, which would
have the following correlation function in the algorithm

ρ[i] = e−i∆t/τA . (3.10)
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The generated numbers should only be multiplied by
√
C, since the time-step ∆t

already appears explicitly in the correlation. But exponentially correlated noise can
also be generated by a linear damping equation driven by Gaussian white noise. This
method is much more time and memory e�cient than the Hosking method. An
integral algorithm for exponentially correlated noise was proposed by Fox et al. [73].
Its scheme is as follows, where again N(µ, σ2) stands for Gaussian white noise with
mean µ and variance σ2

1. Set E = e−∆t/τA .

2. Generate a starting value ξA[0] = N(0, C).

3. For every ith time step do

ξA[i] = E ξA[i− 1] +N(0, (1− E2)C). (3.11)

3.2 Fractional di�erential equation

Here we seek the numerical integration of a di�erential equation of fractional order,
in our work it always has the form of the following initial value problem

cDαx(t) = g(t, x(t)), x(0) = x0, (3.12)

with 0 < α ≤ 1. The function g could be any nonlinear function, in our speci�c case,
using Eq. (2.60), we have

g(t, x(t)) =
1

ηα

(
−dU
dx

+ ξT (t) + ξA(t)

)
, (3.13)

for t > 0. In order to solve Eq. (3.12) one can use the fact that this initial value
problem is equivalent to the following Volterra integral [74]

x(t) = x0 +
1

Γ(α)

∫ t

0

dy (t− y)α−1g(y, x(y)). (3.14)

The algorithm developed to solve this integral is a generalisation of the classical
Adams-Bashforth-Moulton integrator for �rst-order problems [75, 76]. The generali-
sation was done by Diethelm et al. [77] and optimised by Daftardar-Gejji et al. [78].
It will produce xn+1 = x(tn+1) (with ti = i∆t) a time step ∆t further than xn.
Note that the integral in Eq. (3.14) goes from 0 to t which is a consequence of the
non-locality of fractional di�erential equations. Therefore the iterative process of the
algorithm will use all calculated solutions xi instead of only the previous solution xn,
as is done in the integration of the ordinary Langevin equation. The algorithm uses
the following predictor-corrector protocol where P 1

n+1 and P 2
n+1 are the predictors

and xn+1 the corrector

P 1
n+1 = x0 +

∆tα

Γ(α+ 2)

n∑
i=0

ai,n g(ti, xi), (3.15)

P 2
n+1 =

∆tα

Γ(α+ 2)
g(tn+1, P

1
n+1), (3.16)

xn+1 = P 1
n+1 +

∆tα

Γ(α+ 2)
g(tn+1, P

1
n+1 + P 2

n+1). (3.17)



3.2. FRACTIONAL DIFFERENTIAL EQUATION 41

The weight ai,n (which ultimately originates from the memory kernel, Eq. (2.62))
given to the previous solutions has the following form

ai,n =

 nα+1 − (n− α)(n+ 1)α if i = 0

(n− i+ 2)α+1 + (n− i)α+1 − 2(n− i+ 1)α+1 if 1 ≤ i ≤ n.
(3.18)

The algorithm is now fully described. Note that for large n it will be increasingly
intensive to calculate the next value of xi due to the summation in Eq. (3.15). One
also has to store all calculated values of g(ti, xi) in the memory which could over�ow
for large n. We only presented the algorithm for one particle in one dimension, the
extension to many (interacting) particles in three dimensions is relatively straightfor-
ward and not given here. Note that care should be taken in the case of the Rouse
chain (see Section 5.1) where the dU/dx term in g is dependent on other integrated
variables. Correctly updating it during the predictor-corrector protocol is essential.





4 | Particle in a Potential

Nothing is particularly hard if you divide it into small jobs.

Henry Ford

In this chapter we will employ the analytical model and numerical scheme, discussed
in the previous chapters, to investigate a particle that resides in an active viscoelastic
bath. The particle will be subjected to three di�erent potentials, namely a constant
potential, a harmonic oscillator and a double well. We only consider one-dimensional
dynamics, meaning that the particle can only move along one direction. As we dis-
cussed in Chapter 2, the model of an active viscoelastic bath can be used to describe
the internal environment of a biological cell, called the cytosol. We will therefore
use our results to illustrate several cellular processes. The study of one particle also
provides a stepping stone to the next chapter where we investigate the dynamics of
a Rouse chain, which consists of many interacting particles. The results presented in
this chapter were �rst published in [79].

4.1 Free particle

A free particle, with position x(t), is not bound by the in�uence of an external force.
Or, in other words, it is located in a region where the potential energy does not vary.
The external potential U(x) on a free particle can therefore be assumed constant

U(x) = constant. (4.1)

If the free particle is surrounded by an active viscoelastic bath, we can describe its
dynamics by the one-dimensional generalised Langevin equation from Section 2.6.
After �lling in the external potential, the equation of motion becomes

ηα cDαx(t) = ξT (t) + ξA(t)H(t). (4.2)

We added the Heaviside function1 H(t) to the active forces. This will turn the active
forces on at t = 0. For times smaller than zero, the system is assumed to be thermally

1Also known as the step function, the Heaviside function is a discontinuous function, de�ned as

H(t) =

{
0 if t < 0
1 if t ≥ 0

(4.3)

43
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relaxed. After t = 0, the particle will enter a nonequilibrium regime. To evaluate
the particle's dynamics we need to solve Eq. (4.2), which is a stochastic fractional
di�erential equation. We will �nd that the position x(t) is a Gaussian variable and
therefore characterised completely by its �rst and second moments.

4.1.1 Anomalous di�usion

In order to solve the equation of motion, Eq. (4.2), we start by taking its Laplace
transform (see Appendix A.6). The result is

ηα s
α−1

[
sx̃[s]− x(0)

]
= ξ̃T [s] + ξ̃A[s], (4.4)

where f̃ [s] represents the Laplace transform of a function f(t). After some elementary
algebra one �nds

x̃[s] = s−1x(0) +
s−α

ηα

(
ξ̃T [s] + ξ̃A[s]

)
. (4.5)

To transform this expression back to the time-domain, again the formulas from Ap-
pendix A.6 are used. It can be easily shown that the following relation characterises
the evolution of the free particle's displacement

∆x(t) =
1

Γ(α)ηα

∫ t

0

dt′
(
ξT (t− t′) + ξA(t− t′)

)
t′α−1, (4.6)

where the displacement is given by ∆x(t) = x(t) − x(0). From this expression it
is clear that the displacement is a linear combination of Gaussian variables, making
it itself Gaussian distributed. We therefore search for its �rst and second moment.
Taking the ensemble average of Eq. (4.6) immediately demonstrates that the mean of
the displacement is zero, i.e. 〈∆x(t)〉 = 0. To obtain this results one only uses the
fact that the average of both noise terms is zero.

Next, we calculate the mean-squared displacement1 of the particle, expressed as
∆2(t) = 〈(∆x(t))2〉. This quantity is a measure for the spacial exploration of the
particle. To obtain this we take the square of Eq. (4.6) after which we perform the
ensemble average.

∆2(t) =
1

Γ2(α)η2
α

ηαkBT

Γ(1− α)

∫ t

0

dt′
∫ t

0

dt′′
t′α−1 t′′α−1

|t′ − t′′|α

+
C

Γ2(α)η2
α

∫ t

0

dt′
∫ t

0

dt′′ e−|t
′−t′′|/τA t′α−1 t′′α−1. (4.7)

Here we used the autocorrelation of the thermal noise and the active noise, Eq. (2.62)
and Eq. (2.64) respectively. Both terms in this expression can be simpli�ed. For the
�rst term notice that the double integral can be rewritten as follows

2

∫ t

0

dt′
∫ t′

0

dt′′
t′α−1 t′′α−1

(t′ − t′′)α
= 2

∫ t

0

dt′t′α−1B(α, 1− α) =
2

α
Γ(α)Γ(1− α)tα, (4.8)

1A more complete measure of the dynamics would be the variance in the displacement, which is
de�ned as σ2(t) = 〈(∆x(t))2〉 − 〈∆x(t)〉2. But since the mean displacement is zero, the variance is
identical to the mean-squared displacement.
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where B(·, ·) is the beta-function (see Appendix A.3). The double integral in the
second term of Eq. (4.7) can be written as

2

∫ t

0

dt′
∫ t

t′
dt′′ e−(t′′−t′)/τA t′α−1 t′′α−1 = 2τ2α

A

∫ t/τA

0

dy eyyα−1 Γ(α; y, t/τA), (4.9)

where Γ( · ; ·, ·) is the di�erence between two incomplete gamma functions (see Ap-
pendix A.2). If we put the previous two calculations together we �nd that the mean-
squared displacement of the free particle obeys the following expression

∆2(t) =
2Dα

Γ(α+ 1)
tα +

2 τ2α
A C

Γ2(α)η2
α

Aα(t/τA), (4.10)

with

Aα(t) =

∫ t

0

dy ey yα−1 Γ(α; y, t). (4.11)

We have introduced here the anomalous di�usion coe�cient Dα = kBT/ηα, it con-
forms with the generalised Einstein relation. The mean-squared displacement consists
of two terms. The �rst indicates the anomalous di�usion in a (non-active) viscoelastic
bath. It is called anomalous because this di�usion is not a linear function of time (like
normal di�usion in a viscous bath), instead it goes as a power-law. Since we have
that 0 < α ≤ 1, the di�usion will be slower in a viscoelastic bath. This slow di�usion
is called subdi�usion. When α = 1, the �rst term becomes normal di�usion, de�ned
by Eq. (2.2). The second term in the mean-squared displacement is called the active
addition, and it only exists when active forces are present, i.e. C 6= 0. The behaviour
it gives to the particle is not clear from the expression itself. But by approximating
this term for di�erent time regimes, it will reveal its characteristics.

To approximate the active addition at early times, t � τA, we use its original
form from Eq. (4.7). For such small t, the exponential in the integrand will be almost
equal to one, so exp(−|t′ − t′′|/τA) ≈ 1. Applying this approximation decouples the
integrals and solving them becomes trivial. The active addition for early times is

C

Γ2(α+ 1)η2
α

t2α. (4.12)

For long times, t� τA, we have that t/τA is very large. This is the upper limit of
the di�erence of gamma functions in Eq. (4.11), because this limit now becomes large
we can do the following approximation Γ(α; y, t/τA) ≈ Γ(α; y). The latter being an
incomplete gamma function (see Appendix A.2). So for t/τA � 1, we do the following
manipulation

Aα(t/τA � 1) ≈
∫ t/τA

0

dy ey yα−1 Γ(α; y) (4.13)

=

∫ y′

0

dy ey yα−1 Γ(α; y) +

∫ t/τA

y′
dy ey yα−1 Γ(α; y). (4.14)

In the second line we divided the integral up at an arbitrary, but large, point y′ � 1.
The �rst term is a constant for a particular value of y′ and thus not a function of
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time. For the second term we use approximation (A.23) of the incomplete gamma
function which is correct for large y. A large y is ensured because both y′ and t/τA
are chosen large. After this approximation is applied, the integral is straightforward
to solve. Because t is still much larger than y′, we �nd

Aα(t/τA � 1) ≈ 1

2α− 1

(
t

τA

)2α−1

. (4.15)

Plugging this result back into Eq. (4.10) leads to the following active addition for
times larger than τA

2τAC

(2α− 1)Γ2(α)η2
α

t2α−1. (4.16)

We now have all time-relations that the free particle can exhibit. A free particle
in a non-active viscoelastic bath (C = 0) will always perform subdi�usion with a tα

relation to time, i.e. the �rst term of Eq. (4.10). When active forces are present and
they are more prevailing than the thermal �uctuation, i.e. C � kBT , we can clearly
distinguish all previously derived time-relations.

For very early times, the particle shows the non-active subdi�usive behaviour
with exponent α. This is because Aα(t→ 0) goes faster to zero than the �rst term in
Eq. (4.10). For early times, the exponent of the active addition becomes double that of
the non-active term. The particle will therefore di�use as Eq. (4.12). When α > 1/2,
this will lead to superdi�usion, since the time exponent is larger than that of normal
di�usion (i.e. one). When times reach values higher than the persistence time τA, the
2α regime will make room for the 2α − 1 behaviour, Eq. (4.16). This exponent of
time will always yield subdi�usion (or normal di�usion when α = 1). When α < 1/2,
however, the exponent becomes negative, making this regime practically non-existing.
For α > 1/2, this regime persists for many time decades. But since its exponent is
smaller than that of the non-active contribution (�rst term of Eq. (4.10)), it will
eventually disappear in favour this faster non-active subdi�usion. Therefore, for very
long times the particle will again subdi�use with exponent α, as if the viscoelastic
bath were not active. The viscoelastic bath e�ectively damps the active forces on
these long time-scales. Only for a viscous bath, α = 1, is this statement not true.
Indeed, we then have 2α− 1 = α. So for times larger than τA, the free particle in an
active viscous bath performs normal di�usion, but with a di�usion constant that is
enhanced by a factor (1 + τAC/γkBT ). The free particle in a viscous bath therefore
feels the presence of the active forces for all times to come.

From the above discussion, it is important to realise that the viscoelasticity of
the bath clearly plays a de�ning role in the particle's response to the active forces.
It in�uences both the prefactor as well as the exponent of this response's relation
to time. To summarize, we present all the possible time-regimes in the following
sequence for the mean-squared displacement of a free particle through time

∆2(t) =
2Dα

Γ(α+ 1)
tα

τ↓−−−→ C

Γ2(α+ 1)η2
α

t2α
τA−−−→ 2τAC

(2α− 1)Γ2(α)η2
α

t2α−1

τ↑−−→ 2Dα

Γ(α+ 1)
tα. (4.17)
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Figure 4.1: Log-log plot of the squared distance travelled by a free particle as a
function of t/τA in a viscoelastic medium (α = 0.8, kBT = γ = 1) in the presence
of active forces (C = 104, τA = 1) (full line) compared to that without active forces
(dashed-dotted line). Power-law behaviour is indicated with dashed lines. The insets
share the same parameters apart from α. Left inset: α = 1. Right inset: α = 0.4.

The value above the arrows indicates the approximate time at which the transition
happens. By equating the regimes, we found the early and late cross-over times, they
are τ↓ ∼ (ηαkBT/C)

1/α and τ↑ ∼ (τAC/ηαkBT )
1/(1−α). Figure 4.1 shows the mean-

squared displacement of a free particle for large C and α = 0.4, 0.8 and 1. All regimes
we discussed are clearly present. Also notice that the 2α − 1 behaviour for α = 0.4
does not appear. The active curve rejoins relatively quickly with the non-active curve
after t = τA. For a viscous bath, the enhanced (normal) di�usion is evidently visible.

4.1.2 Motion of tracer particles

The results obtained from our model of a free particle in an active viscoelastic bath can
be used to understand the dynamics of a tracer particle inside a cell (see Section 1.2).
In several experiments it is observed that the motion of such a particle is superdi�usive
at early times, but switches to being subdi�usive after a time of the order of seconds.
In [80] it was, for example, found that the mean-squared displacement of a polystyrene
microsphere, 3µm in diameter, inside a living cell performs superdi�usive motion,
∆2(t) ∼ t3/2, for times up to 10 seconds. On larger time scales, the particle had a
subdi�usive motion, ∆2(t) ∼ t1/2.

In a study of breast-cancer cells [20, 81], the role of molecular motors and �laments
of the cytoskeleton in active transport was investigated. These authors tracked the
motion of tracer particles in cells with di�erent metastatic1 potential after chemical
treatments that a�ect di�erent cell components like myosin, actin and microtubules.
While the precise value of the mean-squared displacement's exponent depended on

1Metastasis means the spread of cancer or other disease from one tissue in the body to another.
The a�ected tissue is considered not in contact with the a�ecting tissue.
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Figure 4.2: Log-log plot of the mean-squared displacement of a free particle as a
function of t/τA in a viscoelastic medium (α = 3/4, kBT = γ = 1). The subdi�usion
in a non-active bath is depicted by the dashed-dotted line. The full lines show the
dynamics in an active bath (τA = 1) for di�erent values of C. We have C = 2i with
i = 2, 4, 6, 8, 10, 12 and 14. Higher lying curves have a larger value of C. The insets
show the C-dependence of the exponents (determined by curve-�tting). Left inset:
Shows the �rst exponent as a function of C in a lin-log plot, the asymptotic value 2α
is indicated. Right inset: Shows the second exponent as a function of C in a lin-log
plot, the asymptotic value 2α− 1 is indicated.

the treatment applied, in all cases it was found that the exponent decreased from a
value in the range 1.2−1.4 to a signi�cant lower value of 0.8−1.0 after approximately
3 seconds. So, this experiment also revealed a crossover between superdi�usive and
subdi�usive motion.

In a recent work, Reverey et al. [82] studied the motion of endogenous1 particles in
the protist Acanthamoeba castellanii. The cytoplasm of this organism has been called
supercrowded, making it surely suitable to be modelled by a viscoelastic bath. In
contrast to the earlier studies, the cells of A. castellanii have a non-zero motility. After
subtraction of this motion, the dynamics of vesicles and granules (i.e. particles) was
still found to superdi�use with an exponent approximately equal to 1.8. For the times
investigated (up to 10 seconds) no clear crossover to another exponent was observed.
After treating the cells with latrunculin A or nocodazole (these substances decrease
the activity of a cell by a�ecting the availability of actin �laments and microtubules
respectively), the exponent decreased to a value around 1.5 − 1.6 in an early time
regime. Moreover, a cross-over to a decreased exponent after a few seconds can be
observed in these cases, though the authors do not quote a value.

If we compare these experiments with our theory, we �nd that they are consistent.
In the (theoretical) intermediate time regime, we found a crossover from superdif-
fusion to subdi�usion, as was observed in the experiments [20, 81, 82]. The drop in
exponent in [80] from 3/2 to 1/2 suggests that the viscoelasticity of the cell's cytosol is

1In this context, meaning naturally originating from within the cell.
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characterised by α = 3/4. Because these regimes are so clearly observable we conclude
that the active forces are strong compared with the thermal ones, i.e. C � kBT .

We need to make an important note here. When the active and thermal forces are
of comparable strength, C ≈ kBT , the time-relations are not as evident as presented
in Fig. 4.1. There is, however, still a clear cross-over between two e�ective exponents.
The �rst e�ective exponent grows with growing C from α to 2α, while the second
decreases from α to 2α− 1 with increasing C. This behaviour is presented in Fig. 4.2
for α = 3/4. A speci�c example is the exponent 1.39 followed by 0.53, when C = 128.
This implies that, for weak active forces, the di�usive exponents are not only related to
the viscoelastic properties of the medium (i.e. α) but are also an (unknown) function
of C. This could be the scenario behind the experiments on breast-cancer cells and
A. castellanii. When applying rheological methods to determine the α-value of a cell,
one needs to take into account this C-dependence of the exponents. Or one should
be sure that the active forces are su�ciently strong. These C-dependent exponents
can, however, explain the drop in the superdi�usive exponent measured by [82]. Here
they inhibited the actin or microtubules, leaving the cell less active. This process can
be linked to a decrease in C, which our model suggests will consequently decrease the
(superdi�usive) exponent.

Another conclusion we can draw from comparing the experiments with our theory
is that, for a living cell, the value of the persistence time τA is of the order of sec-
onds. Indeed, the cross-over between a superdi�usive regime to a subdi�usive regime
appears, in our results, at τA. If observed in the experiment, the cross-over happened
at times ranging from 3 to 10 seconds. Although this value is bound to change when
investigating di�erent types of cells, it does give a sense of the time scales at which
the active forces are persistent.

4.2 Harmonic oscillator

The obvious potential to study next would be a linear one, i.e. U(x) ∼ x. This will
generate a constant force on the particle and invoke a sedimentation process. However,
due to its modest cellular relevance, we will not consider this potential here. Therefore
the following potential is naturally a quadratic one, in physics commonly known as a
harmonic oscillator

U(x) =
k

2
x2. (4.18)

This potential will in�ict a restoring force on the particle toward the origin. This
restoring force is proportional to the particle's displacement from the origin and its
strength is measured by k. If the harmonic oscillator is surrounded by an active
viscoelastic bath, the equation of motion for it will be (see Section 2.6)

ηα cDαx(t) = −kx(t) + ξT (t) + ξA(t)H(t). (4.19)

Again, we used the Heaviside function to turn the active forces on at t = 0, dis-
turbing the thermalised state of the system. We will solve Eq. (4.19) to discover the
behaviour of the harmonic oscillator. This equation is also studied numerically, with
the algorithm discussed in Chapter 3. Because the exact solution is available, we can
use it to test whether the performance of our numerical scheme is satisfactory.
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4.2.1 Anomalous di�usion and steady state

Again, we take the Laplace transform of the equation of motion, Eq. (4.19), to �nd
the evolution of x. Using the techniques from Appendix A.2, we �nd

ηα s
α−1

[
sx̃[s]− x(0)

]
= −kx̃[s] + ξ̃T [s] + ξ̃A[s]. (4.20)

Somewhat rearranging the terms gives the following expression for the position in
Laplace space

x̃[s] = s−1x(0)

[
1 +

k

ηα
s−α

]−1

+
s−α

ηα

(
ξ̃T [s] + ξ̃A[s]

)[
1 +

k

ηα
s−α

]−1

. (4.21)

The inverse Laplace transform of this equation can be done in terms of the Mittag-
Le�er function Eα,β(·) (see Appendix A.1). One �nds that the position of the har-
monic oscillator satis�es the following expression

x(t) = x(0)Eα,1

(
− (t/τ)α

)
+

1

ηα

∫ t

0

dt′
(
ξT (t− t′) + ξA(t− t′)

)
t′α−1Eα,α

(
− (t′/τ)α

)
. (4.22)

It is clear that if we take k = 0, we retrieve the dynamics of the free particle, i.e.
Eq. (4.6). We introduced the characteristic time τ of the oscillator, it is de�ned as

τ =
(ηα
k

)1/α

. (4.23)

Because the de�ning equation of x(t), Eq. (4.20), is linear and both noise terms
are Gaussian, also x(t) is a Gaussian random variable. The average position of the
harmonic oscillator is found by taking the ensemble average of Eq. (4.22). Because
the potential is symmetric around x = 0 and the system is thermalised at t = 0, we
have that 〈x(0)〉 = 0. Both the noise terms are centered, it is therefore easy to �nd
that 〈x(t)〉 = 0 for all time t. From this it is straightforward to show that 〈∆x(t)〉 = 0.
We can now fully de�ne x(t) if we also �nd its second cumulant.

The mean-squared displacement of the harmonic oscillator is given by

∆2(t) = 〈(∆x(t))2〉 = 〈x2(t)〉+ 〈x2(0)〉 − 2〈x(t)x(0)〉. (4.24)

The system is thermalised at t = 0, therefore the second term on the right-hand
side can be determined using the equipartition theorem (see Section 2.2). From this
theorem we know that the average of the quadratic potential, 〈kx2/2〉, is equal to
kBT/2 in equilibrium. We thus �nd that 〈x2(0)〉 = kBT/k. To evaluate the two
remaining terms of Eq. (4.24), we �rst note that both the thermal and the active
random forces are not correlated with the initial position of the harmonic oscillator,
i.e. 〈ξT (t)x(0)〉 = 〈ξA(t)x(0)〉 = 0. Using this property and the equipartition result,
it is straightforward to �nd the last term in Eq. (4.24). The correlation between the
oscillators initial position with its position at a later time t is

〈x(t)x(0)〉 =
kBT

k
Eα,1

(
− (t/τ)α

)
. (4.25)
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Figure 4.3: Lin-log plot of the correlation between the initial position and the position
at time t, 〈x(t)x(0)〉, as a function of t/τ of a harmonic oscillator (k = 1) in an active
(C = τA/τ = 1) viscoelastic (α = 0.5, kBT = γ = 1) bath. The blue dots are the
simulated correlation (averaged over 105 histories) and the black line is the analytic
expression, Eq. (4.25).

Notice that this correlation is not in�uenced by the active forces. It will therefore be
the same in equilibrium and out of equilibrium. At t = 0 it is equal to the equipartition
result, as it should be. Over time this correlation will decrease to zero. Figure 4.3
shows this correlation for a viscoelastic bath with α = 0.5. For this particular value
of α, the expression of the correlation can be written in closed form using the list
provided in Appendix A.1. It becomes 〈x(t)x(0)〉 = (kBT/k) erfc(

√
t/τ)et/τ . Also

shown in this �gure are the results of a numeric analysis of the system (using the
algorithm discussed in Chapter 3). The performance of the simulation is clearly
excellent on all the investigated time-scales. The �nal calculation, that of 〈x2(t)〉, to
acquire the mean-squared displacement is more involved. We square Eq. (4.22) and
take its ensemble average. The cross-terms drop out due to reasons discussed above.
Using the equipartition result and the noise correlations, Eqs. (2.62) and (2.64), give

〈x2(t)〉 =
kBT

k
E2
α,1

(
− (t/τ)α

)
+

kBT

Γ(1− α)ηα

∫ t

0

dt′
∫ t

0

dt′′
t′α−1 t′′α−1

|t′ − t′′|α
Eα,α

(
− (t′/τ)α

)
Eα,α

(
− (t′′/τ)α

)
+
C

η2
α

∫ t

0

dt′
∫ t

0

dt′′ e−|t
′−t′′|/τA t′α−1 t′′α−1 Eα,α

(
− (t′/τ)α

)
Eα,α

(
− (t′′/τ)α

)
.

(4.26)

This lengthy expression can be greatly simpli�ed using property (A.10) of the Mittag-
Le�er functions derived in Appendix A.1. The mean-squared position of the harmonic
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oscillator then reads

〈x2(t)〉 =
kBT

k
+
C

k2
Aα(t; τ, τA), (4.27)

with Aα(t; ·, ·) = Aα(t, t; ·, ·) and

Aα(t, t′; τ1, τ2) =

∫ t/τ1

0

dx

∫ t′/τ1

0

dy

(
Eα,α(−xα)Eα,α(−yα)

x1−α y1−α

)
e
− τ1τ2 |x−y|. (4.28)

The mean-squared position consists of two terms. The �rst term is the equipartition
result one �nds if the oscillator were in equilibrium. The second term is the active
addition which clearly disappears when no active forces are present, i.e. C = 0. We
are now able to construct the mean-squared displacement of the harmonic oscillator.
Adding the three derived terms of Eq. (4.24) gives

∆2(t) =
2kBT

k

[
1− Eα,1

(
− (t/τ)α

)]
+
C

k2
Aα(t; τ, τA). (4.29)

The �rst conclusion we can draw from this expression is that the di�usion in an active
bath will be more rapid than in an equilibrated bath. This is because Aα(t; τ, τA) is
a positive function for all positive time, making the �uctuations larger when C 6= 0.
We will come back to this later. The speci�c dynamics that ∆2(t) will exhibit is not
clearly revealed by Eq. (4.29). We therefore approximate this expression for di�erent
time regimes to understand the dynamics it contains.

First notice that we can rewrite the �rst term of Eq. (4.29) using property (A.7)
of the Mittag-Le�er functions. The �rst term becomes

2kBT

k

tα

τα
Eα,α+1

(
− (t/τ)α

)
. (4.30)

For very early times, t� τ , we can approximate the above Mittag-Le�er function by
1/Γ(α+ 1). The �rst term of Eq. (4.29) is thus approximately equal to

2Dα

Γ(α+ 1)
tα. (4.31)

This is the subdi�usion a free particle performs in a non-active viscoelastic bath.
The second term of Eq. (4.29) can also be approximated for early times, t� τA and
t � τ . The exponential function in Aα can then be approximated by one and the
Mittag-Le�er functions by 1/Γ(α). By doing this, the integrals in Aα decouple and
become trivial to solve. For these early times the second term in Eq. (4.29) becomes
equal to Eq. (4.12), which is the t2α anomalous di�usion of a free particle in an active
viscoelastic bath. For times longer than τA, the free t2α−1 behaviour is retrieved when
Aα is approximated by setting the Mittag-Le�er functions equal to 1/Γ(α) and using
Eq. (4.15). Both terms in Eq. (4.29) saturate when times become large, i.e. t � τ .
The system then reaches a nonequilibrium steady state, we will discuss this regime
in more detail later. The sequence of time-relations that a harmonic oscillator in an
active viscoelatsic bath displays is given below (for τA � τ)

∆2(t) =
2Dα

Γ(α+ 1)
tα

τ↓−−−→ C

Γ2(α+ 1)η2
α

t2α
τA−−−→ 2τAC

(2α− 1)Γ2(α)η2
α

t2α−1

τ−−→ nss, (4.32)
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Figure 4.4: Log-log plot of the mean-squared displacement of a harmonic oscillator
(k = 10−1) as a function of t/τ in a viscoelastic medium (α = 3/4, kBT = γ = 1)
in the presence of active forces with C = 105 and τA/τ = 105, 1 and 10−5 (full lines,
top to bottom) compared to that without active forces (dashed-dotted line). The
power-law behaviour is indicated with dashed lines.

where nss stands for nonequilibrium steady state. Figure 4.4 presents the mean-
squared displacement of the harmonic oscillator, Eq. (4.29), for α = 3/4 and di�erent
values of τA/τ . The harmonic oscillator in a non-active viscoelastic bath is also shown.
The α and 2α regimes are clearly always present, but the 2α− 1 regime needs a low
persistence time to reveal itself. In this �gure the nonequilibrium steady state is also
visible for times larger than τ . A comparison between the analytic results and the
simulated data is given in Fig. 4.5 for a large variety of parameters. Again we can
state that the algorithm performs extremely well, not showing any serious deviations
from the exact result on all investigated time-scales.

We thus �nd that, between t = 0 and the steady state, the oscillator goes through
a transient regime that is equal to that of a free particle. This can be understood
by the fact that during these early times the particle does not feel it is bounded by
a potential, it di�uses in an area where the potential is approximately constant. In
other words, the particle is not yet aware it is an oscillator. The transient state is
always dependent on α, also in equilibrium. But, interestingly, the steady state �
which, in equilibrium, does not depend on the viscoelasticity� becomes α-dependent
when the system is out-of-equilibrium. We will now investigate this further.

Steady state

Because the particle resides in a bounding potential, it cannot (on average) explore
the whole space like the free particle could. Both in and out of equilibrium, the system
will reach a steady state, in which it will cease to evolve in time. From here on we
use the subscript ss to denote that the system is in a (nonequilibrium) steady state,
this state is certainly reached when t→∞. We will focus on the steady state of the
mean-squared position of the oscillator, i.e. 〈x2〉ss = limt→∞〈x2(t)〉, because of its
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Figure 4.5: Log-log plot of the mean-squared displacement of a harmonic oscillator
(k = 3) as a function of t/τ in a viscoelastic medium (α = 0.8, kBT = γ = 1) in
the presence of active forces with C = 104 and τA/τ = 1, 10−2 (full lines, top to
bottom) compared to that without active forces (dashed-dotted line). The coloured
dots are the simulated data (averaged over 103 histories) with green (C = 0), blue
(τA/τ = 10−2) and orange (τA/τ = 1). Left inset: Equivalent to the main graph but
with α = 0.4. Right inset: Equivalent to the main graph but with k = 0.1, C = 105

and τA/τ = 10−5.

obvious relation to the equipartition theorem. Indeed, when the system is thermalised
we have 〈x2(t)〉 = kBT/k for all time. The steady state for an oscillator that is driven
out of equilibrium by active forces is given by the following expression

〈x2〉ss =
kBT

k
+
C

k2
A∞α (τ/τA). (4.33)

Here we introduced the function A∞α (τ1/τ2) = limt→∞Aα(t; τ1, τ2), which is a func-
tion of only the ratio τ1/τ2, as can easily be seen from Eq. (4.28). In Fig. 4.6 we plot
A∞α (x) for di�erent values of α. From it, it is immediately clear that the active addi-
tion to the steady state is always positive. This implies that, with the extra energy
acquired from the active forces, the particle can di�use further from the origin and
therefore higher up the potential landscape. We will now discuss the properties of the
two limit cases: when τ/τA is low and when it is high.

When τ/τA � 1, the exponential function in Eq. (4.28) will be approximately
unity. Notice that this only holds when the integration variables are small. But since
the tail of the integrand decreases rapidly to zero, it does not contribute much to the
total integral, so the approximation still holds. The two integrals decouple and after
using

∫∞
0
dxxα−1Eα,α(−xα) = 1 we conclude that A∞α (τ/τA) → 1 when τA is much

larger than τ . Figure 4.6 con�rms this statement. We therefore �nd

〈x2〉ss =
kBT

k
+
C

k2
. (4.34)
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Figure 4.6: Lin-log plot of A∞α (x) as a function of its argument x. With α = 1 (solid
line), α = 3/4 (dashed line) and α = 0.4 (dashed-dotted line). Inset: Log-lin plot of
h(α) as a function of α. The horizontal line indicates h(1) = 1. Inset's inset: Lin-lin
plot the original inset, with the α-axis starting at 1/2.

We �nd that, just as in equilibrium, the steady state does not depend on the vis-
coelasticity (i.e. α) of the bath. In this bath, with large τA, the direction of the active
forces stays, on average, the same over a long period of time. However, when k is very
large, the steep potential will prevent this long persistent motion. We therefore see
that the steady state then reduces to the original equipartition result. Building on
this equipartition theorem we can associate an e�ective temperature T∗ to this state,
namely kBT∗ = kBT + C/k. In Fig. 4.7 we show that our algorithm produces the
correct steady state for τ/τA small.

When τ/τA � 1, the exponential function in Eq. (4.28) can be written as a Dirac
delta function1. It is then quite easy to work out that A∞α (τ/τA)→ (τA/τ)h(α) with
h(α) = 2

∫∞
0
dxx2α−2E 2

α,α(−xα). The steady state becomes

〈x2〉ss =
kBT

k
+
C

k2

τA
τ
h(α). (4.36)

When the relaxation time of the oscillator is much larger than the persistence time of
the active forces, the steady state depends on the viscoelasticity (i.e. α) of the bath.
The function that quanti�es this dependence is h(α). This is a decreasing function,
reaching 1 when α = 1. For 0.5 ≤ α ≤ 1, the value of h(α) is relatively low, with
h(0.5) ≈ 141.2. When we decrease α from 0.5 to zero, the value of h(α) explodes,
going to in�nity when α = 0. This implies that, when α < 0.5, the approximation
of large τ/τA only holds when this value is extremely large, i.e. τ/τA ≫ 1. The
e�ective temperature of this steady state is kBT∗ = kBT +(τAC/τk)h(α). For a bath

1We used here the following de�nition of the Dirac delta function

δ(x) = lim
ε→0

1

2ε
exp(−|x|/ε). (4.35)
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Figure 4.7: Lin-lin plot of the steady state value for the mean-squared position as a
function of k of a harmonic oscillator in an active (C = 1 (dark dots) and 10 (light
dots), τ/τA = 10−5) viscoelastic (α = 0.8, kBT = γ = 1) bath. The coloured dots are
the simulated data (averaged over 103 histories) and the dashed lines are the analytic
expression (4.34). Inset: Equivalent to the main graph but with α = 0.4.
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Figure 4.8: Log-lin plot of the steady state value for the mean-squared position as a
function of k of a harmonic oscillator in an active (C = 103 (dark dots) and 104 (light
dots), τ/τA = 103) viscoelastic (α = 0.8, kBT = γ = 1) bath. The coloured dots are
the simulated data (averaged over 103 histories) and the dashed lines are the analytic
expression (4.36). Inset: Equivalent to the main graph but with α = 0.6.
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with the same large τ/τA ratio, the e�ective temperature will be high in a low α bath
and low in one with a high α-value. Adding active forces with small τA to a harmonic
oscillator and letting it reach a steady state will enable one to determine α, which
would not be possible in equilibrium or in low τ/τA steady state. Figure 4.8 proves
that, when α is above 0.5, our algorithm performs satisfactory. For smaller α, the
simulation results deviate somewhat from the analytic results. This is because low α
systems take longer to reach steady state. These results are therefore not acquired
from a fully steady state, since our algorithm has trouble simulating such long times
(see Chapter 3).

Probability distribution

We already mentioned that the position of the oscillator x(t) is a Gaussian variable.
The probability to �nd the particle at time t in the small interval between x and
x+ dx is therefore given by P (x, t)dx with

P (x, t) =
1√

2π〈x2(t)〉
exp

(
− x2

2〈x2(t)〉

)
, (4.37)

and 〈x2(t)〉 given by Eq. (4.27). The system is, as always, assumed to be in equilibrium
at t = 0. So initially the variance of this normal distribution is kBT/k. Notice that,
independently of α, Aα(t; τ, τA) is always strictly positive and therefore the density
P (x, t) always broadens after the active forces have been turned on. This broadening
through time is illustrated in Fig. 4.9 for a bath with α = 3/4. For times larger than
τ , the broadening stops and reaches a steady value. This steady variance is, of course,
larger than in equilibrium and given by Eq. (4.33). The oscillator's �uctuations from
the origin in an active bath are therefore larger than those in a non-active bath.
Figure 4.10 shows the simulated distribution at di�erent times. In these simulations,
the system was not thermalised at t = 0, the particle always started in the origin.
We therefore have 〈x(0)〉 = 〈x2(0)〉 = 0. The initial distribution is then a Dirac delta
peak: P (x, 0) = δ(x). The evolution of the distribution is still given by Eq. (4.37),
but the mean-squared position is now expressed by

〈x2(t)〉x(0)=0 =
kBT

k

[
1− E 2

α,1

(
− (t/τ)α

)]
+
C

k2
Aα(t; τ, τA), (4.38)

rather than Eq. (4.27), where the system is in equilibrium at t = 0. The �gure
demonstrates that, again, the simulation produced the correct distribution results.

4.2.2 Velocity correlation

Because it resides in a viscoelastic bath, the velocity v(t) of the oscillator at previous
times has a direct in�uence on its present friction. Therefore the velocity correlation
〈v(t1)v(t2)〉 is a good measure to illustrate how the memory of the system relates past
events with the present. Yet, great care has to be taken when considering the velocity
because we applied the overdamped limit to the generalised Langevin equation (see
Chapter 2). Di�culties arising from this limit will be addressed shortly.

The correlation of the velocity at time t1 and t2 is calculated using the Laplace
transform. We have ṽ[s] = sx̃[s] − x(0), using Eq. (4.21) one �nds the velocity's
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Figure 4.10: Log-lin plot of the probability distribution P (x, t) for a harmonic oscilla-
tor (k = 3) in a viscoelastic bath (α = 0.8, kBT = γ = 1) after active forces (C = 104,
τA/τ = 1) are turned on at t = 0. The initial position of the oscillator is in the origin,
i.e. x(0) = 0. The coloured dots are the simulated distribution (averaged over 106

histories). The black lines are the analytic expression (4.37) using Eq. (4.38). The
distribution is measured at di�erent times: Left inset: t/τ = 10−6 (orange). Main
graph: t/τ = 10−3 (red), 10−2 (green) and 10−1 (blue). Right inset: t/τ = 10 (pink)
and 102 (grey).
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Figure 4.11: Log-log plot of minus the correlation between the initial velocity v(0) and
the velocity at time t as a function of (small) t/τ for a harmonic oscillator (k = 3) in an
active (C = 1, τA/τ = 10−2) viscoelastic (α = 0.4 (blue), 0.8 (green), kBT = γ = 1)
bath. The coloured dots are the simulated correlation (averaged over 108 histories)
and the black lines are the analytic expression (4.40). Inset: Shows the cross-over of
power-law behaviour in the correlation, Eq. (4.40), at time τ .

Laplace transform

ṽ[s] = −k s
−α

ηα
x(0)

[
1 +

k

ηα
s−α

]−1

+
s1−α

ηα

(
ξ̃T [s] + ξ̃A[s]

)[
1 +

k

ηα
s−α

]−1

. (4.39)

From this equation it is easy to see that the mean velocity of the oscillator is always
zero, i.e. 〈v(t)〉 = 0. This was expected since the stochastic forces have no preferred
direction and the potential is symmetrical. We will now focus on the correlation
between the initial velocity and the velocity at a later time t. In Appendix C we
derive this relation, it reads

〈v(t)v(0)〉 =
kBT

ηα
tα−2Eα,α−1

(
− (t/τ)α

)
. (4.40)

This correlation is always negative and increasing. Implying that, on average, the
motion of the oscillator in a particular direction brings about a subsequent restoring
motion in the opposite direction. This behaviour is due to the elastic response of
a viscoelastic bath which is captured in the memory kernel, Eq. (2.50). Since this
kernel goes to zero for long times, so does the resulting correlation. Also notice
that 〈v(t)v(0)〉 is not in�uenced by the active forces, just as the correlation between
the initial position and that on time t, Eq. (4.25). Figure 4.11 shows −〈v(t)v(0)〉
for α = 0.4 and 0.8 at times smaller than τ . For these short time-scales, the Mittag-
Le�er function in Eq. (4.40) is approximately equal to 1/Γ(α−1) (see Appendix A.1),
causing the correlation to go as tα−2. Although this quantity inherently exhibits large
�uctuations, the mean behaviour of the simulations clearly follows the analytic result.
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For times larger than τ we use the asymptotic expansion, Eq. (A.4), of the Mittag-
Le�er functions. In case of the Mittag-Le�er function in Eq. (4.40), the �rst term
(r = 1) of this expansion is zero, because 1/Γ(−1) = 0. Using the second term yields
a correlation that goes as t−(α+2) for long times. The initial decay thus crosses over
to a faster decay after the characteristic time τ . This cross-over is clearly visible in
the inset of Fig. 4.11, where the analytic solution of the velocity correlation is plotted
for short and long time-scales. From Eq. (C.8) it is clear that 〈v2(t)〉 → −∞. This
non-physical result comes from the fact that the instantaneous velocity is ill-de�ned
in our model. The overdamped limit (m→ 0) assumes that the velocity is in thermal
equilibrium for any time-scale. This would imply that 〈v2(0)〉 = kBT/m (see Section
2.2). This relation is spoiled by the overdamped limit because the inertia of the
particle should not be neglected at very short time-scales. Therefore our model (and
by extension our algorithm) is not suited to describe the instantaneous velocity, only
the correlation of it between di�erent times.

4.2.3 Stepping of molecular motors

Here we use the theory of a harmonic oscillator in an active viscoelastic bath to
describe the dynamics of a kinesin macromolecule. Before going into its dynamics, we
�rst give a short overview of the function and structure of this macromolecule. Kinesin
is a protein found in eukaryotic cells, it belongs to the group of motor proteins. It
can transport other proteins or organelles by attaching to it and subsequently moving
along a microtubule �lament. This movement is powered by ATP hydrolysis. A
kinesin protein consists of two motor-heads that each have a neck-linker (see Fig. 4.12).
These linkers are connected to a long coiled stalk that ends with the cargo-binding
tail. When the kinesin is not bound to a microtubule �lament, both motor-heads have
an ADP (adenosine diphosphate) bound to their active site. The kinesin performs
Brownian motion until it comes in contact with a microtubule �lament. When one
motor-head binds to the �lament it releases its ADP, while the other motor-head
trails behind it (Fig. 4.12: 1). After the bound motor-head has released its ADP, it
binds ATP to its active site. This causes the neck-linker to quickly swing forward,
positioning the loose motor-head in front of the bound motor-head (Fig. 4.12: 1→ 2).
The loose motor-head now needs to di�use to the �lament where it can weakly bind
to it and release ADP (Fig. 4.12: 2). The bond between this motor-head and the
�lament becomes stronger when the (now) trailing bound motor-head hydrolyses its
ATP. After the hydrolyses, the trailing motor-head lets go of the �lament (Fig. 4.12:
3). This release causes the leading bound motor-head to bind ATP to its active site
(Fig. 4.12: 4). From here on the whole process repeats. The kinesin can thus move
step-by-step along the microtubule �lament, each step one motor-head is placed before
the other, e�ectively causing the kinesin to �walk�.

The phase where the forwardly swung motor-head needs to di�use to reach the �la-
ment is the main interest of our discussion here. This phase (among others) determines
the speed at which the kinesin can move along the �lament. Detailed mechanochem-
ical models have been introduced that successfully describe the velocity of the motor
as a function of applied force, ATP-concentration, etc. It is less clear how to explain
the large processivity of kinesin [83]. A crucial role in these models is played by the
mechanical properties of the neck-linker. The di�usion of the motor-head depends on
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Figure 4.12: Schematic representation of the four stages one kinesin protein goes
through when walking along a microtubule �lament. The long horizontal cylinder
represents the microtubule �lament. The grey and black ovals are the motor-heads
with a black neck-linker attached. The long twisted structure starting from the neck-
linkers is the coiled stalk. In this picture there is no cargo bound to the tail.

the elastic properties of this neck-linker, which in the simplest approximation is often
modelled as a Hookean spring (i.e. a linear relation between extension and force). A
better approximation is to describe the linker as a worm-like chain (see Section 5.5)
and use the latter's well known force-extension relation to determine the potential in
which the motor-head di�uses [84]. Important properties are then the time it takes for
the motor-head to di�use in this potential over a distance of 4.1nm, i.e. the distance
to the next binding site on the �lament, and the probability p that the motor-head is
within a small distance around that binding site. For example, in a model based on a
Hookean spring, this probability was found to be rather small (p = 0.058) [84]. This
model, however, did not incorporate active nor viscoelastic e�ects. Because these
e�ects better characterise di�usive processes inside a cell, we investigate here if they
can in�uence p, and preferably increase its value. We also study how the time to
reach the binding site is changed in an active viscoelastic environment.

Because the di�using motor-head is connected to a linker, which is modelled by
a Hookean spring, inside the cytosol, it can be modelled as a harmonic oscillator in
an active viscoelastic bath. The behaviour of this system was discussed above. We
will follow [84] and choose k = 1pN/nm. The thermal energy is calculated as follows,
using kB = 0.0138 pN nm/K and T = 300K, one �nds kBT ≈ 4.14 pNnm. From
Eq. (4.23) it then follows that the characteristic time of the oscillating motor-head
is τ ≈ 50µs, which is much shorter than the persistence time of the active forces,
which is of the order of seconds (see Section 2.5). Here, as a rough estimate we took
γ = 6πηa where for the cytosol we assumed the viscosity η to be thousand times
that of water: ηw = 8.90 · 10−10 pN s/nm2, and for the characteristic length-scale of
a protein we took a = 3 nm. Hence we are in the regime where τ/τA � 1, so that
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Figure 4.13: Lin-log plot of the probability p that the motor-head is in a region of 1
nm around the binding site at 4.1 nm as a function of the strength

√
C of the active

forces. This �gure is for the regime τ/τA � 1 where p only depends on C and not on
α or τA. The dotted line indicates the value of

√
C where p reaches its maximum.

〈x2〉ss = (kBT/k) + (C/k2). In the model of [84], it is assumed that the motor-head
can attach to the microtubule when it is within one nano-meter from the binding
site at 4.1 nm. The stationary state of the probability density is given by Pss(x) =
limt→∞ P (x, t), in expression (4.37) one should replace 〈x2(t)〉 with Eq. (4.34) to
achieve this stationary distribution. The probability p that the motor-head is in the
one nano-meter range of the binding site is then given by p =

∫ 5.1

3.1
dxPss(x).

p =
1

2

[
erf

(
5.1√

2〈x2〉ss

)
− erf

(
3.1√

2〈x2〉ss

)]
, (4.41)

where erf(·) is the error-function1 and all distances are expressed in nm. In Fig. 4.13
we have plotted this probability as a function of the strength

√
C of the active forces

(in pN). We see that upon increasing C, p increases from its initial value of p = 0.058
in absence of active forces, reaches a maximum of p = 0.118 around

√
C ≈ 3.5 pN

and then decreases again. The value where p reaches its maximum is indeed of the
expected order for active forces in a cell. Hence, we conclude that active forces can
double the probability that the free motor-head is near its binding site. Because we
operated in the τ/τA � 1 regime, the viscoelasticity of the cytosol will not in�uence
the result. That is because the steady state is independent of α, see Eq. (4.34).

Next, we investigate the possible in�uence of the dynamics of the mean-squared
displacement on the motion of kinesin. For this we show in Fig. 4.14 the mean-squared
displacement for a particle in a viscous environment (α = 1) without active forces and

1The error-function is de�ned as

erf(x) =
1
√
π

∫ x

−x
dy e−y

2
. (4.42)
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Figure 4.14: Log-log plot of the mean-squared distance travelled by a particle in a
harmonic potential (k = 1 pN/nm, kBT = 4.14 pNnm) in a viscous and non-active
environment (dashed-dotted line) and in an active viscoelastic environment (full line)
(α = 3/4,

√
C = 3.5 pN, τA = 3 s) and τ = 5 · 10−5 s.

in a viscoelastic environment (α = 3/4) in presence of active forces (the strength of
which corresponds to the optimal value derived above, i.e.

√
C = 3.5 pN). We notice

that in the latter situation, the mean-squared displacement is always larger. Given
the uncertainty in the various parameters, we can conclude that the time to reach the
binding site is of the same order in both situations. This suggests that active forces
can help in overcoming the expected slowing down of a molecular motor in a complex
environment and thus may provide the answer to why a motor in a cell moves with
almost the same velocity as in an in vitro essay [85, 86].

It requires further research to investigate whether the e�ects found here (smaller
time to reach the �nding site, higher probability to be near the binding site) persists
for more realistic models of the neck-linker and to quantify its impact on physical
properties of the motor such as its velocity and processivity. Comparison with exper-
iments on kinesin in a cellular environment can then be made [85, 86].

4.3 Double well

The last potential we investigate is a bistable one, meaning that it has two local
equilibrium states separated by some energy barrier. A bistable potential surface
can be modelled in various ways, from a cusp-shaped harmonic potential [12] to two
wells of unequal depth [87]. Here we will use the symmetric double well given by the
following expression

U(x) = ∆U

[(x
b
− 1
)2

− 1

]2

. (4.43)

A schematic representation of this double well is given in Fig. 4.15. The potential has
two minima, one at x = 0 and one at x = 2b, and a maximum at x = b of height ∆U .
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Figure 4.15: Schematic representation of the bistable potential surface. The height
∆U of the energy barrier, located at x = b, is indicated. The minima are at x = 0 and
x = 2b. When measuring the survival probability, the particle starts �in equilibrium�
in the left well and is free to move on this potential landscape until it reaches the
bottom of the right well. When it does, it is eliminated from the system.

The choice for this potential is motivated by the fact that the approximate dynamics
in the bottom of one well is that of a harmonic oscillator, which we investigated
thoroughly in the previous section. If the double well is surrounded by an active
viscoelastic bath, the dynamics of a particle moving on this potential landscape is
governed by (see Section 2.6)

ηα cDαx(t) =
4

b4
∆U x(b− x)(2b− x) + ξT (t) + ξA(t)H(t). (4.44)

This is a non-linear fractional di�erential equation, we will therefore not be able to
solve it analytically. From here on we have to rely completely on our algorithm (see
Chapter 3), which has proven its applicability in the previous section.

In order to make some predictions, we can apply the results of the previous sec-
tion to describe the approximate dynamics in one of the wells. Indeed, expanding
Eq. (4.43) around one of its minima to second order yields the harmonic approxima-
tion of both wells. This approximation has the form of potential Eq. (4.18), we can
thus associate a k-value to the wells. Performing the expansion is easy and will give
k = 8∆U/b2. A particle that is located in one of the wells, and that has not yet had
time to notice the presence of the energy barrier, will behave like the oscillator from
the previous section with the before mentioned k. The characteristic time of a well is
then given by Eq. (4.23), it reads

τw =

(
ηαb

2

8∆U

)1/α

. (4.45)

For times greater than τw, the existence of a second well becomes apparent to the
particle. In later discussions we often state that the particle is initially �in equilibrium�
in the left well. By this we mean that the probability distribution at t = 0 of the
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particle is that of a thermalised harmonic oscillator around x = 0, i.e. a Gaussian
distribution with 〈x〉 = 0 and 〈x2〉 = kBTb

2/8∆U . Of course, the particle is not truly
in equilibrium since its probability distribution does not correspond to the Boltzmann
distribution of a double well.

A process that is often studied in a double well is the migration of a particle from
one well to the other. Such a process is characterised by the escape rate R of the
particle and it relates the height of the barrier and distance between the minima to
the characteristic time to go from one well to the other. The �rst prediction of the
escape rate was done by Hendrik Kramers in 1940 [88]. His calculations were based
on a Brownian particle in a viscous bath. We will try to extend his work to an active
viscoelastic bath. But before we do so, we brie�y discuss how one can �nd his result,
known as the Kramers' rate.

4.3.1 Kramers' escape rate

For his derivation, Kramers assumed that the energy barrier ∆U was high compared
to the thermal energy kBT . This implies that the particle spends a long time inside
one well and only occasionally manages to completely climb the barrier as a result
of thermal �uctuations. Once it has reached the top of the barrier, it has a chance
of 1/2 to fall in the neighbouring well. In the other case it just drops back into the
initial well and has to start all over again. Here we attempt to predict the mean �rst
passage time1 T from an initial position x0 in the left well to the top of the barrier at
b. The rate of arrival to the barrier is then the reciprocal to this mean �rst passage
time. Multiplying this rate by one-half gives the Kramers' rate of a particle di�using
from one well to the other. The mean �rst passage time is given by the following
formula (a derivation of this formula, based on the Smoluchowski equation (i.e. high
friction) Eq. (2.3), can be found in [26])

T (x0) =
1

D

∫ b

x0

dy eU(y)/kBT

∫ y

−∞
dz e−U(z)/kBT , (4.46)

where D = kBT/γ is the di�usion constant. The integral over z is dominated by
the harmonic approximation of the well's bottom U(z) ≈ Um + ω2

mz
2/2, when kBT

is small. Here we have Um = U(0) and ωm =
√

8∆U/b2 is the harmonic frequency
around the minimum. When we �ll this in into Eq. (4.46), and take y → ∞ (which
has little in�uence on the integral), we �nd after solving the trivial Gaussian integral

T (x0) =

√
2πkBT

Dωm
e−Um/kBT

∫ b

x0

dy eU(y)/kBT . (4.47)

The remaining integral is dominated by the harmonic approximation of the energy
barrier, one �nds U(y) ≈ UM − ω2

M (y − b)2/2. Here we, naturally, have UM = U(b)

and ωM =
√

4∆U/b2 is the (imaginary) harmonic frequency of the maximum. If we
assume the initial position x0 to be close the the minimum, which is very probable
for small kBT , we can take x0 → −∞ because the integral is dominated by the small

1The mean �rst passage time characterises the average time it takes a stochastic process, starting
in some volume, to reach a speci�c threshold for the �rst time.
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x0 contribution anyway. Putting the approximation of U(y) into Eq. (4.47) gives

T (x0) =
πkBT

DωmωM
exp

(
∆U

kBT

)
, (4.48)

where ∆U = UM−Um. This expression is independent of the initial position x0. This
can be understood by the fact that, due to the low thermal energy, any initial position
will �rst relax to the local equilibrium distribution near the minimum. Therefore any
initial position will �rst evolve to a common starting con�guration, yielding the exact
value of x0 irrelevant. As we mentioned before, the Kramers' rate is de�ned as
RK = T −1/2. Applying this to Eq. (4.48) and using the de�nition of the di�usion
constant gives the Kramers' escape rate, which is correct for systems with high friction
and a large barrier-to-temperature ratio

RK =
ωmωM

2πγ
exp

(
− ∆U

kBT

)
. (4.49)

4.3.2 Anomalous escape rate

There is an extensive history [12, 87, 89�93] of research on the escape of a particle
performing anomalous di�usion, but a general consensus has not yet been reached.
We will not attempt to give a full analysis of this problem here, deriving the escape
rate of an anomalous process is surely a challenging task and certainly a complete
research-topic on its own. Therefore, we limit ourself to a more empiric treatment.
In the �rst subsection we investigate how the escape rate changes when the particle
is surrounded by a viscoelastic bath instead of a viscous one. In the next subsection
we will also include the active forces.

Viscoelastic bath

One of the �rst generalisations of the escape rate problem was done by R. Grote and
J. Hynes in 1980 [90], their theory was later re�ned by E. Pollak [91]. They used
the generalised Langevin equation (with an unde�ned memory kernel) to formulate
a non-Markovian rate theory. They concluded that the bath e�ectively modi�es the
imaginary frequency ωM of the energy barrier. This e�ective barrier frequency φe
depends on the memory kernel of the bath and if this kernel is positive for all time
(as in our model) then φe < ωM . This will slow the particle down in the vicinity of
the barrier. The generalised escape rate reads

RG =
ωmφe
2πωM

exp

(
− ∆U

kBT

)
. (4.50)

In the overdamped limit, where m → 0, one can derive1 from equation (27) in [91]
that φeK̃[φe] = ω2

M , where K̃[ · ] is the Laplace transform of our memory kernel,
1In the notation of [91], the equation reads

Mλ#
2

0 + λ#0 η̃(λ#0 ) =
d2V

dq2#
. (4.51)

The mass is M (m in our notation), the e�ective barrier frequency is λ#0 (φe in our notation), the

Laplace transform of memory kernel is η̃(·) (K̃[ · ] in our notation) and the right-hand side depicts
the imaginary barrier frequency (ω2

M in our notation).
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Figure 4.16: Log-lin plot of the survival probability as a function of time for a particle
in a double well (b = 1), surrounded by a viscoelastic bath (α = 0.6, kBT = γ = 1).
The coloured lines are the simulated data (averaged over 104 histories) for di�erent
∆U values, they range from ∆U = 2 (brown) to ∆U = 10 (green) increased by unit
increments. The particle was initially �in equilibrium� in the left well.

Eq. (2.50). Solving this equation is easy, it gives φe = (ω2
M/ηα)1/α, from which we

de�ne the characteristic time τe = 1/φe of the e�ective barrier or

τe =

(
ηαb

2

4∆U

)1/α

. (4.52)

When we also use ωm =
√

2ωM , the generalised escape rate in a viscoelastic bath
thus becomes

RG =

√
2

2π

1

τe
exp

(
− ∆U

kBT

)
. (4.53)

It is clear that when the bath is viscous, α = 1, this generalised escape rate reduces
to the Markovian Kramers' rate RK .

The question now is, can we apply this non-Markovian rate theory to our system?
And if so, under what circumstances? To answer these questions, we �rst evaluate
three typical conditions that need to be met. First, just as in Kramers' approximation,
the friction needs to be large. Because the friction is governed by the memory kernel,
which diverges in the origin, we can safely assume that the friction is indeed su�ciently
high. Second, in order to use the non-Markovian rate theory, the survival probability
p(t) in a well should, at least asymptotically, be exponential, i.e. p(t) ∼ exp(−Rt),
where R is the escape rate we would like to characterise. The survival probability
measures the chance of still �nding the particle inside the initial well after a time t.
Naturally, we have p(0) = 1 and p(t → ∞) = 0. Simulations have shown that this
condition is clearly met for the investigated time-scales (provided that the height of
the barrier is large). Figure 4.16 shows an example of this behaviour for α = 0.6. One
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Figure 4.17: Log-lin plot of the escape rate as function of the barrier-to-temperature
ratio for a particle in a double well (b = 1), surrounded by a viscoelastic bath (kBT =
γ = 1). The solid lines show the weighted generalised escape rate R = αRG. The
coloured dots are the simulated data (averaged over 104 histories) for α = 0.4 (yellow),
0.6 (blue), 0.8 (green) and 1 (red). The particle was initially �in equilibrium� in the
left well.

sees that for low ∆U/kBT , the survival probability is not completely exponential,
this was of course expected. When ∆U/kBT is large, however, the lines in the log-lin
plot of Fig. 4.16 become straight, implying an exponential behaviour for p(t). Similar
results were found for other values of α. However, to be sure that the exponential
behaviour persists for many time-scales, one should simulate p(t) for longer times than
in Fig. 4.16. This can be a topic for future research. Third, and most importantly, the
time-scales should be separated. We mentioned earlier that, for Kramers' argument
to hold, the time the particle spends inside the well should be much longer than the
time it takes to leave the well. This implies a clear separation of time-scales, the
relaxation time of the well τw should be smaller than the characteristic escape time
τesc. Such a separation is also needed in the generalised model for the non-Markovian
rate theory to hold. The relaxation time of the well is given by Eq. (4.45) and it is
anomalously slow. Therefore, the characteristic escape time should be quite large.
We have that τesc = 1/(2R). If we take for the escape rate R = RG, then we �nd
that τesc/τw ∼ exp(∆U/kBT ). From this we conclude that when the energy barrier is
su�ciently high the time-scales should separate and the non-Markovian rate theory
can be applied. The three conditions are, for our kernel and large ∆U/kBT , satis�ed.

We start with a particle �in equilibrium� in the left well. Then by simulating the
survival probability p(t) (see Fig. 4.16), and curve-�tting the result with exp(−Rt),
we obtain the value of the escape rate R for a particular energy barrier ∆U . These
escape rates are plotted in Fig. 4.17 as a function of the energy barrier for α = 1,
0.8, 0.6 and 0.4. We found that the escape rate follows the generalised escape rate
RG within a multiplicative factor. For larger values of α, this factor appears to agree
well with α itself. We cannot argue why α appears to be a good value, we found it
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Figure 4.18: Log-lin plot of the probability distribution of a particle in a double
well surrounded by a viscoelastic bath. The solid line in both �gures represents
the Boltzmann distribution, Eq. (4.55). The partition function Z was determined
numerically by normalising exp(−U(x)/kBT ). (a) The distribution through time,
with P (x, 0) = δ(x − b). Coloured dots are the simulated data for α = 0.8, b = 1,
∆U = 3, kBT = γ = 1 and averaged over 105 histories. Measurements were at t/τe =
10−2 (orange), 10−1 (blue), 1 (pink), 10 (purple), 102 (green). (b) The equilibrium
distribution measured at t/τe = 102. The coloured dots are the simulated data with
the same parameters as Fig. 4.18a, but with α = 0.4 (red), 0.6 (green) and 0.8 (blue).

in an empirical manner and more analytic research should be done to determine the
true multiplicative factor. Thus for large energy barriers we �nd that the �weighted�
generalised escape rate follows

R = αRG =

√
2

2π

α

τe
exp

(
− ∆U

kBT

)
. (4.54)

For α = 1, this correctly reduces to the Kramers' rate. Figure 4.17 shows that
this proposed expression for R agrees quite well when α > 0.5. For α < 0.5, this
assumption completely breaks down, although we found that R still lies within a
multiplicative factor from RG.

To conclude this section, we investigate the probability distribution P (x, t) to
�nd the particle at location x at time t. For long times this distribution should
evolve into the equilibrium distribution Peq(x) = limt→∞ P (x, t), which is given by
the Boltzmann distribution

Peq(x) =
1

Z
exp

(
−U(x)

kBT

)
, (4.55)

where Z is the partition function, which for the double well potential can not be
calculated analytically. It can, however, be easily determined numerically. Notice that
this equilibrium distribution is independent of α, as was the case for the harmonic
oscillator. In Fig. 4.18a the evolution of the probability through time is shown for
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α = 0.8. The initial nonequilibrium position of the particle is here always on top of
the energy barrier, i.e. P (x, 0) = δ(x−b). It is clear that when t > τe, the distribution
reaches equilibrium. The simulated equilibrium distribution for di�erent values of α
can be seen in Fig. 4.18b, they all comply with the Boltzmann distribution. The
independency of α is clearly visible. These �gures give con�dence that our algorithm
performs well, not only for a harmonic oscillator but also for the double well.

Active viscoelastic bath

Naturally, when we turn on the active forces in the bath, the system will not thermalise
to the Boltzmann distribution Peq(x). We can, however, expect that the probability
distribution of �nding the particle at position x will evolve to some steady state
distribution, Pss(x) = limt→∞ P (x, t). This distribution does not depend on time, as
was the case for the long time behaviour of a harmonic oscillator in an active bath.
Also for the harmonic oscillator, we found that the steady state behaviour of the
particle depended heavily on the value of the persistence time. When τA was small
the steady state depended on α, while for large τA it did not (see Eqs. (4.36) and
(4.34) respectively). We will therefore investigate the steady state distribution in a
double well for these τA regimes. We use the characteristic time τe of the e�ective
barrier as a measure for the value of the persistence time τA. The distributions are
always measured at t = 102 τe, ensuring that the system has reached its steady state.

For small persistence times, τe/τA � 1, Fig. 4.19 shows the steady state distribu-
tion for ∆U = 3 and 8, the viscoelasticity ranges from α = 0.4, 0.6 to 0.8. For both
small and large ∆U , the most notable di�erence in the distribution occurs around the
energy barrier itself. The active forces increase the chance to �nd the particle on top
of the barrier. However, when α is small this probability is larger compared to when
α is large. So again, small persistence times yield di�erent steady states for distinct
values of α. A probable explanation for the increased probability is the fact that the
particle receives extra short �kicks� from the active forces through which it can climb
the barrier more easily. The chance of being at the bottom of one of the wells is only
slightly a�ected by these extra kicks. The increased anti-persistent di�usion in low α
baths is a possible cause why the particle can reside longer on top of the barrier for
these small α values.

A more curious behaviour is found when the persistence time is large, τe/τA � 1.
From Fig. 4.20 it is immediately clear that, just as for the harmonic oscillator, the
steady state probability distribution does not depend on the value of α, i.e. all
viscoelastic baths reach the same state for long times when τA is large. For both a
small and high energy barrier, Figs. 4.20a and 4.20b respectively, the particle is more
likely to be found on the outer edges of the potential then in the bottom of the well as
is the case for the equilibrium distribution. The reason for this behaviour is because
the persistent active forces push the particle in one direction for a long time, helping
the particle to climb the steep margins of the potential. The probability to be on
top of the barrier is, for small ∆U , lower than in equilibrium. That is because the
persistent active forces will push the particle up and across the low barrier with ease,
causing few particles to actually reside on the top. When the barrier is, however,
su�ciently high the active forces can just barely manage to get the particle on top of
it before changing direction. This makes for a increased probability to be on top of
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Figure 4.19: Log-lin plot of the steady state probability distribution of a particle in
a double well (b = 1) surrounded by an active (C = 103, τA/τe = 10−3) viscoelastic
bath (α = 0.4 (red), 0.6 (green), 0.8 (blue), kBT = γ = 1). The solid line in both
�gures represents the Boltzmann distribution, Eq. (4.55). The partition function Z
was determined numerically. The coloured dots represent the simulated data. The
probability distribution was measured at t/τe = 102 and averaged over 105 histories.
(a) Small energy barrier ∆U = 3. (b) Large energy barrier ∆U = 8.
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Figure 4.20: Log-lin plot of the steady state probability distribution of a particle in a
double well (b = 1) surrounded by an active (C = 103, τA/τe = 103) viscoelastic bath
(α = 0.4 (red), 0.6 (green), 0.8 (blue), kBT = γ = 1). The solid line in both �gures
represents the Boltzmann distribution. The coloured dots represent the simulated
data. The distribution was measured at t/τe = 102 and averaged over 105 histories.
(a) Small energy barrier ∆U = 3. (b) Large energy barrier ∆U = 8. Insets: Show the
e�ective energy landscape Ue(x) = −kBT ln(Pss(x)). The dashed line is the original
potential U(x) and the coloured dots are generated from the simulation data of the
main graphs. The full lines are a �t of Ue(x) = ∆Ue(((x/be)− 1)2 − 1)2 through the
data points, we have (a) ∆Ue = 3.93, be = 1.57 and (b) ∆Ue = 5.74, be = 1.27.
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Figure 4.21: Log-lin plot of the survival probability as a function of time for a particle
in a double well (b = 1), surrounded by an active (C = 103, τA/τe = 103) viscoelastic
bath (α = 0.8, kBT = γ = 1). The coloured lines are the simulated data (averaged
over 6 · 103 histories) for di�erent ∆U values, they range from ∆U = 1, 3, 5, 8 and
10 (from brown to green). The particle was initially �in equilibrium� in the left well.
Inset: Log-lin plot of the survival probability as a function of time for a particle in a
double well (∆U = 8) with the same parameters as the main graph, except α = 0.4
(red), 0.6 (green) and 0.8 (blue).

the barrier compared to an equilibrated bath. The appropriate height for the energy
barrier to induce this e�ect depends on the persistence and strength of the active
forces.

The α-independency of the probability distribution when τA is large, strongly sug-
gests that in that limit the distribution can be described in terms of an equilibrium-like
distribution, albeit with a di�erent potential Ue(x) (when τA is small this argumen-
tation is more di�cult and we will not go into it here). This e�ective potential can
be determined from the steady state distribution using the following de�nition

Ue(x) = −kBT ln
(
Pss(x)

)
, (4.56)

where we dismissed the additive constant −kBT ln(Z). The insets of Fig. 4.20 show
the original potential energy U(x) and the e�ective potential obtained from the main
graph's data. For both the low and high energy barrier, we see that the minima are
shifted further apart. The height of the e�ective barrier is increased in the low ∆U
case, while it is decreased for high ∆U . To quantify these changes, we try to �t the
e�ective potential with the expression of the original potential, i.e. Eq (4.43). The
two �tting parameters are, naturally, ∆Ue and be. As Fig. 4.20 shows, these �ts work
quite well and both �tting parameters are given in the caption of the �gure. For the
low energy barrier, we �nd ∆Ue/∆U = 1.31 and be/b = 1.57. For the high energy
barrier, we have ∆Ue/∆U = 0.72 and be/b = 1.27. It would be interesting to develop
an analytic approach that allows one to determine Ue from U as was recently done
for other problems in the �eld of active matter [94].
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The fact that we can associate an e�ective potential to this nonequilibrium process
can have an interesting implication. One might be able to determine an equilibrium-
like escape rate using Kramers' theory, applying it to the e�ective potential Ue. This
promising implication is, however, quickly shattered since the simulated survival prob-
abilities di�er for di�erent values of α, see the inset of Fig. 4.21. If a Kramers
equilibrium-like escape rate would exist, all baths should display the same escape
rate. This α-dependency suggests that the non-Markovian rate theory discussed above
might prove a better candidate when applied with the e�ective potential. As we will
soon see however, the behaviour of the escape rate in these active baths is too dissim-
ilar from that in an equilibrated bath that there is little hope that our non-Markovian
rate theory will o�er solace. We can thus conclude that the e�ective potential is a
neat characterising feature of bath with large τA, but it has no immediate practical
use for describing the escape rate of this anomalous process.

If we investigate the survival probability for a particular α-value further, we dis-
cover a fascinating behaviour. Figure 4.21 shows this probability for α = 0.8 and
di�erent values of the energy barrier height ∆U . Firstly, we see that the survival
probability is no longer exponential. For short times it decreases rapidly, after which
it shows a tail that does decay exponential. Secondly, whereas in equilibrium a high
energy barrier would have a higher survival probability over the whole time range
compared to a lower energy barrier (which is an intuitive result), for the nonequilib-
rium survival probability we �nd that this is no longer the case. In Fig. 4.21, we see
that for short times this behaviour is still present, but for longer times the probability
to be in the initial well is lower for a higher energy barrier. There is, in other words, a
clear cross-over in the time pro�le of the survival probability. This curious behaviour
can be traced back to the fact that, for large τA, the particle is mostly found on the
steep edges of the potential. When ∆U is high, the margins of the potential increase
much faster than when ∆U is low. The persistent active forces can push the particle
up this slope and, when ∆U is high, the potential energy gained by the particle will
thus be larger than when ∆U is low. It can then use this large potential energy to
rapidly cross the energy barrier some time later. This process is thus a possible can-
didate to explain why, for long times, the particle is less likely to be in the initial well
for high ∆U compared to when ∆U is low. This is, however, an e�ect that takes some
time to reveal itself because it requires the particle to �rst ascend the leftmost slope
(assuming the particle started in the left well). On shorter time-scales the dominant
e�ect is the immediate crossing of the barrier to the right, which happens much faster
when ∆U is low. This explains the short to long time cross-over.

4.3.3 Folding of DNA-hairpins

The overall structure of a macromolecule is not a �xed property, it can �uctuate be-
tween di�erent con�gurations depending on external stimuli. Moreover, the function
of a macromolecule often depends on its capability to alternate between two, or more,
structural con�gurations. Understanding how macromolecules fold into these speci�c
three-dimensional structures is one of the big open problems of biological physics.
Such folding reactions are often described in terms of a reaction coordinate x (see
Section 1.2) which moves stochastically in a free energy landscape U(x). The reac-
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Figure 4.22: Schematic representation of three structural con�gurations of a DNA-
hairpin. The left con�guration is a fully unzipped hairpin, while the right one rep-
resents a hairpin in a fully zipped state. The intermediate con�guration shows a
partially zipped state. The full arrow indicates folding, while the dashed arrow rep-
resents unfolding.

tion coordinate is a slow variable like the end-to-end distance1 of a polymer while
U(x) is obtained by integrating out the fast variables like the position of individual
monomers. Since this averaging cannot easily be performed exactly it is often as-
sumed that U(x) has the shape of a double well whose minima correspond with two
stable structural con�gurations. If one con�guration is more stable than the other,
its minimum will lie lower. When both con�gurations are equally stable, the wells
will have equal depth. The two structural con�gurations are often referred to as the
folded and unfolded state. The �rst state re�ects the complex three-dimensional mor-
phology that most polymers posses. The unfolded state occurs when external e�ects
(e.g. high temperature) cause the polymer to lose its complex structure and reduce
it to a freely �uctuating chain.

One of the simplest and best understood folding processes is that of the zipping of
a DNA-hairpin (or RNA-hairpin). A DNA-hairpin consists of a single DNA-polymer-
strand which has two regions (preferably at both ends of the strand) with complemen-
tary nucleotide sequences. It can therefore make weak intramolecular bonds when it
folds back on itself. Some part of the DNA-polymer-strand, which has no complemen-
tary region, remains an unpaired loop. The relatively straight bounded region and
loose loop region form a stem-loop pro�le that resembles the well known hair-clip,
hence the origin of its name. Figure 4.22 shows a schematic representation of the
(un)folding of a DNA-hairpin. Due to the sequential forming/breaking of bonds in a
DNA-hairpin, the folding/unfolding is referred to as zipping/unzipping.

In recent years, much advance has been made in measuring various properties of

1The end-to-end distance is the norm of the vector that connects the two endpoints of a linear
polymer (see Chapter 5 for more information).
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Figure 4.23: Log-lin plot of the steady state probability distribution of a particle in
a double well (∆U = 33 pNnm, b = 7.5nm) surrounded by an active (C = 10 pN2,
τA = 3 s) viscoelastic bath (α = 3/4, kBT = 4.14 pNnm, γ = 4.14 · 10−5 pN s/nm).
The solid line represents the Boltzmann distribution. The orange dots represent the
simulated data. The distribution was measured at t/τe = 102 and averaged over 105

histories. Inset: Shows the e�ective energy landscape Ue(x) = −kBT ln(Pss(x)). The
dashed line is the original potential U(x) and the orange dots are generated from the
simulation data of the main graphs. The full line is a �t of Ue(x) = ∆Ue(((x/be) −
1)2 − 1)2 through the data points, we have ∆Ue = 7.69 pNnm, be = 7.7 nm.

the zipping/unzipping of simple DNA and RNA structures, also at the single molecule
level [95, 96]. In these latter experiments, the hairpins are held under tension by
chemically connecting them to two beads that are in an optical trap. If the appropriate
forces are applied, the free energy of the zipped and unzipped state are almost equal
and the molecule continuously �ips between the two states. From the measured
dynamics, the free energy landscape for hairpins can then be determined. To good
approximation, the folding or unfolding rate corresponds to the Kramers' rate of the
reaction coordinate x to di�use from one well to the other. Measured lifetimes of
stable con�gurations are in the range from milliseconds to minutes, i.e. can be either
shorter or longer in comparison with active forces. The characteristic transition times,
i.e. the duration of actual structural change, are (until recently [97]) more di�cult to
observe experimentally but are believed to be of the order of microseconds.

As a simple model to investigate how crowding and nonequilibrium processes af-
fect the zippped/unzipped transition for a hairpin under tension, we use the double
well potential Eq. (4.43) in an active viscoelastic bath, as discussed in the previous
section. It gives a reasonable description of the measured free energy landscapes of
the hairpins 20TS06/T4 and 20TS10/T4 [97]. Using the results from this paper,
we can estimate that for these hairpins we have: ∆U = 33pNnm, b = 7.5 nm and
γ = 4.14 · 10−5 pN s/nm. From these parameters, with α = 3/4, follows that the
characteristic time of a well is τw = 8.8µs. Again we �nd that the biophysically inter-
esting regime is τw � τA, since the persistence time is of the order of seconds, we take
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τA = 3 s. The thermal energy at room temperature is, as always, kBT = 4.14 pNnm.
Because we are in the large τA regime, we consider only one value of α since, as the
previous sections showed, all viscoelastic baths yield the same steady state.

Figure 4.23 shows the steady state probability distribution of the system with
the above described parameters in equilibrium (i.e. the Boltzmann distribution) and
out-of-equilibrium with C = 10pN2. As was discussed previously, the system prefers
to be at the edges of the potential (although this e�ect is less prominent here) and
we see an increased probability to be on top of the energy barrier. The inset of
this �gure shows the e�ective potential derived from the data of the main graph. A
decent �t with the original potential expression is again possible. Notice that the
active �uctuations have greatly lowered the e�ective barrier between the two minima
(∆Ue/∆U = 0.23) and at the same time have slightly increased the distance between
them (be/b = 1.03). We can expect that the active forces will therefore considerably
lower the time the hairpin spends in a zipped or unzipped state (e�ectively reducing
the zipping/unzipping time of a hairpin) since the characteristic escape time from one
of the wells of the e�ective potential will be substantially lower.

In order to quantify this result, we have numerically determined the survival prob-
ability in the potential well, both for the viscous passive case (which should yield
Kramers' result) and for the active viscoelastic case. Figure 4.24 shows these survival
probabilities. In a viscous passive bath (α = 1, C = 0), we �nd that the simulation
accurately retrieves Kramers' prediction. Notice that over the span of a thousand
microseconds there will hardly be any transition from one state to the other. The
characteristic time of being in one state is, according to Kramers Eq. (4.49), approx-
imately 224.7ms. This complies with the time-scale that was mentioned earlier. In
an active viscoelastic environment (α = 3/4, C = 10 pN2) the probability to change
states over the same timespan is increased drastically. After a thousand microseconds,
the chance to be in the other state is approximately 42%. Unfortunately, the time
pro�le of the nonequilibrium case can not be �tted with an exponential function, so
acquiring a characteristic lifetime of one state is not evident. However, from Fig. 4.24
we can identify that after ten microseconds the probability starts its steep decay. So
we can suggest that the characteristic time, in a nonequilibrium bath, of lingering in
one state is approximately 10µs, which is 104 times smaller than that in equilibrium.
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Figure 4.24: Lin-log plot of the survival probability as a function of microseconds
for a particle in a double well (∆U = 33pNnm, b = 7.5 nm), surrounded by an
active (C = 10 pN2, τA = 3 s) viscoelastic bath (α = 3/4, kBT = 4.14 pNnm, γ =
4.14 · 10−5 pN s/nm). The orange line shows the simulated data, averaged over 6 · 103

histories. Also shown is the survival probability in a viscous passive bath (α = 1,
C = 0). The black line represents the analytic Kramers' prediction p(t) = exp(−RKt),
using Eq. (4.49). The blue line shows the simulated data, averaged over 6·103 histories.
The particle was initially �in equilibrium� in the left well.





5 | Polymer Dynamics

The world is a dynamic mess of jiggling things.

Richard P. Feynman

In this chapter we will extend the model of one particle to describe a polymer in
a nonequilibrium cellular environment. First, we discuss the Rouse model, which is
perhaps the most widely used model to describe the dynamics of a polymer. This
section is heavily based on chapters two and four from the book of M. Doi and S. F.
Edwards [7]. Second, we explain how the Rouse model behaves in a viscoelastic bath.
Thirdly, we investigate the transient behaviour of the viscoelastic Rouse model when
it is subject to a constant force. Then, we replace the constant force with active forces
and describe the resulting dynamics of the Rouse model as well as its nonequilibrium
steady state. And lastly we introduce some modi�cations to the Rouse model in
order to better mimic the characteristics of a real polymer. We discuss how these
modi�cations alter the results of the previous sections. Most of the results in this
chapter can also be found in two of our papers [98, 99].

5.1 The Rouse model

Polymers are very complex molecules that live in an even more complex environ-
ment, describing them mathematically is certainly an ambitious task. To tackle most
problems, physicists try to model them as simple as possible without loosing the key
features. For a polymer, this characteristic feature is its linear elongated structure
(see Section 1.2), whose con�guration (or shape) should �uctuate due to the interac-
tion with its thermal surroundings. This results in an immense amount of di�erent
con�gurations therefore requiring a statistical treatment. The simplest models that
satisfy these requirements are the ideal chains. An ideal chain only interacts with the
surrounding solvent and not with itself (apart from the local interactions that keep the
chain together). The lack of this self-interaction will enable the chain to cross itself,
therefore the term phantom chain is also used. Although this may not appear to be
very physical, in some cases it is not far from reality. Enzymes such as topoisomerases
are capable to cut and reseal the phosphate backbone of DNA, thereby allowing this
polymer to temporarily cross itself. In the study of chromosomal loci it was indeed

79
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found that the Rouse model could describe their motion [100]. A chromosomal locus
is the speci�c location of a DNA-monomer sequence that de�nes one gene. Yet this
observation does not take away the fact that the Rouse model is still a very plain
model, not suited to describe all the intricacies of a real polymer. But it su�ces to
begin to understand the dynamics of a polymer, both in and out of equilibrium.

5.1.1 From random walk to Rouse model

The most straightforward way to create an equilibrium con�guration of an ideal chain
is with a three-dimensional random walk of (N0−1) steps of constant length b0. This
will create a polymer with a contour length equal to (N0 − 1)b0 and with N0 joints
(which includes the two end points). This kind of ideal chain is called a freely-jointed
chain because the direction of each step is completely uncorrelated with the previous
step. Figure 5.1a shows a con�guration of such a chain in two-dimensions. It is
tempting to view the joints of this chain as the individual monomers of the polymer,
but only rarely is the structure of a polymer uncorrelated on such a small scale. Yet
on larger length scales the structure of a polymer loses its correlation, this length scale
is called the Kuhn length. Therefore a step b0 of the freely-jointed chain represents a
Kuhn length segment of the polymer, often including a large number monomers. An
ideal chain that is fully uncorrelated is called �exible. Ideal chains that maintain a
certain correlation along their bonds are called semi-�exible, in Section 5.5 we will
discuss how they can be modelled.

The freely-jointed chain can be de�ned by two di�erent sets of vectors: The posi-
tion vectors of the joints ~Qn ∈ { ~Q0, ~Q1, . . . , ~QN0−1} or the bond vectors ~qn, de�ned
by

~qn = ~Qn − ~Qn−1 with n = 1, 2, . . . , N0 − 1. (5.1)

Another vector that characterizes the chain, in a more global way, is the end-to-
end vector ~P =

∑
n ~qn = ~QN0−1 − ~Q0. It connects both ends of the chain and is

therefore a good measure for the physical extend of the polymer. We will show that
the equilibrium distribution of the end-to-end vector is Gaussian.

Before we can calculate this distribution we �rst need to address the possibility
to have a particular con�guration {~qn} = (~q1, ~q2, . . . , ~qN0−1) of the chain. Because
all bond vectors are independent of each other, the conformational distribution is the
product of the individual bond distributions

Ψ({~qn}) =

N0−1∏
n=1

ψ(~qn), (5.2)

where ψ(~qn) = δ(|~qn| − b0)/(4πb20) is the normalised distribution of a random vector
of length b0. The function δ(·) represents the Dirac delta function.

To �nd the distribution Φ(~P ) of the end-to-end vector we need to integrate over
all possible con�gurations of the chain while enforcing the sum over all bond vec-
tors be equal to ~P . The integration should also be weighted by the conformational
distribution, leading to

Φ(~P ) =

∫
d~q1

∫
d~q2 . . .

∫
d~qN0−1 δ

(
~P −

N0−1∑
n=1

~qn

)
Ψ({~qn}). (5.3)
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(a) (b)

(c)

Figure 5.1: All three pictures are a two dimensional depiction of the chain they
represent. (a) The freely-jointed chain, the end-to-end vector ~P is shown as a dashed
arrow. (b) The Gaussian chain, the original freely-jointed chain is shown in grey
dashed lines while the end-to-end vectors ~p of the sub-chains are the solid black lines.
In this case µ = 7. (c) The Rouse Chain, the black dots are the beads with mass m
that are connected by harmonic springs.
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When no integration interval is speci�ed, it is assumed to range from minus in�nity
to plus in�nity. In order to further work out this expression we use the following
identity of the Dirac delta function

δ(~q ) =
1

(2π)3

∫
d~ω ei~ω·~q. (5.4)

Using this equation and Eq. (5.2), it is easy to show that the end-to-end distribution
can be written as

Φ(~P ) =
1

(2π)3

∫
d~ω ei~ω·

~P

[∫
d~q e−i~ω·~qψ(~q )

]N0−1

. (5.5)

The integration over ~q to the power of (N0 − 1) comes from the fact that all the
integrals over the bond vectors are identical after they decouple. This integration
over ~q is evaluated as follows

1

4πb20

∫ ∞
0

dr r2

∫ 2π

0

dφ

∫ π

0

dθ sin(θ) exp(−iωr cos(θ))δ(r − b0) =
sin(ωb0)

ωb0
, (5.6)

where ω = |~ω|. If ωb0 � 1, this result is approximated by exp(−ω2b20/6). This
approximation also holds for large ωb0, since both expressions will be close to zero in
that case. Then for large N0 the end-to-end distribution becomes

Φ(~P ) =
1

(2π)3

∫ +∞

−∞
d~ω exp

(
i~ω · ~P − ~ω2 N0b

2
0

6

)
. (5.7)

After separating the three coordinate components, this Gaussian integral can be read-
ily worked out using the standard techniques. The �nal result is

Φ(~P ) =

(
3

2πN0b20

)3/2

exp

(
− 3~P 2

2N0b20

)
. (5.8)

Clearly, the distribution of the end-to-end vector is Gaussian. From this we �nd that
the mean value of the end-to-end vector is zero, i.e. 〈~P 〉 = 0 , and 〈~P 2〉 = N0b

2
0.

These results are also easy to work out starting from the de�nition of the end-to-end
vector and the fact that all bond vectors are uncorrelated, i.e. 〈~qn · ~qm〉 = 0 when
n 6= m. For large N0 and using 〈~qn〉 = 0, one �nds

〈~P 〉 =

N0−1∑
n=1

〈~qn〉 = 0, (5.9)

〈~P 2〉 =

N0−1∑
n,m=1

〈~qn · ~qm〉 =

N0−1∑
n=1

〈~q 2
n 〉 ≈ N0b

2
0, (5.10)

The freely-jointed chain is well suited for the study of the equilibrium con�gu-
rations of a polymer in solution. It does not, however, lend itself well to describe
the dynamics of such polymers. It would be more bene�cial to have an equation of
motion that describes an ideal chain. By coarse-graining the freely-jointed chain it is
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possible to arrive at such an equation, or rather set of equations. First notice that
the ideal chain is self-similar, meaning that a smaller part of the chain resembles the
full chain. To see this we divide the bond vectors into µ groups, called sub-chains.
Each sub-chain has (Ñ − 1) = (N0 − 1)/µ bond vectors and Ñ joints (see Fig. 5.1b).
The end-to-end vector of a sub-chain is denoted by ~p. If Ñ is large, the distribution
of ~p is given by Eq. (5.8), where N0 is interchanged by Ñ . The sub-chains are thus
similar to the global chain.

Using this characteristic we can transform the freely-jointed chain into a Gaussian
chain. The bond vectors ~rn of this Gaussian chain are the end-to-end vectors of the
freely-jointed sub-chains. Their length is not �xed but has a Gaussian distribution,
this distribution is given by the following form

ψ(~rn) =

(
3

2πb2

)3/2

exp

(
−3~r 2

n

2b2

)
. (5.11)

The mean of these Gaussian bond vectors is zero and 〈~r 2
n 〉 = b2, where b is of the order

of the Kuhn length (since b2 ≈ Ñb20). By combining many of the original bond vectors
into one, we lose some properties of the local structure. But the global characteristics,
Eq. (5.8), of the Gaussian chain are still identical to the freely-jointed chain. The fact
that the bond vectors of the Gaussian chain do not have a constant length enables
us to create a mechanical model of this chain. At every joint and at both ends of
the Gaussian chain we place a mass m called a bead. Although one bead does not
represent a single monomer, but a rigid group of monomers of Kuhn Length, we will
sometimes refer to it as a monomer of the chain. The location of the nth bead is
given by the vector ~Rn (see Fig. 5.1c), with n ranging from 0 to (N − 1). In total
there are N beads, with N = µ+1. These beads are connected by the Gaussian bond
which we will interpret as a harmonic spring with spring constant k, obviously there
are (N − 1) springs. The potential energy stored in one such springs is

Un =
k

2

[
~Rn − ~Rn−1

]2
. (5.12)

When the spring is thermalised in a heat bath at temperature T , its length is dis-
tributed according to the Boltzmann distribution, which is proportional to the Boltz-
mann factor exp(−Un/kBT ). Normalizing this distribution and equating it to Eq. (5.11)
gives a physical value to the spring constant, namely

k =
3kBT

b2
. (5.13)

The total potential energy contained in a Gaussian chain is

U({~Rn}) =

N−1∑
n=1

Un. (5.14)

If we now assume the Gaussian chain to be in contact with a heat bath (which is
at temperature T ), we can use the Langevin formalism (see Section 2.2) to �nd the
evolution of ~Rn. We assume the mass m of the beads to be very small and the heat
bath to be a viscous �uid, with friction coe�cient γ. Inserting the total potential
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Figure 5.2: A cartoon of the Rouse model. The black spheres connected with springs
are the Rouse chain. The small grey dots represent the particles of the surrounding
viscous �uid.

energy, Eq. (5.14), into the overdamped Langevin equation, Eq. (2.29), yields the
following equation of motion for the nth bead (with n = 0, 1, . . . , N − 1)

γ
d

dt
~Rn(t) = −k

(
2~Rn(t)− ~Rn−1(t)− ~Rn+1(t)

)
+ ~ξT,n(t). (5.15)

Where ~ξT,n represents the random thermal force on the nth bead. These random
thermal forces are Gaussian distributed and on average zero. From the �uctuation-
dissipation relation, Eq. (2.22), we �nd their correlation. We also enforce that these
forces are uncorrelated between di�erent beads, we therefore have

〈~ξT,n(t) · ~ξT,m(t′)〉 = 6γkBTδ(t− t′)δn,m. (5.16)

We also introduced two ghost beads, ~R−1 and ~RN . They will ensure that Eq. (5.15)
also holds for the beads at both ends of the chain, since they only have one neigh-
bouring bead. They are de�ned as

~R−1 = ~R0 and ~RN = ~RN−1. (5.17)

The set of N Langevin equations that Eq. (5.15) entails describes the overdamped
dynamics of a thermalised Gaussian chain in a viscous �uid. This Langevin description
of a polymer is called the Rouse model, devised by Prince E. Rouse in 1953 [101]. A
schematic representation of his model is given in Fig. 5.2, where the grey dots depict
the particles of the surrounding �uid.

5.1.2 Normal coordinates

Equation (5.15) is not straightforward to solve since it is a coupled di�erential equa-
tion. It is coupled in the sense that in order to solve it for the location of one bead,
the location of the two neighbouring beads must also be known. It is however possible
to decouple the equations by changing the coordinate system. These new coordinates
~Xp, with p = 0, 1, . . . , N − 1, are called the normal coordinates and their motion
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is independent of each other. The original coordinates ~Rn we will refer to as the
natural coordinates. The normal coordinates are a linear combination of all natural
coordinates

~Xp(t) =
1

N

N−1∑
n=0

Cpn ~Rn(t). (5.18)

The transformation coe�cients are given by the following expression

Cpn = cos

(
πp

N

(
n+

1

2

))
. (5.19)

In Chapter 6 we will give a more extensive explanation on how these coe�cients are
determined. Clearly, the normal coordinate with p = 0 is equivalent to the location
of the centre of mass ~Rcm

~X0(t) =
1

N

N−1∑
n=0

~Rn(t) = ~Rcm(t). (5.20)

For p > 0 the normal coordinates describe the internal vibrational modes of the chain,
keeping the centre of mass �xed. Because of this we will also refer to ~Xp as the pth

(Rouse) mode. It is also necessary to know the reverse transformation

~Rn(t) = ~X0(t) + 2

N−1∑
p=1

Cpn ~Xp(t). (5.21)

To understand that this is indeed the correct transformation, one can multiply both
sides of Eq. (5.21) by Cqn/N and do a summation over n. If the following orthogonal
property of the transformation coe�cients is used, then one arrives back at Eq. (5.18),

N−1∑
n=0

Cpn Cqn =
N

2
(1 + δp,0)δp,q. (5.22)

From Eq. (5.21) it is clear that the motion of one bead can be seen as the combination
of two dynamical concepts: (1) The motion of the centre of mass. (2) All internal
modes of vibration. The relevance of this property will become apparent later.

We can also write the evolution of the end-to-end vector in terms of normal coor-
dinates, this vector can be written as

~P (t) = ~RN−1(t)− ~R0(t) = 2

N−1∑
p=1

[
CpN−1 − C

p
0

]
~Xp(t), (5.23)

we have that CpN−1 −C
p
0 = ((−1)p − 1)Cp0 . This result is equal to zero if p is even and

equal to −2Cp0 if p is odd. We therefore �nd

~P (t) = −4

N−1∑
p=1, odd

Cp0 ~Xp(t) (5.24)

≈ −4

N−1∑
p=1, odd

~Xp(t). (5.25)
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The approximation in the second line holds when N � 1. For small p we have that
Cp0 is close to one. For large p this transformation factor goes to zero, so it seems that
the approximation does not hold. But we will soon �nd that the normal modes with
high p vibrate on very short time scales and therefore contribute very little to overall
dynamics of the end-to-end vector. Thus fully including them in approximation (5.25)
does little harm. Naturally, the end-to-end vector does not depend on the motion of
the centre of mass but only on the internal vibrations, as Eq. (5.24) shows.

We will now proceed to work out the decoupled di�erential equation of the normal
coordinates. If we take the time-derivative of the normal coordinates and multiply it
by γ, Eq. (5.18) becomes

γ
d

dt
~Xp(t) =

γ

N

N−1∑
n=0

Cpn
d

dt
~Rn(t). (5.26)

Using Eq. (5.15) this can be rewritten as

γ
d

dt
~Xp(t) = − k

N

N−1∑
n=0

Cpn
(

2~Rn(t)− ~Rn−1(t)− ~Rn+1(t)
)

+
1

N

N−1∑
n=0

Cpn ~ξT,n(t). (5.27)

Now we replace the natural coordinates in Eq. (5.27) with their linear combination,
Eq. (5.21). The result, after some elementary calculations, is

γ
d

dt
~Xp(t) = −8k

N

N−1∑
q=1

sin2
( πq

2N

)
~Xq(t)

N−1∑
n=0

Cpn Cqn +
1

N

N−1∑
n=0

Cpn ~ξT,n(t). (5.28)

We can use property (5.22) of the transformation coe�cients to arrive at the Langevin
equation for the normal coordinates

γ
d

dt
~Xp(t) = − kp

2N
~Xp(t) + ~ξT,p(t). (5.29)

Two abbreviations were adopted. Firstly, we have the constant kp, which can be
interpreted as the harmonic constant of the pth normal coordinate. It has the following
expression

kp = 8Nk sin2
( πp

2N

)
≈ 2k π2p2

N
, (5.30)

where the approximation holds for large N . Second, a new stochastic variable: the
normal noise ~ξT,p. It is a linear combination of the natural noises

~ξT,p(t) =
1

N

N−1∑
n=0

Cpn ~ξT,n(t). (5.31)

Because a linear combination of Gaussian variables is itself Gaussian distributed, the
normal noise is a Gaussian variable. It is therefore fully characterized by its �rst and
second moments. The �rst moment is clearly zero and the second is expressed by

〈~ξT,p(t) · ~ξT,q(t′)〉 =
3γkBT

N
δ(t− t′)(1 + δp,0)δp,q, (5.32)
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where we used the orthogonal property of the transformation coe�cients. Solving
Eq. (5.29) gives

~Xp(t) = ~Xp(0) e−t/τp +
1

γ

∫ t

0

dτ ~ξT,p(t− τ) e−τ/τp . (5.33)

Here we introduced the characteristic time τp of the pth mode, with τp = 2γN/kp.
The largest of these time scales, i.e. τ1, is called the Rouse time τR, for large N it is
equal to

τR =
γN2

kπ2
. (5.34)

Generally, the characteristic time of the pth mode represents the independent relax-
ation time of a segment of N/p beads. So, τR gives the time-scale on which the entire
chain relaxes. Next, the two halves of the chain (each containing N/2 beads) be-
have independently on a τ2 time-scale. We can continue this reasoning, ending with
τN = γ/4k, which is the relaxation time of an individual bead. As promised we found
here that modes with larger p have a shorter characteristic time, their features are
thus quickly lost in time. Because the Rouse time depends quadratically on the poly-
mer's length, this characteristic time can become very large when applied to values of
real polymers. In many cases the Rouse time exceeds the lifetime of the cell, implying
that a (long) polymer is never truly relaxed inside a cell.

5.1.3 Dynamic properties

We are now �nally in a position to discuss the dynamical properties of the Rouse chain.
Since Eq. (5.15) is a linear di�erential equation and the thermal noise is Gaussian, the
position of a bead is Gaussian distributed. Determining its �rst and second moments
will therefore fully describe its dynamics. Because the normal coordinates lie at the
basis of the dynamics of the natural coordinates, it is instructive to �rst calculate
how they evolve and �uctuate through time. The notation 〈·〉 represents, as always,
ensemble averages. Since the �rst moment of the normal noise is zero, the mean value
of the pth normal coordinate is

〈 ~Xp(t)〉 = 〈 ~Xp(0)〉 e−t/τp = 0. (5.35)

The second equality comes from the fact that we assume the polymer to be in equi-
librium at t = 0, we therefore have the liberty to take 〈 ~Xp(0)〉 = 0. Because there is
no external forcing, the polymer will remain thermalised for all time. In equilibrium
we can use the equipartition theorem (see Section 2.2) to �nd the expected value of
a squared degree-of-freedom when it appears as a square in the total energy of the
system. In our case this degree-of-freedom is ~Xp. First we need to rewrite the total
potential energy, Eq. (5.14), as a function of the normal coordinates. It is quite easy
to show that the following relation holds

U({ ~Xp}) =

N−1∑
p=1

kp
2
~X2
p . (5.36)
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From this, the equipartition theorem gives us the following autocorrelation 〈 ~X2
p(t)〉 =

3kBT/kp. But we can write an even more general expression, since the di�erent
normal modes are independent, they are also uncorrelated. Therefore we have

〈 ~Xp(t) · ~Xq(t)〉 =
3kBT

kp
δp,q. (5.37)

It is also interesting to calculate the correlation between two normal coordinates at
di�erent times. We will focus �rst on the case where they have the same mode p
(with p 6= 0), generalising to di�erent modes is easy. Using Eq. (5.33) we can write

〈 ~Xp(t) · ~Xp(t
′)〉 = 〈 ~X2

p(0)〉 e−(t+t′)/τp

+
1

γ2

∫ t

0

dτ

∫ t′

0

dτ ′ 〈~ξT,p(t− τ) · ~ξT,p(t′ − τ ′)〉e−(τ+τ ′)/τp , (5.38)

where we used the fact that the initial value of the normal coordinates is uncorrelated
with the normal noise, i.e. 〈 ~Xp(0) ·~ξT,p(t)〉 = 0. After inserting Eqs. (5.32) and (5.37)
this expression becomes

〈 ~Xp(t) · ~Xp(t
′)〉 =

3kBT

kp
e−(t+t′)/τp

+
3kBT

γN

∫ t

0

dτ

∫ t′

0

dτ ′ δ(t− τ − t′ + τ ′)e−(τ+τ ′)/τp . (5.39)

The double integral can be solved by temporarily assuming that t′ < t, then the
integral over τ should be worked out �rst. The result is (τp/2)(e−(t−t′)/τp−e−(t+t′)/τp).
If we, however, took t < t′ then the position of t and t′ in this result should be
interchanged. The general result, without assuming any relation between the two
times is (τp/2)(e−|t−t

′|/τp−e−(t+t′)/τp). Using this solution and the fact that di�erent
normal coordinates are uncorrelated, gives the �nal result (for p 6= 0)

〈 ~Xp(t) · ~Xq(t
′)〉 =

3kBT

kp
exp (−|t− t′|/τp) δp,q. (5.40)

For t = t′ we correctly retrieve Eq. (5.37). With the previously derived expressions
we can calculate the dynamical properties of the Rouse chain. In the discussions to
come, we use the following expression for the displacement at time t of a vector ~R since
t = 0: ∆~R(t) = ~R(t)− ~R(0). If the vector represents the location of a particle, ∆~R(t)
can be seen as the total distance covered by the particle during the time interval [0, t].

Centre of mass

We �rst look at the dynamics of the centre of mass. Remember that its location is
equal to that of the zeroth mode ~X0. From Eq. (5.33) we �nd that the position of
the centre of mass obeys the following equation

~Rcm(t) = ~Rcm(0) +
1

γ

∫ t

0

dτ ~ξT,p(t− τ). (5.41)
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Because the mean of the thermal noise is zero, it is clear that the mean displacement
will also be zero, i.e. 〈∆~Rcm(t)〉 = 0. The mean-squared displacement1 of the centre
of mass is expressed as ∆2

cm(t) = 〈(∆~Rcm(t))2〉. Squaring and averaging the second
term Eq. (5.41) will give the mean-squared displacement of the centre of mass. Using
Eq. (5.32), we obtain

∆2
cm(t) =

6kBT

γN
t, (5.42)

from this relation we can conclude that the centre of mass performs normal di�usion
with di�usion constant Dcm = kBT/γN .

Single bead

Now we investigate the evolution of the nth bead and in particular the middle bead
with n = N/2. Because the dynamics of the middle bead is a good representation
for all the other beads, we will always focus more on this particular bead. Finding
the precise dynamics of the nth bead is a trivial extension of the results of the middle
bead. Again we �nd that the mean position is zero, this is achieved by averaging
Eq. (5.21) and using Eq. (5.35). Therefore we have 〈∆~Rn(t)〉 = 0. The mean-squared
displacement, being ∆2

n(t) = 〈(∆~Rn(t))2〉, can be found employing Eq. (5.21). It
reads

∆2
n(t) = 〈∆ ~X2

0 (t)〉+ 4

N−1∑
p=1

Cp
2

n 〈∆ ~X2
p(t)〉, (5.43)

we used that di�erent modes are uncorrelated to remove the cross-terms. The �rst
term is identical to Eq. (5.42), i.e. the mean-squared displacement of the centre of
mass. The second term can be evaluated when the square is �rst worked out. This
will give three terms

〈 ~X2
p(t)〉+ 〈 ~X2

p(0)〉 − 2〈 ~Xp(t) ~Xp(0)〉. (5.44)

The �rst two are identical and given by Eq. (5.37). The last term can be found using
Eq. (5.40). The �nal result for the mean-squared displacement of the nth bead is then

∆2
n(t) =

6kBT

γN
t+

12kBT

γN

N−1∑
p=1

Cp
2

n τp

[
1− e−t/τp

]
. (5.45)

This expression is not very transparent, but we can determine the di�erent regimes
it holds. As mentioned before, we will focus on the middle bead (n = N/2 = m), but
the other beads behave very similarly. For the middle bead we have

Cp
2

m = −1

2

[
((−1)p+1 − 1) cos2

( πp
2N

)
+ ((−1)p − 1) sin2

( πp
2N

)]
, (5.46)

1A more complete measure of the dynamics would be the variance in the displacement, which
is de�ned as σ2

cm(t) = 〈(∆~Rcm(t))2〉 − 〈∆~Rcm(t)〉2. But since the mean displacement is zero, the
variance is identical to the mean-squared displacement.
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since p is integer. When p is small this expression is equal to one when p is even and
zero when p is odd. For larger p this behaviour does not hold. But because τp goes
to zero for high values of p, the behaviour of Eq. (5.46) for large p is irrelevant. We
therefore have

∆2
m(t) =

6kBT

γN
t+

12kBT

γN

N−1∑
p=2,even

τp

[
1− e−t/τp

]
. (5.47)

For very short times, t� τN , we approximate the exponential to �rst order. The
summation is then just done over t and thus becomes equal to Nt/2. We �nd that,
for large N , the bead performs normal di�usion with a di�usion coe�cient that obeys
the Einstein relation D = kBT/γ. This is the di�usion of a free bead. For early times
the middle bead does not notice it is bounded by springs and therefore di�uses freely.

For short times, t � τR, the summation in Eq. (5.47) will dominate. For large
N , we can approximate this summation by an integral since its argument is a smooth
continuous function. We take 1/N → dx and p/N → x. We should also add a
factor one half to account for the fact that we only sum over the even modes. The
approximation of the second term in Eq. (5.47) becomes

6kBT

γ

∫ ∞
0

dx
γ

kπ2x2

[
1− e−tkπ

2x2/γ
]

=
6kBT√
γkπ

t1/2. (5.48)

During this regime the middle beads feels the in�uence of the springs and is restricted
by them. Therefore its di�usion is anomalous with exponent 1/2.

For long times, t� τR, the �rst term in Eq. (5.47) will be dominant. Clearly, the
middle bead then follows the di�usion of the centre of mass, which performs normal
di�usion with di�usion coe�cient Dcm = kBT/γN . It thus di�uses slower than for
very short times. During these long time scales, the individual movements of the
middle bead are overshadowed by the collective di�usion of all beads. This treatment
of the di�usion of a bead re�ects the statement we made earlier when we said that its
dynamics is a combination of that of the centre of mass and the internal vibrations
of the chain. To summarize we have the following sequence for the (approximate)
mean-squared displacement through time

∆2
m(t) = 6D t

τN−−−→ 6kBT√
γkπ

t1/2
τR−−−→ 6Dcm t, (5.49)

the value above the arrows indicates the time at which the transition happens.

End-to-end vector

Finally, we take a look at the autocorrelation of the end-to-end vector. Using Eq. (5.25)
and Eq. (5.40), it is easy to �nd that

〈~P (t) · ~P (t′)〉 = 16

N−1∑
p,q=1,odd

〈 ~Xp(t) · ~Xq(t
′)〉 =

24kBT

γN

N−1∑
p=1,odd

τp e
−|t−t′|/τp . (5.50)

When t = t′ and N large we obtain

〈~P 2(t)〉 =
3kBT

k
N, (5.51)
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to calculate this result we used
∑∞
p=0(2p + 1)−2 = π2/8. This quantity does not

depend on time because the Rouse chain is equilibrated. Moreover, this result can
therefore be understood using the equipartition theorem. We are dealing with (N−1)
thermalised harmonic springs, their average length squared is 3kBT/k. This we do
N(≈ N − 1) times to acquire the average total length squared.

Now that we fully understand the original Rouse model, it is time we start expand-
ing on it. First we will include memory e�ects to the surrounding medium. Thereafter
we investigate two processes that will cause the polymer to leave equilibrium. Finally
we propose some new internal potentials to increase the realism of the Rouse model.

5.2 The Rouse chain in a viscoelastic bath

The natural habitat of a biopolymer is the cytosol of a biological cell. The cytosol,
or cytoplastic matrix, is a complex mixture of densely packed substances dissolved in
water. These substances include large amounts of macromolecules and concentration
gradients of smaller molecules. Also present in the cytosol are the huge cell organelles
and the grand structure of the cytoskeleton. This crowded environment will hinder
the dynamics of a large biomolecule, such as a polymer. Its di�usion will therefore
be restricted (see Section 2.4). For an equilibrated free particle (see Section 4.1),
this subdi�usion is characterised by exponent α of the mean-squared displacement:
∆2(t) ∼ tα. The value of α can be determined with rheological measurements. Es-
timates for the cytosol range from α ≈ 0.2 for eukaryotic cells [18] to α ≈ 0.7 for
Escherichia coli [54].

As discussed is Section 2.4, the complex environment of the cytosol can be seen as
a viscoelastic bath, which is described by the formalism of the generalised Langevin
equation. Investigating how a Rouse chain behaves in a viscoelastic bath is therefore
a meaningful study, which was �rst performed by A. Spakowitz et al. [16]. Based on
the three-dimensional generalised Langevin equation from Section 2.6, we can rewrite
the Langevin equations, Eq. (5.15), of the Rouse model to become generalised

ηα cDα ~Rn(t) = −k
(

2~Rn(t)− ~Rn−1(t)− ~Rn+1(t)
)

+ ~ξT,n(t), (5.52)

with ηα = γΓ(3−α). As a reminder, cDα stands for the Caputo fractional derivative,
more information on this derivative can be found in Appendix A.7. The random
thermal forces on the nth bead also need to change to suit the �uctuation-dissipation
relation. Because we assume them to be uncorrelated between beads, they become

〈~ξT,n(t) · ~ξT,m(t′)〉 = 3kBTK(|t− t′|)δn,m, (5.53)

with memory kernel K(t) de�ned by Eq. (2.50)1. Remember that the fractional
derivative stands for a convolution between the memory kernel and the velocity pro�le.
This description breaks down on short time-scales of the order of molecular collisions.

1In calculations we will often use the following (equivalent) form of the memory kernel

K(t) = (2− α)(1− α)γ t−α. (5.54)
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Figure 5.3: A cartoon of the Rouse model in a viscoelastic bath. The black spheres
connected with springs are the Rouse chain. The large grey spheres represent the
crowdedness of a viscoelastic bath (they are, for example, the macromolecules that
are present in the cytosol).

An upper limit to these memory e�ects is put by the cellular lifetime, which is often
much smaller than the largest relaxation time of viscoelastic baths.

The thermal noise is still a Gaussian variable and since Eq. (5.52) is linear, the
position of the beads is also Gaussian distributed and therefore fully described by
its �rst and second moments. Clearly, when α = 1 we recover the original Rouse
model. The two equations above fully describe a Rouse chain in a viscoelastic bath.
A schematic representation of this model is shown in Fig. 5.3, where the surrounding
�uid particles are larger than in Fig. 5.2 to represent the crowdedness of the bath.

Because Eq. (5.52) are still linear (fractional) di�erential equations, we can again
use the normal coordinates to decouple them. It is easy to show that Eq. (5.29)
becomes

ηα cDα ~Xp(t) = − kp
2N

~Xp(t) + ~ξT,p(t). (5.55)

The normal noise is still given by Eq. (5.31), i.e. a linear combination of the natural
noises de�ned by Eq. (5.53). Its mean is zero and its correlation, using the orthogonal
property of the transformation coe�cients, reads

〈~ξT,p(t) · ~ξT,q(t′)〉 =
3kBT

2N
K(|t− t′|)(1 + δp,0)δp,q. (5.56)

To solve Eq. (5.55), notice that it closely resembles the equation of motion of a
harmonic oscillator from the previous chapter, i.e. Eq. (4.19). Solving it is very
analogous and yields a similar result for the evolution of the pth normal mode

~Xp(t) = ~Xp(0)Eα,1

(
− (t/τp,α)α

)
+

1

ηα

∫ t

0

dτ ~ξT,p(t− τ) τα−1Eα,α

(
− (τ/τp,α)α

)
. (5.57)

The Mittag-Le�er function Eα,β(·) appears in this expression, we refer to Appendix
A.1 for more information on this function. We introduced the characteristic time τp,α
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of the pth mode in a viscoelastic bath, with τp,α = (Γ(3 − α)τp)
1/α, clearly we have

τp = τp,1. From this we de�ne the generalised Rouse time to be τR,α = τ1,α, it has
the following form

τR,α =

(
ηαN

2

kπ2

)1/α

, (5.58)

for large N . The dependence on N as N2/α implies that for the small α-values
reported for cells, this time scale can become quite large. The smallest characteristic
time (which is that of a single bead) is again denoted by τN,α ∼ (γ/k)1/α. Just as we
have done in the previous section, we can use the evolution of the normal coordinates
to �nd the dynamics of the natural coordinates.

Centre of mass

If p = 0 in Eq. (5.57) we get the equation of motion for the centre of mass. Because
of property (A.3), this simply becomes

~Rcm(t) = ~Rcm(0) +
1

Γ(α)ηα

∫ t

0

dτ ~ξT,0(t− τ) τα−1. (5.59)

From this it is clear that the mean displacement of the centre of mass is zero,
〈∆~Rcm(t)〉 = 0. The mean-squared displacement is given by ∆2

cm(t) = 〈(∆~Rcm(t))2〉
and its expression can be found by squaring and averaging the second term of Eq. (5.59).
Applying Eq. (5.56) and using some convenient notation for later, we �nd

∆2
cm(t) =

3kBT (2− α)(1− α)

γNG2
α

∫ t

0

dτ

∫ t

0

dτ ′
τα−1 τ ′α−1

|τ − τ ′|α
, (5.60)

with Gα = Γ(α)Γ(3 − α). We already solved the double integral in Eq. (4.8). Using
this result, the �nal result for the mean-squared displacement is then

∆2
cm(t) =

6Dcm
α

Γ(α+ 1)
tα. (5.61)

We have associated a generalised di�usion constant to this process, namely Dcm
α =

kBT/ηαN . When α = 1 we recover the viscous result of Eq. (5.42) where the centre
of mass di�uses normally. When α < 1 the centre of mass performs subdi�usion.

Single bead

For the same reasons as the previous section, the mean displacement of the nth bead
is zero. Its mean-squared displacement is given by Eq. (5.43). In order to work out
this expression we need to �nd the generalised version of Eq. (5.40). From Eq. (5.57)
we obtain

〈 ~Xp(t) · ~Xp(t
′)〉 = 〈 ~X2

p(0)〉Eα,1
(
− (t/τp,α)α

)
Eα,1

(
− (t′/τp,α)α

)
+

1

η2
α

∫ t

0

dτ

∫ t′

0

dτ ′ 〈~ξT,p(t− τ) · ~ξT,p(t′ − τ ′)〉 τα−1 τ ′α−1

× Eα,α
(
− (τ/τp,α)α

)
Eα,α

(
− (τ ′/τp,α)α

)
. (5.62)
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The fact that the bath is viscoelastic will change the dynamics of the Rouse chain, it
will not however change its equilibrium properties. This is ensured by the �uctuation-
dissipation relation Eq. (5.53). Therefore the equipartition result for the normal
coordinates, i.e. Eq. (5.37), still holds. We can use this for the �rst term of this
expression. Also applying Eq. (5.56) brings us to the following result (for p 6= 0)

〈 ~Xp(t) · ~Xp(t
′)〉 =

3kBT

kp
Eα,1

(
− (t/τp,α)α

)
Eα,1

(
− (t′/τp,α)α

)
+

3γkBT

Nη2
α

∫ t

0

dτ

∫ t′

0

dτ ′ (2− α)(1− α)
τα−1 τ ′α−1

|τ − τ ′|α

× Eα,α
(
− (τ/τp,α)α

)
Eα,α

(
− (τ ′/τp,α)α

)
. (5.63)

The double integral in this expression can be evaluated using property (A.10) of
the Mittag-Le�er functions. Because two di�erent modes are uncorrelated, the �nal
relation is

〈 ~Xp(t) · ~Xq(t
′)〉 =

3kBT

kp
Eα,1

(
−
(
|t− t′|
τp,α

)α)
δp,q. (5.64)

When t = t′, the equipartition result is recovered, as it should. Also notice that when
α = 1, this becomes the viscous result Eq. (5.40). Now the �rst term of Eq. (5.43) is
simply the mean-squared displacement of the centre of mass, being Eq. (5.61). The
second term is found by �lling in Eq. (5.44). The mean-squared displacement of the
nth bead is then

∆2
n(t) =

6Dcm
α

Γ(α+ 1)
tα +

12kBT

γN

N−1∑
p=1

Cp
2

n τp

[
1− Eα,1

(
− (t/τp,α)α

)]
. (5.65)

If we want the expression for the middle bead (n = N/2 = m), the transformation
coe�cients Cpn can be omitted but the summation should then only go over the even
modes (as was explained in the previous section). Just as in the viscous case, to which
it reduces when α = 1, we can identify three time regimes from this expression. For
very short times, t� τN,α, the bead subdi�uses as a free particle since it has not yet
had the time to feel the in�uence of the springs. Approximating the second term in
Eq. (5.65) to �rst order (see Appendix A.1), one �nds ∆2

m(t) = (6kBT/γαGα)tα. For
short times, t � τR,α, the summation can be approximated by an integral. Using a
very analogue reasoning as for Eq. (5.48), leads us to

6kBT

γ

∫ ∞
0

dx
γ

kπ2x2

[
1− Eα,1

(
− kπ2 tα

ηα
x2
)]

=
6kBTIα√
ηαkπ2

tα/2, (5.66)

with Iα =
∫∞

0
dxx−2(1−Eα,1(−x2)) which only depends on α. We have that I0 = π/2

and I1 =
√
π, for all other α-values (for 0 < α < 1) Iα lies between these limits. One

�nds that the mean-squared displacement goes as: ∆2
m(t) ∼ tα/2, so it becomes even

more subdi�usive due to the restricting springs. For long times, t � τR,α, the �rst
term in Eq. (5.65) dominates. So again the bead follows the collective motion of
the entire chain. We thus �nd that in a viscoelastic bath (α < 1), the bead always
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Figure 5.4: Log-log plot of the mean-squared displacement of the middle bead ∆2
m(t)

(solid line) and of the centre of mass ∆2
cm(t) (dashed-dotted line). For α = 0.7,

kBT = γ = 1, k = 3 and N = 256. The approximate mean-squared displacements of
Eq. (5.67) are plotted in dashed lines.

displays a subdi�usion. These three time regimes, together with the di�usion of the
centre of mass, are shown in Fig. 5.4. The sequence of the approximate regimes of
∆2
n, with n = N/2, is summarized as

∆2
m(t) =

6Dα

Γ(α+ 1)
tα

τN,α−−−−→ 6kBTIα√
ηαkπ2

tα/2
τR,α−−−−→ 6Dcm

α

Γ(α+ 1)
tα. (5.67)

Notice that this sequence reduces to that of Eq. (5.49) when α = 1.

End-to-end vector

The autocorrelation of the end-to-end vector is found using the same technique as in
Eq. (5.50). In a viscoelastic bath this autocorrelation becomes

〈~P (t) · ~P (t′)〉 =
24kBT

γN

N−1∑
p=1,odd

τpEα,1

(
−
(
|t− t′|
τp,α

)α)
. (5.68)

We already mentioned that the equilibrium properties should still hold in a viscoelastic
bath. We see that this is indeed the case since for t = t′ we recover the equipartition
result of Eq. (5.51), i.e. 〈~P 2(t)〉 = 3kBTN/k.

5.3 Dragging through a viscoelastic bath

The inside of a cell is certainly not a passive place but is under constant agitation.
Many processes are involved in keeping the cell from reaching equilibrium, as was
discussed in Section 1.3. Small molecules such as gases and glucose can di�use to
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where they are needed. Large molecules, however, can not easily di�use to their
destination through the crowded cytosol. Therefore, the workings of a cell depend
heavily on the active displacement of polymers. For example, during cell division,
the chromosomes are pulled to opposite sides of the cell by the mitotic spindle. This
restructuring inside a cell is also often done by molecular motors such as the actin-
myosin complex. These motors are able to drag a polymer through the cytosol in
a well de�ned direction. These cellular processes all involve applying a (constant)
force on a particular place of the polymer. The strength of these forces is of the
order of pico-Newtons. Because the cytosol is a viscoelastic medium, it is interesting
to study how the Rouse chain behaves in a viscoelastic bath when such a constant
force is applied on its �rst bead. This situation is not only relevant for polymers in
a cellular environment but also in an in vitro situation. Nowadays, it is possible to
manipulate a single macromolecule using optical tweezers as was, for example, done
with the bacterial nucleoid [102]. Notice that this set-up is completely equivalent to
that where the �rst monomer is held �xed and the polymer is subjected to a uniform
�ow [103�106]. This section is based on our research which was published in [98].

We assume that the polymer is thermalised at t = 0 when we turn on the constant
force. Because this force is conservative, i.e. it can be derived from a potential, the
system will, for long times, again reach an equilibrated state. Although we will study
some quantities in this new equilibrated state, the main focus of this section will be
on the transient, nonequilibrium behaviour the Rouse chain exhibits between its two
equilibrium states. This transient behaviour will depend on the viscoelasticity of the
bath while the equilibrium states will not. The generalised Langevin equation of the
Rouse model, Eq. (5.52), that includes a constant force on the �rst bead is written as

ηα cDα ~Rn(t) = −k
(

2~Rn(t)− ~Rn−1(t)− ~Rn+1(t)
)

+ ~ξT,n(t) + ~fn(t). (5.69)

The thermal forces are still de�ned by Eq. (5.53). The last term in this equation
represents the constant force of strength f . It is given by the following formula

~fn(t) = fδn,0H(t)êx, (5.70)

where H(t) is the Heaviside function (see Eq. (4.3)) that ensures the force is turned on
at t = 0. Although not necessary, we will assume f > 0. Without loss of generality,
we arbitrarily choose the direction of the force to be along the x-axis, hence the
inclusion of unit vector êx. A schematic representation of this model is given by
Fig. 5.5. When f = 0 we should, naturally, retrieve the results of the previous
section. Because, in essence, ~fn(t) is a constant, it will only a�ect the mean value
of the natural coordinates. It will not change the �uctuations around this value,
therefore the variance in the displacement is given by the results of the previous
section where they represented the mean-squared displacement since there the mean
value was zero.

We again invoke the normal coordinates to solve Eq. (5.69), they are still de�ned
by Eq. (5.18). The generalised Langevin equation of the normal coordinates can be
found quite easily by using Eq. (5.55) and it reads

ηα cDα ~Xp(t) = − kp
2N

~Xp(t) + ~ξT,p(t) + ~fp(t), (5.71)
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Figure 5.5: A cartoon of the Rouse model in a viscoelastic bath with a constant force
applied to its �rst bead. The black spheres connected with springs are the Rouse
chain. The large grey spheres represent the crowdedness of a viscoelastic bath (they
are, for example, the macromolecules that are present in the cytosol). The black
arrow is the constant force (originating from, for example, molecular motors).

with

~fp(t) =
f

N
Cp0H(t)êx. (5.72)

Using the same techniques as in the previous section we �nd the evolution of the pth

Rouse mode. A more rapid derivation can be achieved, however, by interchanging
~ξT,p with ~ξT,p + ~fp in Eq. (5.57). If then the integral property Eq. (A.9) is used the
�nal result becomes

~Xp(t) = ~Xp(0)Eα,1

(
− (t/τp,α)α

)
+

1

ηα

∫ t

0

dτ ~ξT,p(t− τ) τα−1Eα,α

(
− (τ/τp,α)α

)
+
Cp0f
ηαN

tαEα,α+1

(
− (t/τp,α)α

)
êx. (5.73)

Using this expression we can calculate the dynamic properties of the dragged polymer.

5.3.1 Mean position

Without loss of generality, we take 〈~Rcm(0)〉 = 0. Because the thermalised Rouse
chain is fully symmetric around its centre of mass, we also have 〈~Rn(0)〉 = 0. And
since the normal coordinates are a linear combination of the natural coordinates we
have 〈 ~Xp(0)〉 = 0. Taking the average of Eq. (5.73) gives the following expression for
the mean of the pth mode

〈 ~Xp(t)〉 =
Cp0f
ηαN

tαEα,α+1

(
− (t/τp,α)α

)
êx. (5.74)

Since the directed force breaks the rotational symmetry of the Rouse chain the before
mentioned averages will become non-zero when t > 0.
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Centre of mass

The zeroth mode corresponds to the position of the centre of mass, as Eq. (5.20)
showed. Taking p = 0 in Eq. (5.74) gives

〈~Rcm(t)〉 =
f êx

γNαGα
tα. (5.75)

From this we can conclude that the centre of mass moves sub-ballistically. Such
motion has indeed been observed in experiments with molecular motors that move
under their own generated force [80].

Single bead

The linear combination of normal coordinates that de�nes the position of the nth

bead is given by Eq. (5.21). Taking the average of this expression and using Eq. (5.74)
results in

〈~Rn(t)〉 =
f êx

γNαGα
tα

[
1 + 2Γ(α+ 1)

N−1∑
p=1

CpnC
p
0 Eα,α+1

(
− (t/τp,α)α

)]
. (5.76)

For long times, t � τR,α, the nth bead will display the same sub-ballistic motion as
the centre of mass, since the second term between the brackets goes to zero for this
time limit. The polymer then performs a steady collective motion. To understand the
short time behaviour, t� τR,α, of the beads, we refer to Fig. 5.6. The displacement
of the �rst beads is instantaneous since the beads have no inertia (because we work
in the overdamped limit). Their mean position is initially much further than that of
the centre of mass and grows as tα/2 (for the calculation of this regime we refer to
the very analogue calculations in the section about the velocity of a bead). That is
because the last beads are lagging behind while the �rst spring are extending. This
energy absorption of the force delays its immediate transmission to the end of the
chain. Only when all beads have increased their mean position will they all move
according to the centre of mass.

5.3.2 Shape of the polymer

The springs that are closer in the chain to the �rst bead will absorb more of the force's
energy than the springs at the end of the chain. The average extension of the springs
will thus increase the closer one gets to the �rst bead. And since the end of the chain
will lag behind due to the friction force, the polymer will have an elongated shape.
The rotational symmetry of the polymer is broken by the force. Because the in�uence
of the force decreases along the chain, the thermal �uctuations will have more e�ect
on the beads further down the chain. Therefore the thermal swelling of the polymer
will be di�erent depending on the location of the chain. It will be larger when one
moves to the end of the chain. These features of the polymer will be discussed in this
section and are crudely sketched in Fig. 5.5.

From the position of the nth bead, Eq. (5.76), we can gain information on the
elongation of the polymer through time. This elongation, in the direction of the
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Figure 5.6: Log-log plot of the mean position (where 〈R(t)〉 = |〈~R(t)〉|) of the nth
bead 〈~Rn(t)〉 (solid lines) and of the centre of mass 〈~Rcm(t)〉 (dashed-dotted line)
with n = 0, 2i, 1023 and i = 0, 1, . . . , 9. For α = 0.4, kBT = γ = 1, k = 3, f = 2 and
N = 1024. The higher the n value, the lower the curve lies. The long time regime is
indicated and the dashed line indicates the early tα/2 regime.

force, has an average length L(t). It is de�ned through the end-to-end vector

L(t) = |〈~P (t)〉| = |〈~RN−1(t)〉 − 〈~R0(t)〉|. (5.77)

Using Eq. (5.76) and CpN−1 − C
p
0 = ((−1)p − 1)Cp0 , we �nd the following expression

for the average length. This result can also be attained when Eq. (5.74) is plugged in
Eq. (5.24).

L(t) =
4f

ηαN
tα

N−1∑
p=1,odd

Cp
2

0 Eα,α+1

(
− (t/τp,α)α

)
. (5.78)

Asymptotically in time the length grows to a steady value L? = L(t → ∞). Using
the asymptotic behaviour of the Mittag-Le�er functions (see Appendix A.1), we �nd

L? =
4fN

kπ2

N−1∑
p=1,odd

Cp
2

0

p2
=
fN

2k
, (5.79)

where the second equation holds for large N . This result is of course independent
of the viscoelasticity of the bath (or α) since it is an equilibrium property, it was
already calculated for a viscous medium [14]. The transient regime that leads up to
the steady length is, however, dependent on the viscoelasticity of the medium where
it occurs. For very small times, t � τN,α, the Mittag-Le�er function in Eq. (5.78)

can be approximated by 1/Γ(α + 1). If we then apply
∑N−1
p=1,odd C

p2

0 = N/4, we �nd
that the length grows as L(t) = ftα/γαGα. To discover how the transient regime

behaves for larger times we �rst drop the Cp
2

0 factor from Eq. (5.78). We can do this
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because for small p it is close to one and the terms with large p are suppressed by
their small characteristic time τp. For times smaller then the Rouse time τR,α and
N →∞, we can approximate the summation by an integral, because its argument is
a smooth continuous function. We should take 1/N → dx and p/N → x. Because
the summation is only over odd p, we multiply the integral by one half. This leads to

L(t) ≈ 2f

ηα
tα
∫ ∞

0

dxEα,α+1

(
−kπ

2tα

ηα
x2

)
=

2fIα

π
√
ηαk

tα/2, (5.80)

where Iα =
∫∞

0
dxEα,α+1(−x2) =

∫∞
0
dxx−2(1−Eα,1(−x2)) as it was introduced in

the previous section. The numeric value of Iα lies between π/2 and
√
π for 0 < α ≤ 1.

From this it is clear that the length grows as a power-law of α/2. In Fig. 5.7 we
plot L(t)/L? as a function of time for various α-values. We clearly see the predicted
behaviour: after an initial tα regime, the length grows as tα/2 and then reaches its
limiting value after τR,α. The sequence of regimes for the length through time is

L(t) =
f

γαGα
tα

τN,α−−−−→ 2fIα

π
√
ηαk

tα/2
τR,α−−−−→ fN

2k
. (5.81)

Because τR,α ∼ N2/α, for small values of α it can take a very long time before the
steady length L? is reached.

It is experimentally possible to pull a polymer through a medium using optical
tweezers [102]. The shape of that polymer can be studied if it is made �uorescent
[107, 108]. In this way, it can in principle be possible to determine the length of the
polymer as a function of time. From such measurements it would be possible to get
an independent estimate of the intrinsic exponent α of the medium. This can be seen
as a new active microrheological approach which complements existing techniques
where α is determined from (passive) measurements of the subdi�usion of a particle
immersed in the environment or from (active) measurements of the response to a
periodic perturbation [109].

Next, we investigate the density pro�le, how it evolves in time and what its equi-
librium con�guration is. We know, from [110], that a �xed polymer in a constant
�ow displays a trumpet shape (characterized by an ever increasing density pro�le,
very small at the start and diverging at the end). Since the dragging of a polymer
through a �uid is equivalent to a �xed polymer in a constant �ow, we also expect to
�nd the trumpet shape for our dragged polymer. Because the Rouse chain is in�n-
ity extendible, the trumpet shape is the only possible density pro�le available. For
a �nite extendible polymer (which we will discuss later) the stem-�ower shape can
also be assumed for strong forces [104]. We de�ne X as the average distance (in the
direction of the force) between the nth and the �rst bead

X (n, t) = |〈~Rn(t)〉 − 〈~R0(t)〉|, (5.82)

we clearly have that X (N − 1, t) = L(t). Using Eq. (5.76) one �nds

X (n, t) =
2f

ηαN
tα

N−1∑
p=1

(Cp0 − Cpn) Cp0 Eα,α+1

(
− (t/τp,α)α

)
. (5.83)
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Figure 5.7: Log-log plot of the ratio of the length to the equilibrium length as a
function of time for α = 0.2, 0.4, 0.6, 0.8 and 1.0 (as indicated in the �gure). All
curves are for kBT = γ = 1, k = 3, f = 2 and N = 1024. The Rouse time for various
α-values are indicated by a vertical dotted line (for α = 0.2 and α = 0.4 these times
lay outside the �gure). The dashed lines indicate the local power-law.

If this function is inverted to n(X , t), we get an expression that gives the bead index
n as a function of the average distance from the �rst bead. If we then take the X -
derivative of this expression we obtain a measure for the density of beads as a function
of distance from the �rst bead, we thus have ρ(X , t) = dn(X , t)/dX . For arbitrary
times this calculation has to be done numerically. But in the steady state (t → ∞)
we can get analytic results. Taking the asymptotic behaviour of the Mittag-Le�er
function (see Appendix A.1) and plugging that into Eq. (5.83) we get

X (n, t→∞) =
2f

γN

N−1∑
p=1

(Cp0 − Cpn) Cp0 τp. (5.84)

This summation can be worked out (the calculation is given at the end of this section)
and gives the following result

X (n, t→∞) =
f

k

[
n− n

2N
− n2

2N

]
≈ f

k

[
n− n2

2N

]
, (5.85)

where the approximation holds for large N . Inverting this expression gives the fol-
lowing two relations for n

n(X , t→∞) = N

(
1±

√
1− 2k

fN
X

)
. (5.86)

Only the solution with the minus-symbol is realistic because if X = 0 we should get
n = 0, not n = 2N (since the �rst monomer has no distance from itself). Also notice
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Figure 5.8: Time evolution of the density pro�le for a medium with α = 0.4. We
plot ρ(X , t)−2 for di�erent times (increasing from left to right). For α = 0.4, kBT =
γ = 1, k = 3, f = 2, and N = 1024. The thick solid line gives the steady state
shape, Eq. (5.87). The di�erent curves give the density at times t = 2i τR,α with
i = −6,−5, . . . , 13, 14. Inset: Density of beads versus distance from the �rst monomer
for a medium with α = 0.4. The full line gives the steady state shape, the dashed-
dotted line gives the density at the Rouse time τR,α. The density is also shown
re�ected on the X -axis to display the trumpet shape.

that in this formula the steady length L? = fN/2k appears. Taking the X -derivative
gives the density pro�le at long times

ρ(X , t→∞) =
k

f
√

1−X/L?
. (5.87)

This function, which diverges at L?, is the famous trumpet shape of a polymer in
a steady �ow. Notice that this result is again independent of the properties of the
viscoelastic medium and therefore also holds for the Rouse model in a viscous medium.
We thus �nd that the polymer adopts the trumpet shape when it is being dragged
through a viscoelastic medium. As was stated before, the transient density pro�le
can only be found numerically. Figure 5.8 shows the density at di�erent moments in
time. Because of the form of Eq. (5.87) it is convenient to plot ρ(X , t)−2 as a function
of X which in the steady state is a linear function that becomes zero at X = L?. For
�nite times, ρ(X , t) diverges at L(t) though the precise function relation is unknown.
Yet, as the inset of Fig. 5.8 shows, during these earlier times the density has a short
trumpet shape, that elongates through time to meet up with Eq. (5.87).

As promised, we will give here the derivation of Eq. (5.85). We need to work out
the following expression

2fN

kπ2

∞∑
p=1

[
Cp

2

0

p2
− C

p
n C

p
0

p2

]
, (5.88)
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where we took N large. Writing the cosine as exponentials, cos(x) = (e−ix + eix)/2,
yields

fN

2kπ2

∞∑
p=1

[
exp p

(
− iπN

)
p2

+
exp p

(
iπ
N

)
p2

+
2

p2
−

exp p
(
− iπ(n+1)

N

)
p2

−
exp p

(
iπ(n+1)

N

)
p2

−
exp p

(
− iπnN

)
p2

−
exp p

(
iπn
N

)
p2

]
. (5.89)

Here we use the formalism of the polylogarithm (see Appendix A.5). The relation∑∞
p=1 p

−2 = π2/6 is also used. The expression becomes

fN

2kπ2

[
L2

(
exp

(
− iπN

))
+ L2

(
exp

(
iπ
N

))
+
π2

3
− L2

(
exp

(
− iπ(n+1)

N

))
− L2

(
exp

(
iπ(n+1)

N

))
− L2

(
exp

(
− iπnN

))
− L2

(
exp

(
iπn
N

)) ]
. (5.90)

If we then apply property (A.35), we obtain

fN

4kπ2

[
π2 − ln2

(
− exp

(
− iπN

))
+ ln2

(
− exp

(
− iπ(n+1)

N

))
+ ln2

(
− exp

(
− iπnN

)) ]
.

(5.91)

Notice that ln2(−e−ix) = −(π − x)2 for x > 0. Using this relation yields

fN

4k

[
1 +

(
1− 1

N

)2

−
(

1− (n+ 1)

N

)2

−
(

1− n

N

)2
]
. (5.92)

Working out the squares and doing some elementary calculus will give Eq. (5.85).

5.3.3 Mean velocity

Taking the time derivative of the mean position will yield the mean velocity. The
mean velocity will provide information on how the Rouse chain gradually responds to
the constant force. From this response we can, in the next section, derive the front
propagation through the chain.

Centre of mass

Deriving Eq. (5.75) with respect to time gives the mean velocity of the centre of mass.
It reads

〈~Vcm(t)〉 =
f êx
γNGα

tα−1. (5.93)

For α < 1, this quantity decreases as a power-law. This implies that the polymer
practically comes to a rest for large t. Only in the viscous case, α = 1, will the polymer
keep moving. Its velocity will then be constant, and given by 〈~Vcm〉 = (f/γN)êx. As
was already derived in [14].
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Figure 5.9: Log-log plot of the mean velocity (where 〈V (t)〉 = |〈~V (t)〉|) of the nth
bead, with n = 0, 2i, 1023 and i = 0, 1, . . . , 9. For α = 0.4, kBT = γ = 1, k = 3,
f = 2 and N = 1024. The higher the n value, the lower the curve lies. The dashed
lines indicate the power-law behaviour. Inset: Log-log plot of the di�erence between
the velocity of the �rst bead and the centre of mass versus time, with J0 = | ~J0|. The
dashed lines indicate the early and late time behaviour.

Single bead

The time derivative of Eq. (5.76) gives the mean velocity of each individual bead.
Using the derivative of a Mittag-Le�er function (see Appendix A.1) gives the mean
velocity of the nth bead

〈~Vn(t)〉 =
f êx
γNGα

tα−1

[
1 + 2Γ(α)

N−1∑
p=1

CpnC
p
0 Eα,α

(
− (t/τp,α)α

)]
. (5.94)

In Fig. 5.9 we plot the mean velocity of a few beads as a function of time. The �rst
beads start to move immediately (since the beads have no inertia) and as time goes
on other beads join the movement. When the in�uence of the force reaches a bead, it
rapidly increases its velocity up to some maximum, which lies somewhat lower than
the current velocity of the moving beads. Thereafter the velocity starts decreasing
with the collective velocity as tα/2−1. After the Rouse time, all beads move with the
velocity of the centre of mass (up to a power-law correction), which goes as tα−1.

We will now discuss how these power-laws are established. We focus on the �rst
bead, n = 0, but the calculation and subsequent behaviour of the other beads is
very similar. Investigating Eq. (5.94) reveals that the �rst term is just the mean
velocity of the centre of mass. The second term, i.e. the summation, we will denote
by ~Jn(t) = 〈~Vn(t)〉− 〈~Vcm(t)〉. This term quanti�es the di�erence in velocity between
a given bead and the centre of mass. For the �rst bead, and large N , it is given by

~J0(t) =
2f êx
ηαN

tα−1
N−1∑
p=1

Eα,α

(
− (t/τp,α)α

)
. (5.95)
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We approximated Cp
2

0 by one, which is correct for small p and large N . It is not,
however, correct for larger p. But since τp,α is very small in that case, the Mittag-
Le�er function will be nearly zero and thus the approximation holds. In the viscous
case, α = 1, this quantity goes to zero exponentially fast after the Rouse time. In the
viscoelastic case, α < 1, this transient term dies out much slower. Asymptotically in
time, only the Rouse mode with p = 1 survives, using Eq. (A.6) we �nd that for long
times ~J0 decays as

~J0(t→∞) = −2ηαN
3f êx

π4k2Γ(−α)
t−α−1, (5.96)

this quantity will be positive because Γ(−α) < 0 for 0 < α ≤ 1. When α = 1,
it is equal to zero, as it should be for an exponential decay. For small times, we
approximate the summation in Eq. (5.95) by an integral. We should take 1/N → dx
and p/N → x. It becomes

2fêx
ηα

tα−1

∫ ∞
0

dxEα,α

(
− kπ2tα

ηα
x2
)

=
2f Yαêx

π
√
ηαk

tα/2−1, (5.97)

with Yα =
∫∞

0
dxEα,α(−x2). We have that Y1 =

√
π/2 and Yα decreases to zero

when α decreases. If we plug this result into Eq. (5.95), we �nd the tα/2−1 time
dependence. The predicted short and long time regimes of ~J0 are shown in the inset
of Fig. 5.9, where Eq. (5.95) is plotted. We can summarize the sequence of regimes
as follows

~J0(t) =
2f Yα êx

π
√
ηαk

tα/2−1 τR,α−−−−→ −2ηαN
3f êx

π4k2Γ(−α)
t−α−1. (5.98)

Combining these regimes of ~J0 with the velocity of the centre of mass gives the
behaviour discussed in Fig. 5.9.

5.3.4 Front propagation

The curves in Fig. 5.9 suggests that as we pull on the �rst bead, a front moves through
the chain that gradually sets into motion all other beads. This front is realised by
each subsequent spring that adsorbs some energy of the force, thus creating tension
in the chain. In order to further characterise the motion of this front, we determined
numerically the time Tn at which the nth bead reaches its maximum velocity. One can
say that at this time, the response to the force is maximal. In Fig. 5.10 we plot these
times as a function of n in a log-log scale for α = 0.4. Clearly, the front propagates
as a power-law Tn ∼ nz. From a �t of the data, we �nd z ≈ 4.92. This estimate is
consistent with the prediction z = 2/α as can be expected from the scaling of the
mean length L(t), since that is closely related to the front propagation in the chain.
The inset of Fig. 5.10 shows that this expectation is indeed in agreement with the
numerical results for the whole range of α-values. Sakaue et al. already derived, using
a scaling approach [14], the front propagation through a pulled polymer in a viscous
bath. They found the following scaling law for the time of response of the nth bead
n ∼ (t/τR)1/2. This result complies with ours, i.e. n ∼ T α/2

n , since for a viscous bath
we have α = 1.
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Figure 5.10: Log-log plot of time Tn at which the nth beads has a maximal velocity
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shows a best linear �t through the numerical data points. Inset: Lin-lin plot of the
estimates of the exponent z versus α. The full line is z = 2/α.

5.4 Dynamics in an active viscoelastic bath

In the previous section we investigated the response of a polymer subjected to a con-
stant force. Although there are some speci�c cellular processes that can be modelled
as such, the natural (i.e. most occurring) �habitat� of a polymer does not include
such a constant force. This, however, does not imply that there is no driving on the
polymer in the cellular environment. In the cytosol, the polymer is constantly agi-
tated by �uctuating forces that are not only thermal in nature. These non-thermal
random forces are, among other processes, responsible for keeping the internal struc-
ture of a cell away from equilibrium (which is essential for the survival of a cell, as
was discussed in Section 1.3). It does so by facilitating the transport of, for example,
polymers that would be much slower when left to thermal di�usion alone. In Sec-
tion 2.5, we already discussed the origin of these active processes, as they are called.
In short, they come about through the interplay between the myosin-II molecular
motors and the actin �laments of the cytoskelton. The active process they create
introduces these non-thermal random forces that persist in a particular (yet random)
direction for some characteristic (average) time. Together with viscoelasticity, the
active processes capture the most important features of the cytosol. In this section,
we investigate how a Rouse chain behaves in an active viscoelastic bath since this
mimics the natural environment of a polymer. We will �nd that a rich di�usive pro-
�le emerges from it, which does not exist in an unnatural non-active viscous bath.
The results in this section were published in one of our papers [99].

As always, we assume the system to be in equilibrium at t = 0, after which we
turn on the active forces (experimentally this can be done by providing the cell with
ATP at t = 0, of which it was previously deprived). These forces will add an extra
stochastic term to the generalised Langevin equation of the Rouse model, Eq. (5.52).
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Figure 5.11: A cartoon of the Rouse model in an active and viscoelastic bath. The
black spheres connected with springs are the Rouse chain. The large grey spheres
represent the crowdedness of a viscoelastic bath (they are, for example, the macro-
molecules that are present in the cytosol). The small grey spheres depict (no physical
representation) the active bath, their persistent motion is indicated by an arrow.

The equation of motion of the nth bead in an active and viscoelastic bath thus becomes

ηα cDα ~Rn(t) = −k
(

2~Rn(t)− ~Rn−1(t)− ~Rn+1(t)
)

+ ~ξT,n(t) + ~ξA,n(t)H(t), (5.99)

where H(t) is the Heaviside function (see Eq. (4.3)). We still consider the thermal
noise ~ξT,n to be Gaussian distributed with zero mean and a coloured correlation equal
to Eq. (5.53). The characteristics of the active noise ~ξA,n were provided by Levine
and MacKintosh [111]. They are discussed at length in Section 2.5. The active noise
is also a Gaussian random variable with average zero and an exponential correlation
that is uncorrelated between di�erent beads

〈~ξA,n(t) · ~ξA,m(t′)〉 = 3C exp(−|t− t′|/τA)δn,m. (5.100)

The strength of the active forces is thus measured by
√
C and their direction persists

over a characteristic persistence time τA. This time-scale was found to be of the order
of seconds and therefore much smaller than the cellular lifetime, thus τA � τR,α.
Both noise terms, thermal and active, in Eq. (5.99) are coloured. But only the thermal
noise has a corresponding friction term, to which it is connected by the �uctuation-
dissipation relation. The active noise does not have such a friction term and therefore
lacks a �uctuation-dissipation relation. Because of this, these active forces will pull
the system away from equilibrium. Figure 5.11 shows a schematic representation of
our model for the Rouse chain in an active viscoelastic bath. It does not, however,
re�ect the real biological situation but rather gives an interpretation of Eq. (5.99).
We see a Rouse chain surrounded by two di�erent baths. One is depicted by the large
grey spheres, it is the heat bath which is viscoelastic in nature. The second bath is
represented by the small dark grey spheres, they show their persistent motion with
an arrow. This is the active bath which has no dissipative property.

The addition of a stochastic term that is on average zero will not change the
mean of the variable, therefore we still have 〈~Rn(t)〉 = 0, as was the case in Section
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5.2. Furthermore, if we would add the constant force, Eq. (5.72), of the previous
section to our current model, the results of that section would not change. What will
change is the mean-squared displacement we calculated in Section 5.2. The active
stochastic term in Eq. (5.99) has no in�uence on the linearity of the generalised
Langevin equation of the nth bead. Therefore this equation can again be solved by
applying the normal coordinates, Eq. (5.18). The generalised Langevin equation of
the normal coordinates becomes

ηα cDα ~Xp(t) = − kp
2N

~Xp(t) + ~ξT,p(t) + ~ξA,p(t), (5.101)

with

~ξA,p(t) =
1

N

N−1∑
n=0

Cpn ~ξA,n(t), (5.102)

the normal active noise. Since it is a linear combination of the natural active noises,
it is Gaussian distributed with zero mean and a correlation of

〈~ξA,p(t) · ~ξA,q(t′)〉 =
3C

2N
exp(−|t− t′|/τA)(1 + δp,0)δp,q, (5.103)

where we used the orthogonal property of the transformation coe�cients. The normal
thermal noise ~ξT,p is given by Eq. (5.56). If we interchange ~ξT,p with ~ξT,p + ~ξA,p in
Eq. (5.57), we �nd the time evolution of the pth mode, it reads

~Xp(t) = ~Xp(0)Eα,1

(
− (t/τp,α)α

)
+

1

ηα

∫ t

0

dτ ~ξT,p(t− τ) τα−1Eα,α

(
− (τ/τp,α)α

)
+

1

ηα

∫ t

0

dτ ~ξA,p(t− τ) τα−1Eα,α

(
− (τ/τp,α)α

)
. (5.104)

From this expression it is clear that the mean value of the normal coordinates through
time is zero. From Eq. (5.21) we �nd that the same is true for the natural coordinates,
which we already argued would be the case. Using Eq. (5.104) we can obtain properties
of the di�usion of the polymer and the �uctuation of its physical extension.

5.4.1 Anomalous di�usion

In Chapter 4, we found that a particle in an active viscoelastic bath can display
all kinds of anomalous di�usion through time. Due to the active forces, it can even
perform superdi�usion. Because of its higher complexity, a Rouse chain will, naturally,
show more diversity in its di�usive pro�le than a single particle could. Therefore, we
investigate the emerging anomalous di�usion of the centre of mass and of a single
bead in a Rouse chain submerged in an active viscoelastic bath.

Centre of mass

Taking p = 0 in Eq. (5.104) will give us the equation of motion for the centre of mass

~Rcm(t) = ~Rcm(0) +
1

ηαΓ(α)

∫ t

0

dτ
(
~ξT,p(t− τ) + ~ξA,p(t− τ)

)
τα−1. (5.105)
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Squaring and averaging the second term will give us the mean-squared displacement
of the centre of mass, ∆2

cm(t) = 〈(∆Rcm(t))2〉. Using Eq. (5.56) and Eq. (5.103)
results in

∆2
cm(t) =

3kBT (2− α)(1− α)

γNG2
α

∫ t

0

dτ

∫ t

0

dτ ′
τα−1 τ ′α−1

|τ − τ ′|α

+
3C

γ2NG2
α

∫ t

0

dτ

∫ t

0

dτ ′ exp(−|τ − τ ′|/τA) τα−1 τ ′α−1, (5.106)

where we used the fact that the di�erent noises are uncorrelated, implying that
〈~ξT,p(t) · ~ξA,q(t′)〉 = 0. The �rst term in this equation we already worked out, it
is equal to the right-hand side of Eq. (5.61). The second term is added by the active
forces and can not be fully solved into a closed form. It can be simpli�ed in the
same way as Eq. (4.9), using the di�erence of two incomplete gamma-functions (see
Appendix A.2). The mean-squared displacement of the centre of mass then becomes

∆2
cm(t) =

6Dcm
α

Γ(α+ 1)
tα +

6 τ2α
A C

Γ2(α)η2
αN
Aα(t/τA), (5.107)

with Aα(t) de�ned by Eq. (4.11). When C = 0 we clearly �nd the subdi�usion of the
centre of mass in a non-active viscoelastic bath from Section 5.2. The second term in
Eq. (5.107) is the active addition.

For very early times, t� τN,α, the non-active term in Eq. (5.107) will dominate,
because Aα(t → 0) goes faster to zero. After this initial non-active-like subdi�usion
the active forces will take e�ect, the resulting di�usion can be split up into two
regimes. One before the persistence time and one after, to characterise these we
need to approximate the active addition. These approximations were already done in
Section 4.1, we can therefore readily apply them here.

For times smaller than the persistence time, t� τA, the active addition becomes

3C

Γ2(α+ 1)η2
αN

t2α. (5.108)

When α > 1/2 we thus �nd that the centre of mass performs a superdi�usion for
times shorter than the persistence time τA. Yet when α is smaller than one half, the
motion remains subdi�usive. For α = 1, we observe that the centre of mass displays
a ballistic motion ∆2

cm(t) ∼ t2.
For times longer than the persistence time, t� τA, the active addition behaves as

6τAC

(2α− 1)Γ2(α)η2
αN

t2α−1. (5.109)

This t2α−1 evolution is slower than the non-active di�usion that goes as tα, so asymp-
totically in time the centre of mass will display the non-active subdi�usion i.e. the
�rst term in Eq. (5.107). When α < 1/2, the exponent of time is negative and there-
fore this regime dies out very fast, leading quickly to the non-active behaviour. This
can be seen in Fig. 5.12 where we plot the mean-squared displacement for α = 0.4
and di�erent values of τA/τR,α. When α > 1/2 and CτA is large compared to γkBT ,
the behaviour of Eq. (5.109) will dominate over several orders of magnitude in time.
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Figure 5.12: Log-log plot of the squared distance travelled by the centre of mass as
a function of t/τR,α for a Rouse chain (N = 256, k = 3) in a viscoelastic medium
(α = 0.4, kBT = γ = 1) in the presence of active forces with C = 102 and τA/τR,α =
10−2, 10−3, 10−4 (full lines, top to bottom) compared to that without active forces
(dashed-dotted line). Power-law behaviour is indicated with dashed lines.

The centre of mass will still show a subdi�usion as in the non-active case but with
exponent (2α−1), not α. If this time regime corresponds to the experimental one, not
taking into account active forces could lead to a wrong estimate of α, and hence to a
wrong characterisation of the rheological properties of the medium. Figure 5.13 shows
this behaviour for α = 0.7 and several values for τA/τR,α. Results like that of Fig.
5.13 are under the assumption that our model is realistic for all t. When comparing
with experimental data, one has to take into account that, as already discussed in
Section 5.2, the model will break down on small and large time scales. Because the
persistence time τA is much smaller than the lifetime of a cell (as discussed in Section
4.1), we expect that only the superdi�usive and (2α − 1) subdi�usive behaviour can
be observed. In the viscous case, α = 1, the centre of mass di�uses normally but with
a di�usion constant that is enhanced by a factor (1 + CτA/γkBT ). It will therefore
never rejoin with the non-active di�usion. This can be seen in Fig. 5.14. The general
sequence of di�usion regimes for the centre of mass is

∆2
cm(t) =

6Dcm
α

Γ(α+ 1)
tα

τ↓−−−→ 3C

Γ2(α+ 1)η2
αN

t2α
τA−−−→ 6τAC

(2α− 1)Γ2(α)η2
αN

t2α−1

τ↑−−−→ 6Dcm
α

Γ(α+ 1)
tα. (5.110)

Notice that the behaviour of the centre of mass is 3/N times that of the free particle
from Section 4.1. This factor comes from the fact that we are here dealing with three
dimensions and that there are, in fact, N particles inside the centre of mass.
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Figure 5.13: Log-log plot of the squared distance travelled by the centre of mass as
a function of t/τR,α for a Rouse chain (N = 256, k = 3) in a viscoelastic medium
(α = 0.7, kBT = γ = 1) in the presence of active forces with C = 102 and τA/τR,α =
10−2, 10−3, 10−4 (full lines, top to bottom) compared to that without active forces
(dashed-dotted line). Power-law behaviour is indicated with dashed lines.

10
-6

10
-4

10
-2

10
0

10
2

t / τ
R,α

10
-6

10
-3

10
0

10
3

10
6

∆
c
m

(t
)

~ t
2

~ t

~ t

α = 1

2

Figure 5.14: Log-log plot of the squared distance travelled by the centre of mass
as a function of t/τR,α for a Rouse chain (N = 256, k = 3) in a viscous medium
(α = 1, kBT = γ = 1) in the presence of active forces with C = 102 and τA/τR,α =
10−2, 10−3, 10−4 (full lines, top to bottom) compared to that without active forces
(dashed-dotted line). Power-law behaviour is indicated with dashed lines.



112 CHAPTER 5. POLYMER DYNAMICS

Single bead

Now we will turn to the motion of an individual monomer. From an experimental
point of view, this quantity is the most interesting one, since it can be determined
using �uorescence techniques. In order to �nd the mean-squared displacement of the
nth bead, we need to calculate Eq. (5.43) using the normal coordinates we derived in
Eq. (5.104). The �rst term in Eq. (5.43) is precisely the mean-squared displacement of
the centre of mass we just calculated. The summation in Eq. (5.43) will be a bit more
di�cult to calculate. First notice that the argument of the summation, 〈∆ ~X2

p(t)〉, can
be written as the three terms in Eq. (5.44). To �nd an expression for these, we should
use Eq. (5.104). Taking into account that the initial value of the normal coordinates,
the thermal noise and the active noise do not correlate with each other leads to the
following expression

〈 ~Xp(t) · ~Xp(t
′)〉 = 〈 ~X2

p(0)〉Eα,1
(
− (t/τp,α)α

)
Eα,1

(
− (t′/τp,α)α

)
+

1

η2
α

∫ t

0

dτ

∫ t′

0

dτ ′ 〈~ξT,p(t− τ) · ~ξT,p(t′ − τ ′)〉 τα−1 τ ′α−1

× Eα,α
(
− (τ/τp,α)α

)
Eα,α

(
− (τ ′/τp,α)α

)
+

1

η2
α

∫ t

0

dτ

∫ t′

0

dτ ′ 〈~ξA,p(t− τ) · ~ξA,p(t′ − τ ′)〉 τα−1 τ ′α−1

× Eα,α
(
− (τ/τp,α)α

)
Eα,α

(
− (τ ′/τp,α)α

)
. (5.111)

The �rst two terms were already calculated in Section 5.2 where the Rouse chain
is equilibrated in the viscoelastic bath. Together they become Eq. (5.64). For the
third term we �ll in the correlation of the normal active noise Eq. (5.103). If we then
use the Aα(t, t′; τ1, τ2) from Section 4.2 (see Eq. (4.28)) and the fact that di�erent
modes are uncorrelated, the correlation between the normal coordinates in an active
viscoelastic bath becomes

〈 ~Xp(t) · ~Xq(t
′)〉 =

[
3kBT

kp
Eα,1

(
−
(
|t− t′|
τp,α

)α)
+

6CN

k2
p

Aα(t, t′; τp,α, τA)

]
δp,q.

(5.112)

Using this to complete Eq. (5.44) gives

6kBT

kp

[
1− Eα,1

(
− (t/τp,α)α

)]
+

6CN

k2
p

Aα(t; τp,α, τA), (5.113)

where Aα(t; ·, ·) = Aα(t, t; ·, ·). Then using this result together with Eq. (5.107),
plugging it into Eq. (5.43) gives the mean-squared displacement of the nth bead in an
active viscoelastic bath.

∆2
n(t) =

6Dcm
α

Γ(α+ 1)
tα +

12kBT

γN

N−1∑
p=1

Cp
2

n τp

[
1− Eα,1

(
− (t/τp,α)α

)]

+
6 τ2α

A C

Γ2(α)η2
αN
Aα(t/τA) +

6C

γ2N

N−1∑
p=1

Cp
2

n τ2
p Aα(t; τp,α, τA). (5.114)



5.4. DYNAMICS IN AN ACTIVE VISCOELASTIC BATH 113

The �rst line of this expression represents the dynamics of a thermalised Rouse chain
in a viscoelastic bath, which we already found in Section 5.2 (see Eq. (5.65)). The
second line is the active addition that pulls the polymer out of equilibrium. The
�rst and the third terms originate from the motion of the centre of mass, while the
second and fourth terms tracks the internal vibrations of the chain. We now turn our
attention to the middle bead. As we said before, the results we �nd for this bead
are representable for the other beads. To convert Eq. (5.114) to the expression that
describes the middle bead we need to drop the transformation coe�cients and let the
summations go only over the even modes

∆2
m(t) =

6Dcm
α

Γ(α+ 1)
tα +

12kBT

γN

N−1∑
p=2,even

τp

[
1− Eα,1

(
− (t/τp,α)α

)]

+
6 τ2α

A C

Γ2(α)η2
αN
Aα(t/τA) +

6C

γ2N

N−1∑
p=2,even

τ2
p Aα(t; τp,α, τA). (5.115)

The behaviour of most of these terms was already discussed in previous sections, only
the last term we did not yet explore. For times shorter than the persistence time,
t� τA, we have that the exponential in Aα(t; τp,α, τA) is approximately equal to one.
When we remove it from the expression the integrals in Aα(t; τp,α, τA) decouple and
are identical. Therefore this term reduces to

6C

γ2N

N−1∑
p=2,even

τ2
p

[∫ t/τp,α

0

dxxα−1Eα,α(−xα)

]2

. (5.116)

Using property (A.9) to work out the integral gives the following approximation for
times smaller than the persistence time

6C

η2
αN

t2α
N−1∑

p=2,even

E2
α,α+1

(
− (t/τp,α)α

)
. (5.117)

For very early times, t ≈ τN,α, we can approximate the Mittag-Le�er function as
1/Γ(α + 1). The sum then contributes a factor N/2, leading to the following power
law

3C

Γ2(α+ 1)η2
α

t2α. (5.118)

For somewhat longer times (but still smaller than τA) and N very large, we can
approximate the summation in Eq. (5.117) by an integral since its argument is a
smooth continuous function. We take 1/N → dx and p/N → x. We should also add
a factor one half to account for the fact that we only sum over the even modes. The
integration becomes

3C

η2
α

t2α
∫ ∞

0

dxE2
α,α+1

(
− kπ2 tα

ηα
x2
)

=
3CI ′α√
kπ2η3

α

t3α/2, (5.119)

with I ′α =
∫∞

0
dxE2

α,α+1(−x2) that only depends on α. For long times longer than
the persistence time the term will go to a constant, which we will derive in the next
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Figure 5.15: Log-log plot of the squared distance travelled by the middle bead as
a function of t/τR,α for a Rouse chain (N = 256, k = 3) in a viscoelastic medium
(α = 0.7, kBT = γ = 1) in the presence of active forces with C = 104 and τA/τR,α =
10−2, 10−3, 10−4 (full lines, top to bottom) compared to that without active forces
(dashed-dotted line). Power-law behaviour is indicated with dashed lines. Inset:
The mean-squared displacement of the middel bead in a smaller time window, in the
absence (dashed-dotted line) and presence (full line) of active forces. All parameters
are the same as in the main graph, apart from C = 1 and τA/τR,α = 10−2.

section. Now that we know all the power law behaviours of the terms in Eq. (5.115),
we can evaluate the full range of regimes the motion of the middle bead displays.

Figure 5.15 shows the mean-squared displacement of the middle bead in an ac-
tive viscoelastic bath with α = 0.7 and various values for the persistence time τA.
First notice that we also plotted the non-active mean-squared displacement given by
Eq. (5.65) (or the �rst two terms of Eq. (5.115)) as the dashed-dotted line. It is
exactly the same curve as in Fig. 5.4 and has three regimes of subdi�usion, given
by Eq. (5.67). When the active forces are added we see in Fig. 5.15 that a whole
range of power law regimes emerge from it. After an initial regime where the active
forces did not yet take e�ect, we �nd that two 2α regimes compete with each other.
Namely Eq. (5.108) from the motion of the centre of mass and Eq. (5.118) from the
internal vibrations. The latter will dominate because its prefactor is N times larger
than the former. The bead will thus perform a superdi�usion when α > 1/2. After
this regime, when t ≈ τN,α, we �nd that the 3α/2 power law of Eq. (5.119) takes
over, if α isn't larger than 2/3 the system will fall back to subdi�usion, otherwise it
will maintain a superdi�usive motion. This regime ends around t ≈ τA, thereafter the
mean-squared displacement tends to become constant. Very recently superdi�usive
motion of chromosomal loci has indeed been observed [19]. It is not clear whether
these rapid chromosomal movements (as [19] calls it) are due to active processes or to
stress relaxation. Our results, however, quantify better the response to active forces
and could therefore help in discriminating the real origin of the observed motion.

When time grows larger than the Rouse time τR,α, the middle bead will �rst follow
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the (2α − 1) subdi�usion of the centre of mass. This regime will persist over many
orders of magnitude in time as Fig. 5.15 shows. But eventually the centre of mass's
α subdi�usion takes over. However, most of the (2α− 1) regime and the crossover to
the α exponent may not be observable for chromosomal loci since the time window
at which they appear lies well beyond the lifetime of a cell. The full sequence of the
mean-squared displacement of the middle bead in an active viscoelastic bath reads

∆2
m(t) =

6Dα

Γ(α+ 1)
tα

τ↓−−−→ 3C

Γ2(α+ 1)η2
α

t2α
τN,α−−−−→ 3CI ′α√

kπ2η3
α

t3α/2
τA−−−→ constant

τR,α−−−−→ 6τAC

(2α− 1)Γ2(α)η2
αN

t2α−1 τ↑−−−→ 6Dcm
α

Γ(α+ 1)
tα. (5.120)

For certain values of C and τA, there is a time regime (see inset of Fig. 5.15) where,
on a log-log scale, the lines of ∆2

m(t) in the presence and absence of active forces run
parallel. This scenario resembles, at least qualitatively, the experimental one, where
after ATP synthesis with sodium azide and 2-deoxyglucose, the exponent of the loci's
subdi�usion hardly changed but the di�usion coe�cient decreased [112].

5.4.2 Swelling of the polymer

Here we will discuss how the overall shape of the polymer reacts to the active compo-
nent in a viscoelastic bath. Because the active forces do not have a preferred direction,
we do not expect that the rotational symmetry of the polymer will change. What
we can expect is that the physical extend of the polymer will be in�uenced by the
active forces. A measure for this is the end-to-end vector ~P . We already calculated
in Section 5.1 that the average squared length of this vector in equilibrium is equal
to b2N . Here we will denote this average squared length of the end-to-end vector as
P2(N, t) = 〈~P 2(t)〉, where we explicitly include the N dependency which will be im-
portant later. For very long polymers we know that the end-to-end vector is de�ned
by Eq. (5.25) and from Eq. (5.50) we �nd that

P2(N, t) = 16

N−1∑
p,q=1,odd

〈 ~Xp(t) · ~Xq(t)〉. (5.121)

Then inserting the correlation of the normal coordinates in an active viscoelastic bath,
Eq. (5.112), leads to

P2(N, t) = 16

N−1∑
p=1,odd

[
3kBT

kp
+

6CN

k2
p

Aα(t; τp,α, τA)

]
. (5.122)

The �rst term is exactly the one of the equilibrium case, Eq. (5.51), it is evaluated in
the same way, yielding b2N . The second term is the active addition, we �nd

P2(N, t) = b2N + 96CN

N−1∑
p=1,odd

k−2
p Aα(t; τp,α, τA). (5.123)
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Figure 5.16: Log-log plot of the active addition to the average squared end-to-end
vector as a function of t/τR,α for a Rouse chain (N = 256, k = 3) in a viscoelastic
medium (α = 0.7, kBT = γ = 1) in the presence of active forces with C = 104 and
τA/τR,α = 10−4. Power-law behaviour is indicated with dashed lines. Inset: This
shows the same data as the main graph plus b2N , so it is the true average squared
end-to-end vector that is shown.

Investigating the de�nition of Aα(t; τp,α, τA) will quickly reveal that it is strictly
positive and increases with time. This implies that the active addition raises the value
of the average squared end-to-end vector through time. The interpretation of this is
that the length of the springs �uctuates more since they acquire extra energy from the
active forces, which will make the polymer swell from its equilibrium con�guration.
As we will soon see, this swelling is characterised by the nature of the viscoelastic
bath, i.e. the value of α. This is quite interesting since the viscoelasticity does not
have in�uence on the equilibrium shape of the polymer while it does on the swelling
due to active forces, therefore this swelling becomes a measure for the value of α.

In Fig. 5.16 we plotted the active addition to the average length of the end-to-end
vector (i.e. the second term in Eq. (5.123)) as a function of time for α = 0.7. It is clear
that this quantity shows two power law regimes, �rst with exponent 2α and second
with 3α/2. These can be understood by the approximations made in the previous
section. Since the second term in Eq. (5.123) and the fourth term in Eq. (5.115) are
very similar, we can reuse the approximations that were done on this fourth term.
In Fig. 5.16 we see that for times longer than the Rouse time, the active addition
becomes constant. Or in other words, the swelling reaches a nonequilibrium steady
state (nss) value: P2

nss(N) = P2(N, t → ∞). The sequence of the active addition to
the average length of the end-to-end vector through time is

P2(N, t)− b2N =
12C

Γ2(α+ 1)η2
α

t2α
τN,α−−−−→ 12CI ′α√

kπ2η3
α

t3α/2
τR,α−−−−→ nss. (5.124)

The inset of Fig. 5.16 shows how the original equilibrium average squared length at
t = 0 increases and saturates to the nonequilibrium steady state. This nonequilibrium
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steady state has an interesting N dependence. Notice that Aα(t→∞; τp,α, τA) only
depends on the ratio τp,α/τA, for a constant value of α. The active addition in full
for long times is

N−1∑
p=1,odd

96CN

k2
p

∫ ∞
0

dx

∫ ∞
0

dy e−|x−y|/ε xα−1yα−1Eα,α(−xα)Eα,α(−yα), (5.125)

where we took ε = τA/τp,α. This epsilon goes to zero when N →∞ (this only holds
for small p, but large p's are suppressed by k−2

p ). In this limit we can use a well
known representation of the Dirac Delta function,

δ(x) = lim
ε→0

1

2ε
exp(−|x|/ε), (5.126)

to rewrite the active addition into the following form

12CτAN
3−2/α

η
1/α
α (kπ2)2−1/α

h(α)

N−1∑
p=1,odd

p2/α−4, (5.127)

where h(α) is twice the double integral in Eq. (5.125) with the exponential replaced
by δ(x− y). This function was already introduced and discussed in Section 4.2. The
summation in Eq. (5.127) diverges when α < 2/3 and converges when α > 2/3. In
the latter case it can be written more neatly

∞∑
p=1,odd

p2/α−4 =

∞∑
p=0

(2p+ 1)2/α−4 = 22/α−4ζ(4− 2
α ,

1
2 ), (5.128)

where ζ(·, ·) is the Hurwitz zeta function (see Appendix A.4). It has a �nite value
for α > 2/3, independent of N . Therefore the active addition, Eq. (5.127), will go as
N3−2/α for α > 2/3. When α < 2/3, the summation in Eq. (5.127) does not go to a
de�nite value for increasing N but scales with it as N2/α−3. A numeric veri�cation of
this behaviour is shown in Fig. 5.17. The N3−2/α term in Eq. (5.127) will compensate
for this N dependence of the sum, leaving the active addition independent of N for
α < 2/3. For largeN , the swelling due to the active forces will therefore be neglectable
compared to the equilibrium shape (i.e. b2N). For α < 2/3, we thus state that no
considerable swelling occurs.

The nonequilibrium steady state value of the average squared length of the end-
to-end vector for large N thus shows two regimes

P2
nss(N) = b2N if α < 2/3, (5.129)

P2
nss(N) = b2N +

12CτA h(α) ζ(4− 2
α ,

1
2 )

η
1/α
α (4kπ2)2−1/α

N3−2/α if α > 2/3. (5.130)

In a viscous medium, α = 1, we have that h(1) = 1 and ζ(2, 1/2) = π2/2. We thus
�nd that when the swelling saturates, it is proportional to N

P2
nss(N) =

(
1 +

CτA
γkBT

)
b2N. (5.131)
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This result is exactly what could be expected from an extension [17] of the equipar-
tition theorem to harmonic oscillators in an active viscous medium (see Section 4.2).

Figure 5.18 shows the numeric solution of the second term in Eq. (5.123) as a
function of N for α = 1, 0.8 and 0.4. Also shown are expressions (5.130) and (5.131)
that show excellent agreement for large N . From this �gure it is clear that when
α < 2/3, the active addition does not increase with increasing N . So larger polymers
will not swell more than shorter ones, and even not much more than a thermalised
polymer in a non-active bath. When α > 2/3, we see that indeed the polymer swells
more for larger values of α while the swelling is also dependent on the length of the
polymer. This threshold at α = 2/3 is an interesting one in the context of storing
large polymers and in�uencing their e�ectiveness. The small nucleus of a cell has to
contain large chromosomes, so it is advised that its viscoelasticity is lower than 2/3.
This could be experimentally tested. On the other hand, the function of a polymer
can depend greatly on its expansion. The cell could therefore adjust the value of α to
increase or decrease the swelling of its polymers when α is larger than 2/3. All this
is of course only possible when active forces are present, in a non-active environment
all polymers of equal length swell the same amount.

5.5 Toward a more realistic model

The previous sections all used the pure Rouse model which portraits the polymer as an
ideal chain, where the only interactions are with neighbouring beads. The simplicity
of this model allowed us to perform an analytic treatment. But the Rouse model is
quite far from realistic. If we would like to investigate how a real polymer behaves
under the circumstances of the previous sections, we should introduce more realistic
� though more complicated � features. We will not, however, change the overall idea
of the Rouse model. There are models that describe the very intricate structure of a
polymer down to individual atomic interactions [113�115], this is too speci�c for our
study. The general make-up of the Rouse model, being connected beads in a heat-
bath, will not be altered. The new features will come in the form of potentials added
to the existing equation of motion, Eq. (5.52). These potentials can be subdivided
into short or long range interactions, where short range means between neighbouring
or almost-neighbouring beads and long range between beads that are well separated
along the chain. Note there that the long range interactions still work physically over
short distances, but they are called long range because they come into play when
distant parts of the chain physically meet. This induces long range correlations inside
the chain, hence the name. These monomer-monomer interactions should swell the
(thermalised) polymer at high temperatures and cause the polymer to collapse at low
temperatures (below the theta temperature) [116]. Another extension to the Rouse
model that we should mention here, although we will not use it, is the Zimm model
[117]. This model includes hydrodynamic interactions and including these would be
a natural extension to our work. More information on this can be found in [7].

When we introduce new potentials to the Rouse chain, we depart from the ideal
chain description and can call it a real chain (although this is still an overstatement).
The downside of this realism is that we can no longer �nd analytical exact solutions to
interesting (dynamical) quantities. We will have to fall back to approximate scaling
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arguments and/or simulations. Yet comparing these with the exact results of the
ideal chain can give important insights into the behaviour and inner workings of the
real chain. The results in this section remain, at the time of writing, unpublished.

5.5.1 Potentials

In order to modify the original generalised Rouse model we write Eq. (5.52) with the
total interaction potential U tot between the di�erent beads unspeci�ed

ηα cDα ~Rn(t) = −~∇U tot({~Rn}) + ~ξT,n(t), (5.132)

later we can include several potentials in U tot to made our chain more realistic. If
we want to regain the original Rouse model we choose Eqs. (5.12)-(5.14) for U tot.
Now we will discuss the four potentials we will use, three of them are short range
interactions and one is long range.

Harmonic springs

The Rouse model uses harmonic (Hookean) springs with a resting length equal to
zero. But this need not be the case, we can also assume a non-zero resting length.
Neighbouring beads are then, on average, separated. The potential to achieve this is

Uharmn =
k

2
(|~rn| − a)

2
, (5.133)

with ~rn = ~Rn − ~Rn−1. The strength of the springs is characterised by k and their
resting length by a. If k is chosen very large and a 6= 0, the bonds can be seen as
rigid rods. We take

Uharm({~Rn}) =

N−1∑
n=1

Uharmn . (5.134)

When a = 0 and U tot = Uharm we arrive back at the Rouse model. The harmonic
spring is obviously a short range interaction.

FENE springs

The harmonic springs in the Rouse model can be in�nitely extended, this is a rather
unphysical property. The covalent bonds that hold a real polymer together give it
a �nite extension, therefore we will introduce new springs that re�ect this property.
The �nite extensible nonlinear elastic (FENE) springs, introduced by K. Kremer et
al. [118], are de�ned by the following potential, where again ~rn = ~Rn − ~Rn−1

Ufenen = −kR
2
0

2
ln

[
1−

(
~rn
R0

)2
]
, (5.135)

when |~rn| ≤ R0 and Ufenen = 0, when |~rn| > R0. Here we have that k is the strength
of the springs and R0 their maximum extension. When we do a Taylor expansion
on Eq. (5.135) for |~rn|/R0 � 1, we �nd that Ufenen = Uharmn with a = 0. So for
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Figure 5.19: Plot of the harmonic spring potential Uharmn (dashed line) and the FENE
spring potential Ufenen (full line) as a function of spring extension |~rn| = |~Rn− ~Rn−1|.
Given by Eq. (5.133) and Eq. (5.135) respectively. The maximum extension of the
FENE spring is indicated by a dotted line. We used are a = 0, k = 3 and R0 = 1.

small spring excitations, they should behave like the ordinary harmonic springs of the
Rouse model. Yet when FENE springs absorb a lot of energy, they can reach their
maximum extension whereas harmonic springs can just extend in�nitely. Figure 5.19
shows this behaviour. We take

Ufene({~Rn}) =

N−1∑
n=1

Ufenen . (5.136)

This interaction has clearly a short range.

Lennard-Jones potential

The original Rouse model describes a phantom chain because all beads can pass
through each other without any energy penalty. To remedy this we can introduce
an interaction between all beads, not just neighbouring beads. A standard potential
that ful�ls this task is the Lennard-Jones potential which approximates the interaction
between a pair of neutral atoms or molecules. It combines the Pauli repulsion, which
is a quantum mechanical e�ect between identical particles, and the attractive van der
Waals forces, which are the residual attractive (or repulsive) forces between molecules
that do not originate from a covalent bond or electrostatic interaction between ions.
As the distance ~r between two molecules increases, the repulsive forces will decay
as 1/|~r |12 while the attractive forces will decay as 1/|~r |6. The full Lennard-Jones
expression between the nth and mth bead is

ULJnm = 4ε

[(
σ

|~rnm|

)12

−
(

σ

|~rnm|

)6
]
, (5.137)
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with ~rnm = ~Rn − ~Rm the vector from bead n to bead m. We have that ε is the
strength of the potential and σ characterises its range. While the attractive term
has a clear physical origin, the repulsive term has not. It is used due to its good
approximation of the Pauli repulsion and because of its computational pleasing form
(since it is the square of the sixth power of the attractive term). The Lennard-Jones
potential gives each bead a certain volume that is inaccessible to the other beads, this
volume is proportional to σ and inversely proportional to temperature. Often, the
Lennard-Jones is reduced to its purely repulsive form. Then it satis�es Eq. (5.137)
when |~rnm| ≤ rmin and it is equal to zero when |~rnm| > rmin, where rmin = 21/6σ is
the location of the minimum of the potential, ULJn (rmin) = −ε. The purely repulsive
Lennard-Jones potential is used to reduce the computation time because the potential
will only in�uence beads that are close by. Also when temperatures are high, the
attractive term will be overshadowed by the kinetic motion, leaving it irrelevant. The
Lennard-Jones potential and its purely repulsive alternative are shown in Fig. (5.20).
We take

ULJ({~Rn}) =

N−1∑
n=0

N−1∑
m>n

ULJnm. (5.138)

Notice that the second summation avoids counting each pair twice and also excludes
a possible self-interaction. Because any bead can interact with any other bead, no
matter how far apart they are in the chain, this interaction is obviously long range.

Bending rigidity

As was mentioned before, the Rouse model is an example of a completely �exible chain,
meaning that the orientation of the springs is totally uncorrelated. Yet real polymers
have a sti�ness to them, on small length scales they maintain their orientation. Some
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Figure 5.21: Schematic representation of the bond angle θn = cos−1(r̂n · r̂n+1).

polymers, such as microtubules, even resist bending on very long length scales, making
them quite straight and rigid. If we de�ne the following unit vector r̂n = ~rn/|~rn|, then
the potential that gives rise to bending rigidity is

U bendn = −κ(r̂n · r̂n+1) = −κ cos(θn), (5.139)

where κ is the strength of the potential and θn the angle between bond ~rn and bond
~rn+1. Figure 5.21 clari�es how θn is de�ned. If κ is large, the chain will be very sti�
and therefore almost straight. Subsequently the angles between bonds will be small,
therefore the potential is often approximated by U bendn ≈ κ θ2

n/2 when κ is large. We
take

U bend({~Rn}) =

N−2∑
n=1

U bendn . (5.140)

Due to the bending rigidity potential a bead is in�uenced by its two nearest neighbours
on both sides, it is therefore a short range interaction.

5.5.2 Dragging a real chain

Here we will consider the problem of Section 5.3 � where we applied a constant force on
the �rst bead � but with a more realistic chain. We will replace the harmonic springs
with FENE springs and add self-avoidance through the Lennard-Jones potential. The
motion of the beads will be governed by

ηα cDα ~Rn(t) = −~∇U tot({~Rn}) + ~ξT,n(t) + ~fn(t), (5.141)

with

U tot = Ufene + ULJ . (5.142)

Two important properties of this real chain need to be addressed. First, due to
the FENE springs, the chain has a maximum length. This is obviously equal to
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LM = (N − 1)R0. Second, because it is a self-avoiding chain, the volume a bead
occupies is not accessible to the rest of the chain causing excluded volume e�ects to
arise that swell the polymer. The end-to-end vector ~P , Eq. (5.23), is the quantity we
use to determine the physical extend of the polymer. For a phantom chain we found,
Eq. (5.51), that in equilibrium (irrespective of the value of α) we have P2 = 〈~P 2〉 =
b2N . But since a self-avoiding chain should swell, this relation can not hold for such
a chain. More generally we state

P2 ' b2N2ν , (5.143)

with ν the Flory exponent that characterises the fractality of the equilibrium polymer
coil. For a phantom chain (or random walk) in any dimension we have ν = 1/2. For a
self-avoiding chain in a good solvent we have ν ' 3/(d+ 2), where d is the dimension.
So since we work in three dimensions, our chain has ν ≈ 3/5 (numerical analysis
suggests a more accurate value: ν = 0.588 . . . ).

The quantity we will investigate is the average thermalised length (the average
length is de�ned by Eq. (5.77)) due to the constant force f . In other words, we study
L∗ = L(t→∞). Because the viscoelasticity of the solvent, or in other words the value
of α, does not in�uence equilibrated quantities we will take α = 1 in (5.141). This will
make the numeric calculations much easier. We solved Eq. (5.141) using a standard
technique for numerically integrating an ordinary Langevin equation (see [69] for more
details). To determine if the simulation performed properly we simulated the length
as a function of time for the original Rouse chain, so U tot = Uharm with a = 0. The
result should conform with the exact solution Eq. (5.78) with α = 1. Of course, this
output will be di�erent if α 6= 1 but we did not execute such a simulation. It is clear
from Fig. 5.22 that the simulation performs very well, since the simulated data lies
perfectly on top of the analytic result for almost every time-scale. Also shown in this
�gure is the same transient average length but for the real chain. It lies above that
of the ideal chain but its dynamics is also proportional to t1/2, as was predicted in
[13] and [14] using scaling arguments. The real chain reaches its equilibrium state
around the same time as the ideal chain, i.e. t ≈ τR. For this particular value of the
dragging force, f = 2, the equilibrium state of the length is higher than that of the
Rouse chain, which is a characteristic we will discuss below.

Before we go into the discussion of the average thermalised length of the real chain,
we should argue that there are di�erent force regimes. When the force is very weak
it will not disturb the equilibrium conformation of the polymer. The upper limit for
this weak force can be found by relating the largest length scale of the polymer with
the thermal energy kBT . The largest length scale is surely the length of the average
end-to-end vector, we have P ∼ Nν . Therefore the upper limit for the weak forces
is fw ∼ kBT/N

ν . Very strong forces, on the other hand, will stretch the polymer
almost to its full extend. To �nd the threshold for these strong forces we relate the
thermal energy with the smallest length scale of the system. For this length we take
the average distance b between two beads in an ideal chain. We therefore �nd that
the regime of the strong forces starts at fs ∼ kBT/b. We have thus three force scales:
weak forces f < fw, intermediate forces fw < f < fs and strong forces f > fs.

Now we turn to the discussion of the equilibrium length L∗ as a function of the
dragging force f . In the case of the ideal chain, the relation is simple and linear.
From Eq. (5.79) we have L∗ = (N/2k)f . Figure 5.23 shows the simulated results
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for a chain with N = 128. From this it is clear that, for the ideal chain, simulation
and analytic results perfectly agree over several force regimes. Concerning these force
regimes: for a real chain (with kBT = b = 1, N = 128 and ν ≈ 3/5) the upper limit
of the weak forces lies approximately at fw ≈ 0.05 while the threshold for the strong
forces is fs ≈ 1. So the data of a real chain in Fig. 5.23 starts in the intermediate force
regime (lower forces are of little interest since they will not deform the equilibrium
conformation of the polymer). For intermediate forces, Sakaue derived an approximate
expression for the length-force relation [14]. It reads

L∗ ' bN
(

bf

kBT

)(1−ν)/ν

. (5.144)

For self-avoiding chains in three dimensions we had ν ≈ 3/5. Therefore we should �nd
that, in the intermediate force regime, the equilibrium length should go as L∗ ∼ f2/3.
This is indeed what the simulations yield for f < fs = 1, see Fig. 5.23. For strong
forces the average equilibrium length should eventually reach the maximum length
LM when all the FENE springs adopt their ultimate extension. From our simulation
data we �nd that the climb to this maximum length goes as L∗ ∼ f1/3. We do
not have a satisfying explanation for this exponent. We do, however, know that this
regime is characterised by a �stem-�ower� shape rather than a trumpet shape of the
polymer, see [104]. A stem-�ower con�guration is rod-like (stem) close to the pulled
monomer. At the end of the rod-like structure is an elongated �uctuating coil (�ower).

Notice that over the full force range, the equilibrium length of the ideal and real
chain di�er (except at one particular crossing point). For intermediate forces we �nd
that the real chain is more swollen than the ideal chain (as is the case in the non-
dragging case). While for large forces, the length of the real chain is limited by its
�nite extensibility, yielding a shorter equilibrium length than the ideal chain. This
shows that adding more realistic features to the model will drastically change the
properties of the chain and hopefully better mimic a real polymer.

5.5.3 Semi-�exible polymer in an active viscoelastic bath

In Section 5.4 we investigated how a Rouse chain in a viscoelastic bath reacts to
the presence of active forces. Two important results were achieved, namely that the
monomers performed both sub- and superdi�usion, and that the polymer swells due
to these active forces. But real polymers are not nearly as �exible as a Rouse chain,
over short length scales they resist bending and appear to be sti�. This characteristic
could very well in�uence the results of Section 5.4. The orientation of individual
springs in the Rouse chain is completely uncorrelated with the other springs. This
we would like to change and make the orientation dependent on the local collective
orientation. To do so we introduce the following potentials

U tot = Uharm + U bend, (5.145)

with k � 1 and a 6= 0. In doing so, the bonds (of length a) between the beads
become practically incompressible/inextensible and the only important feature will
be the bending rigidity. Notice that we did not include the self-avoidance potential.
The chain can therefore not be regarded as a real chain, it is still an ideal one. Chains
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Figure 5.24: Illustration of how thermal �uctuations determine the global orientation
of a chain on di�erent length scales l compared to the persistence length lp. We have:
l� lp → �exible, l ∼ lp → semi-�exible and l� lp → rigid.

with these characteristic can however be classi�ed as worm-like chains (or Kratky-
Porod chains) [119]. A special case of semi-�exible chains is when κ = 0, then there is
no energy cost in bending the chain. Such a chain is called a freely-jointed chain (see
Section 5.1) because we have sti�, rod-like, springs whose orientation is uncorrelated.

An important quantity to describe the �exibility of a polymer is the persistence
length lp. It is the length scale on which the polymer forgets its original orientation
due to thermal �uctuations. When we consider segments of the polymer (of length l)
that are much larger than the persistence length, l � lp, they can be considered as
�exible, in the sense of the Rouse chain. On the other hand, when the length of the
segment is shorter than the persistence length, l� lp, the segment will maintain one
direction. This we call a rigid rod. The intermediate case where l ∼ lp is called semi-
�exible, their orientation is overall consistent but undergoes some minor deviations
due to thermal agitations. In Fig. (5.24) these three length scales are clari�ed. A
good everyday example to illustrate the persistence length is spaghetti. Uncooked,
spaghetti has a very long persistence length, lp ≈ 1018m, i.e. it is very hard to
bend. As a fun fact: one would need a dry spaghetti with a length comparable to the
diameter of our Milky Way galaxy to consider it a �exible object at room temperature
(by which we mean that thermal �uctuations are able to bend it). A cooked spaghetti,
on the other hand, has a very short persistence length of a few centimetres, which we
clearly recognize by its curled-up shape when immersed in water. A more biologically
relevant example is DNA with lp ≈ 35 nm [120]. Microtubules are one of the sti�est
polymers, with a persistence length of lp ≈ 0.24 mm [121]. Before we go into the
simulation results of a semi-�exible chain in an active viscoelastic bath, we �rst discuss
brie�y the equilibrium properties of a semi-�exible worm-like chain.
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Equilibrium properties of a semi-�exible chain

Just as for the (�exible) Rouse model, we can calculate some interesting properties of
a thermalised semi-�exible chain. Here we will assume that the bonds have a constant
length a (or |~rn| = a) and the energy stored in a bended joint is given by U bendn . First,
we would like to �nd an expression for the persistence length since it is a de�ning
quantity for a worm-like chain. The persistence length is de�ned as the characteristic
length scale over which the correlation in the orientation of the bonds decays along
the chain. We will soon show that this decay is exponential, we thus have

〈r̂n · r̂n+m〉 = e−a|m|/lp . (5.146)

We should now work out the average correlation on the left-hand side of this relation.
Luckily, this calculation was already performed in 1963 in a completely di�erent �eld.
In his paper on "Magnetism in one-dimensional systems - the Heisenberg model for
in�nite spin" [122], Michael E. Fisher calculated, among other things, the average
correlation in a linear chain of spins that can orient themselves in three dimensions.
The interaction between the spins (which, for us, represent the unit bond vectors r̂n)
was the nearest-neighbour isotropic Heisenberg coupling, which happens to have the
exact same form as our bending rigidity potential U bend. Using our notation, he found

〈r̂n · r̂n+m〉 =

[
coth

(
κ

kBT

)
− kBT

κ

]|m|
, (5.147)

equating this with Eq. (5.146) one �nds

lp = −a ln−1

[
coth

(
κ

kBT

)
− kBT

κ

]
≈ aκ

kBT
, (5.148)

where the approximation is correct when κ� kBT . When κ is much larger than kBT ,
then there is not enough thermal energy to signi�cantly bend the chain. The angle
θn between two bonds will therefore be quite small, remember cos(θn) = r̂n · r̂n+1.
We can therefore do the following expansions (for small θn due to large κ)

〈cos(θn)〉 = 1− 1

2
〈θ2
n〉+O(〈θ4

n〉), (5.149)

e−a/lp = 1− a

lp
+O((a/lp)

2). (5.150)

We therefore �nd (approximately) that 〈θ2
n〉 = 2kBT/κ. From symmetry consider-

ations we also have that 〈θn〉 = 0. Next, we calculate the average of the squared
end-to-end distance P2 = 〈~P 2〉, we have

P2 = 〈
N−1∑
n=1

~rn ·
N−1∑
m=1

~rm〉 = a2
N−1∑
n=1

N−1∑
m=1

e−a|n−m|/lp , (5.151)

remember that for this discussion we took |~rn| = a, therefore ~rn = ar̂n. For long
chains (a ≪ N) we can replace the summation with an integral, we should take
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a→ dx and an→ x. Then the integration boundaries are from zero to a(N − 1), this
last value is the contour length of the chain LM ≈ aN . We get

P2 =

∫ LM

0

dx

∫ LM

0

dy e−|x−y|/lp . (5.152)

Working out this integral is rather elementary [123], the �nal result is

P2 = 2lp LM − 2l2p

[
1− exp

(
−LM
lp

)]
. (5.153)

When the total length of the chain greatly exceeds the persistence length LM � lp,
we should �nd that the end-to-end distance behaves like that of a �exible chain.
Indeed if we approximate Eq. (5.153) accordingly we get P2 ≈ 2lp LM . This complies
with a �exible chain for which we have, using Eq. (5.51) and the fact1 that LM = bN ,
P2 = b LM . We therefore �nd that the Kuhn length is two times the persistence length
b = 2lp, which �ts with its de�nition as the length scale over which the orientation of
the chain loses its correlation. When the total length of the chain is much shorter than
the persistence length LM � lp, we �nd that the leading term of the approximation
is P2 ≈ L2

M . This is exactly what was to be expected from a rigid rod.
When simulating a worm-like chain, it is often important that the initial con�gu-

ration of the chain is one that is drawn from an equilibrium distribution. It is possible
to construct such a thermalised chain using its main (equilibrium) characteristics. In
Appendix D we show the construction protocol and check that the obtained chain in-
deed possesses the equilibrium properties discussed above. To simulate the evolution
of the polymer in an active viscoelastic bath we use the algorithm revealed in Chapter
3. This algorithm can deal with fractional di�erential equations and non-white noise.

Testing the algorithm

Before we go into the simulation results of the semi-�exible chain in an active vis-
coelastic bath, we must verify that the algorithm performs well by comparing simu-
lations of an ordinary Rouse chain with the analytic results of Section 5.4. Figures
5.25 and 5.26 show the simulation results for the di�usion of the centre of mass and
the middle bead respectively. The initial con�guration of the chain was drawn from
an equilibrium distribution. The analytic curves in these �gures are the exact same
as in Figs. 5.13 and 5.15. It is immediately clear that the results are in complete
agreement with the theory, both for active and non-active baths. A downside to the
algorithm is that it can not simulate a large amount of time-steps in a reasonable
amount of time due to the ever increasing history that needs to be convoluted with
all previous results to calculate the next time-step. This, combined with the need for
a small time-step, restricts the maximum time which we can reach (in a reasonable
computation time). That is the reason why the �gures only compare the analytic
results with the simulated data for early times, later times are out of our reach. Both
�gures have an inset that shows which part of the original (analytic) plot is shown in
the main �gure.

1The Rouse chain, of course, does not have a maximum length. We interpret LM here as the
average contour length, i.e. approximately N springs with an average length b.
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Figure 5.25: Log-log plot of the squared distance travelled by the centre of mass as
a function of t/τR,α for a Rouse chain (N = 256, k = 3) in a viscoelastic medium
(α = 0.7, kBT = γ = 1) in the presence of active forces with C = 102 and τA/τR,α =
10−2, 10−3, 10−4 (full lines, top to bottom) compared to that without active forces
(dashed-dotted line). Also shown, in coloured dots, are the simulated data (total
number of time steps: 104, ∆t = 10−5, 10−2 and averaged over 102 histories) with
green being the non-active bath and orange the active bath (τA/τR,α = 10−4). Inset:
a copy of Fig. 5.13 with an indication of the region that the main graph displays.
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Figure 5.26: Log-log plot of the squared distance travelled by the middle bead as
a function of t/τR,α for a Rouse chain (N = 256, k = 3) in a viscoelastic medium
(α = 0.7, kBT = γ = 1) in the presence of active forces with C = 104 and τA/τR,α =
10−2, 10−3, 10−4 (full lines, top to bottom) compared to that without active forces
(dashed-dotted line). Also shown, in coloured dots, are the simulated data (total
number of time steps: 104, ∆t = 10−8, 10−5, 10−2 and averaged over 102 histories)
with green being the non-active bath and orange the active bath (τA/τR,α = 10−4).
Inset: a copy of Fig. 5.15 with an indication of the region that the main graph displays.
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Simulation results

These simulations were performed starting with an equilibrated chain (as described
in Appendix D). The values for k and κ were chosen as large as the accuracy of the
simulation allowed. A large value for the spring constant k will make sure that the
bonds do not deviate much from their resting length a. The length of the chains
in the simulations is much shorter than we previously used, the reason for this is
twofold: �rst because long chains take much more computation time to simulate
and second because the length of the chain should not greatly exceed the persistence
length otherwise the chain can again be considered �exible. Before we show the actual
results, we will reveal a possible theory that can explain our �ndings.

An approximate theory can be produced if we assume the springs to be completely
rigid, i.e. |~rn| = a. The only potential energy that can be stored in the chain is
in the bending of the chain. The total potential energy is thus U tot = U bend =
−κ
∑N−2
n=1 r̂n · r̂n+1. Because adding a constant to the potential will not change the

resulting force we can also write the total potential energy as

U tot = κ

N−2∑
n=1

(1− r̂n · r̂n+1) =
κ

2a2

N−2∑
n=1

(
2~Rn − ~Rn−1 − ~Rn+1

)2

, (5.154)

where we used r̂n = (~Rn− ~Rn−1)/a. To �nd the dynamics of a bead in a semi-�exible
chain in an active viscoelastic bath we substitute this energy into Eq. (5.132) and add
active noise. After some elementary calculations one �nds

ηα cDα ~Rn(t) =− κ

a2

(
6~Rn(t)− 4~Rn−1(t)− 4~Rn+1(t) + ~Rn−2(t) + ~Rn+2(t)

)
+ ~ξT,n(t) + ~ξA,n(t). (5.155)

It is important to note here that this equation does not fully portrait the dynamics
of a bead in a semi-�exible chain with rigid springs. That is because it contains no
information of the fact that the beads should, at all times, be at a distance a from
each other. It is common to enforce this constraint through the use of a Lagrange
multiplier1 which gives rise to an extra term in the energy. We will not go into this
more di�cult model and use Eq. (5.155) as an approximation to the exact dynamics.
From the above (linear) expression it is easy to �nd the equation of motion of the
normal coordinates. Following very analogous steps as in Section 5.1.2, we arrive at

ηα cDα ~Xp(t) = −
k′p
2N

~Xp(t) + ~ξT,p(t) + ~ξA,p(t). (5.156)

The two normal noise terms are de�ned as before, but k′p is de�ned di�erently

k′p =
32κN

a2
sin4

( πp
2N

)
≈ 2κπ4p4

a2N3
. (5.157)

It is now proportional to p4 and will yield di�erent characteristic times. These are
again de�ned as τ ′p,α = (2ηαN/k

′
p)

1/α. The vibrations of di�erent parts of the chain

1The method of Lagrange multipliers is an optimisation technique that can be used to determine
the extrema of a multivariate function subject to a speci�c constraint. For more information on this
technique see [124].
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Figure 5.27: Log-log plot of the squared distance travelled by the centre of mass as
a function of t/τ ′R,α for a semi-�exible chain (N = 64, k = 100, κ = 100, a = 2)
in a viscoelastic medium (α = 0.7, kBT = γ = 1) with active forces (C = 102,
τA/τ

′
R,α = 10−2) and without active forces. Also shown, in coloured dots, is the

simulated data with green being the non-active bath and orange the active bath
(total number of time steps: 104, ∆t = 10−7, 10−4 and averaged over 103 histories).

are thus di�erent from those of a Rouse chain due to the sti�ness of the worm-like
chain. The generalised �Rouse� time for a semi-�exible chain is

τ ′R,α =

(
ηαa

2N4

κπ4

)1/α

. (5.158)

Because Eq. (5.156) has exactly the same form as the one in the case of the �exible
Rouse chain, Eq. (5.101), it allows us to recycle all results form Section 5.4 provided
we use the characteristic times τ ′p,α of the semi-�exible chain, instead of τp,α.

The �rst quantity we will discuss is the mean-squared displacement of the centre of
mass, it is given by Eq. (5.107). This expression is clearly not dependent on τp,α and
therefore the centre of mass of a semi-�exible chain should di�use exactly like that of
a Rouse chain. This is not surprising since the collective motion of a chain should not
be in�uenced by simple internal interactions. Figure 5.27 shows the simulation results
together with Eq. (5.107). It is clear that for both the active and the non-active baths
the centre of mass of the semi-�exible chain follows the predicted behaviour.

Next we investigate the mean-squared displacement of the middle bead. We will
�rst do this for a non-active bath, where the di�usion is governed by Eq. (5.65). The
�rst term is not dependent on τp,α and will therefore behave exactly the same for a
semi-�exible chain as for a Rouse chain. The second term however does depend on the
characteristic times and will thus yield di�erent dynamics when we use τ ′p,α instead
of τp,α. The approximation for very short times, t � τ ′N,α, can be done in the same
manner as for Eq. (5.65) and will yield the same result ∆2

m(t) = (6kBT/γαGα)tα. So
for these very early times the bead does not yet feel the in�uence of its fellow beads
and will di�use as a free particle, as was the case for the Rouse chain. For somewhat
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Figure 5.28: Log-log plot of the squared distance travelled by the middle bead as a
function of t/τ ′R,α for a semi-�exible chain (N = 64, k = 100, κ = 100, a = 2) in a
viscoelastic medium (α = 0.6, 0.7, 0.8 and 1, kBT = γ = 1) without active forces
(full lines). Also shown, in coloured dots, is the simulated data (total number of time
steps: 104, ∆t = 10−7, 10−3 and averaged over 103 histories). The time regimes are
indicated.

longer times, t� τ ′R,α, we can approximate the summation by an integral. With very
similar reasoning as for Eq. (5.66), we �nd

6kBT

γ

∫ ∞
0

dx
γa2

κπ4x4

[
1− Eα,1

(
− κπ4 tα

ηαa2
x4
)]

=
6kBTa

1/2I ′′α

η
3/4
α κ1/4π

t3α/4, (5.159)

with I ′′α =
∫∞

0
dxx−4(1− Eα,1(−x4)) which only depends on α. This approximation

makes it clear that the mean-squared displacement goes as: ∆2
m(t) ∼ t3α/4, which

is always subdi�usive and faster than in the case of the Rouse chain with the same
α. Since the �rst term of Eq. (5.65) remains unchanged for a semi-�exible chain, the
long time behaviour also doesn't change. We therefore �nd the following sequence of
approximate regimes of ∆2

m for a semi-�exible chain

∆2
m(t) =

6Dα

Γ(α+ 1)
tα

τ ′N,α−−−−→ 6kBTa
1/2I ′′α

η
3/4
α κ1/4π

t3α/4
τ ′R,α−−−−→ 6Dcm

α

Γ(α+ 1)
tα. (5.160)

Remember that this analytic model for the semi-�exible chain is by no means com-
plete, deviations from it are expected. In Fig. 5.28 the early time mean-squared
displacement of the middle bead is plotted for α = 0.6, 0.7, 0.8 and 1. The analytic
curves are given by Eq. (5.65) with τp,α substituted by τ ′p,α. The tα and t3α/4 be-
haviour is indicated. Also shown in this �gure are the simulation results, for early
times they agree well with the analytic solutions. After an initial agreement with the
t3α/4 regime, the simulation appears to slightly deviate from it. As mentioned earlier,
our simulations can not reach long times. It was therefore not possible to investigate
whether the semi-�exible chain would follow the predicted behaviour for all times.
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Figure 5.29: Log-log plot of the squared distance travelled by the middle bead as
a function of t/τ ′R,α for a semi-�exible chain (N = 64, k = 100, κ = 100, a = 2)
in a viscoelastic medium (α = 0.8, kBT = γ = 1) with active forces (C = 103,
τA/τ

′
R,α = 10−3) and without active forces. Also shown, in coloured dots, is the

simulated data with green being the non-active bath and orange the active bath (total
number of time steps: 104, ∆t = 10−7, 10−3 and averaged over 5 · 102 histories). The
time regimes are indicated.

Now we will look at the mean-squared displacement of the middle bead when
active forces are present. Again, if we substitute τ ′p,α into Eq. (5.115), we �nd the
predicted behaviour. The �rst and third terms are not a�ected by this change. We
already discussed above how the second term is altered. It yields a tα behaviour for
very early times and a t3α/4 behaviour for times thereafter. The approximation of the
fourth term will yield the same t2α behaviour for very early times (see Eq. (5.118)).
But performing the integration for longer times, i.e. Eq. (5.119), with τ ′p,α will yield
a time dependence of t7α/4. The reason why we discuss this behaviour so brie�y is
because, as Fig. 5.29 shows, the simulated results deviate quite strongly from the
analytic model. The model shows its shortcomings when active forces are present.
For early times we do �nd the tα behaviour, but for longer times the predicted t7α/4

regime is abandoned in favour of a t3α/2 regime. Whether this 3α/2 exponent stems
from the di�usion of the middle bead in a Rouse chain, Eq. (5.119) , is not clear.
Again, the long-time di�usion was out of our simulation reach.

The most important conclusion from these results is that it is crucial to know the
�exibility of a polymer when performing experiments with it. That is because, as we
have seen, semi-�exible polymers can exhibit di�erent anomalous di�usion than �ex-
ible polymers, in active and non-active bath alike. In other words, when determining
the viscoelasticity (i.e. the value of α) of the cytosol by rheological measurements, one
should use the correct exponent of time that corresponds to the polymer's �exibility.

We will brie�y discuss how the end-to-end distance of a semi-�exible chain (in a vis-
coelastic bath) is in�uenced by active forces. We saw that, for a �exible Rouse chain,
the average squared end-to-end distance P2 always increased in an active viscoelastic
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bath, e�ectively swelling the polymer. We will soon see that, for a semi-�exible chain,
not only swelling but also shrinking can occur. Figure 5.30 shows some simulation
results for di�erent lengths of the chain and for di�erent characteristics of the active
forces. All simulations were done in a viscoelastic bath with α = 0.8. From these
�gures it is clear that the end-to-end distance has a rich variety of responses to the
active forces. Our research on this subject was, at the time of writing, still in its
infancy. We can therefore not give it a full and quantitative treatment here, but
some general observations can be made. First, notice that for all lengths a non-active
simulation was performed. This should of course stay (on average) constant at all
time and comply with Eq. (5.153). This behaviour is clearly met and gives a good
comparison for the results of the active bath (since all polymers started from an equi-
librium con�guration). A second observation is that the initial response to the active
forces is always a shrinking of the polymer. This shrinking can be explained by the
fact that the active forces provide enough energy to bend the polymer more strongly
than the thermal forces could. Due to these larger kinks, the chain will be more
compact. After this initial response we observe a large variety of di�erent behaviours,
no clear qualitative trend reveals itself from these preliminary simulations. Many
polymers keep shrinking, others start swelling and some appear to �nd a steady state
(which can be both above or below the value of a non-active bath). The nature of
these responses can vary strongly between the values of N , C and τA. More research
should be done to better understand the behaviour of the end-to-end distance of a
semi-�exible chain in an active viscoelastic bath. Mainly simulations that go further
in time are essential, in order to reach the steady state for all investigated polymers.
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Figure 5.30: Lin-log plots of the simulated data of the squared end-to-end distance
as a function of t/τ ′R,α for a semi-�exible chain (N = 16, 32, 64, k = 100, κ = 100,
a = 2) in a viscoelastic medium (α = 0.8, kBT = γ = 1) with active forces (where
it is not indicated we have C = 103 and τA/τ ′R,α = 10−3) and without active forces.
Also shown is the analytic equilibrium value in a non-active bath (dashed line). (The
total number of time steps: 104, ∆t = 10−3 and averaged over 103 histories). Inset:
Shows the same red data points as the main graph but over a longer P2 range.



6 |Generalised Langevin Equation:

Middle Bead

Never mistake motion for action.

Ernest Hemingway

The procedure to obtain a generalised Langevin equation involves the projection of
many fast moving degrees-of-freedom of an ensemble (or bath) onto just a few slow
moving, which we call the system. By doing so one acquires the reduced dynamics of
the system. Generally speaking the projection introduces three terms in the equation
of motion of the system: an e�ective potential, a non-Markovian friction force and
a non-white e�ective noise. The latter two are governed by a memory kernel, which
connects them through the �uctuation-dissipation relation (see Section 2.3 for a more
rigorous explanation on the projection of fast degrees-of-freedom). Here we will try to
�nd the generalised Langevin equation of the middle bead in a chain of beads that are
interconnected by harmonic springs (i.e. the middle bead of a Rouse chain). The chain
is also surrounded by a heat-bath. Later we will also introduce some driving agent and
see how the generalised Langevin equation deals with nonequilibrium circumstances.
As a warning, this chapter is a technical one. Mainly focussed on the procedure of how
a generalised Langevin equation is constructed. The �rst three sections, and part of
the fourth, are partly based on works by W. Briels [125], D. Panja [126] and T. Sakaue
[127]. We provide a detailed revision of their calculations. Section 6.4, however, deals
with nonequilibrium situations and is original work by the author, published in [128].

6.1 System plus bead-bath

While for many models the projection process can be quite di�cult, in the case of
the Rouse model it only involves eliminating variables from a set of linear di�erential
equations. In this section we will perform this elimination process.

To construct a generalised Langevin equation of the middle bead, also referred to
as the system, we need to integrate out all degrees-of-freedom of the other beads that
are not of interest. These beads we will refer to as the bead-bath. Suppose the chain
has length N = 2M+1, then the middle bead is on both sides connected to a chain of

137
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length M . The coordinates of the middle bead are ~r = ~RM+1 while the coordinates
that need to be projected on ~r are R = {~R1, ~R2, . . . , ~RM , ~RM+2, . . . , ~R2M , ~RN}. No-
tice that the bead-labelling here di�ers from that of the previous chapter, where the
�rst bead was labelled as zero. This is just a matter of notation and bene�cial to the
calculations that lie ahead. As is usual with a Rouse chain we introduce two ghost
beads to take care of the boundary conditions: ~R0 = ~R1 and ~RN+1 = ~RN . To de-
scribe this system we need to write down the total potential energy that arises from
the harmonic springs (which have spring constant k) between neighbouring beads.
Between bead i and bead i + 1, this potential is given by k(~Ri+1 − ~Ri)

2/2. To �nd
the total potential energy we sum over all (N − 1) springs, we �nd

U(~r,R) =
k

2

(
~r − ~RM

)2

+
k

2

(
~RM+2 − ~r

)2

+
k

2

[
M−1∑
i=1

(
~Ri+1 − ~Ri

)2

+

N−1∑
i=M+2

(
~Ri+1 − ~Ri

)2
]
. (6.1)

This expression can be rewritten to identify three components in the total potential
energy. One term only involves the system coordinate ~r which we will call V (~r),
another term describes the coupling between the system and the bead-bath Ubs(~r,R)
and yet another term gives the interaction between the bead-bath particles Ubb(R).
So we can write the total potential energy as follows

U(~r,R) = V (~r) + Ubs(~r,R) + Ubb(R), (6.2)

with

V (~r) = k~r 2, (6.3)

Ubs(~r,R) = −k~r
(
~RM + ~RM+2

)
, (6.4)

Ubb(R) =
k

2

[
~R2
M + ~R2

M+2 +

M−1∑
i=1

(
~Ri+1 − ~Ri

)2

+

N−1∑
i=M+2

(
~Ri+1 − ~Ri

)2
]
. (6.5)

6.1.1 Eigenvectors of the bath-bath coupling

From the (bead) bath-bath coupling Eq. (6.5) we can de�ne two coupling-matrices,
one for the left chain and one for the right. ĤL and ĤR, respectively. These are
M ×M matrices and they are de�ned as follows

ĤL =



1 −1 0 0 · · · 0 0 0 0 0
−1 2 −1 0 · · · 0 0 0 0 0
0 −1 2 −1 · · · 0 0 0 0 0
...

...
...

...
...

...
...

...
...

0 0 0 0 · · · 0 −1 2 −1 0
0 0 0 0 · · · 0 0 −1 2 −1
0 0 0 0 · · · 0 0 0 −1 2


, (6.6)
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ĤR =



2 −1 0 0 · · · 0 0 0 0 0
−1 2 −1 0 · · · 0 0 0 0 0
0 −1 2 −1 · · · 0 0 0 0 0
...

...
...

...
...

...
...

...
...

0 0 0 0 · · · 0 −1 2 −1 0
0 0 0 0 · · · 0 0 −1 2 −1
0 0 0 0 · · · 0 0 0 −1 1


. (6.7)

We also de�ne the vector-of-vectors

RL =
(
~R1, ~R2, . . . , ~RM

)
and RR =

(
~RM+2, ~RM+3, . . . , ~RN

)
, (6.8)

that hold the bead-bath coordinates of the left and right chains. With these vectors
and matrices we can rewrite the bath-bath coupling as

Ubb(R) =
k

2

[
RLĤLRLT + RRĤRRRT

]
, (6.9)

where the superscript T stand for the transpose of the vector. We will now proceed by
calculating the eigenvalues and eigenvectors of the Ĥ-matrices (ĤL and ĤR). Finding
these will greatly simplify the expression of Ubb(R). Notice that the Ĥ-matrices are
hermitian (Ĥ = Ĥ†) and therefore also normal (ĤĤ† = Ĥ†Ĥ). This implies that Ĥ
is diagonalisable by a unitary matrix Û , meaning that there exists a diagonal matrix
D̂ which is given by D̂ = Û−1ĤÛ . Because Ĥ is a normal matrix, its eigenvectors
are an orthonormal set that span the entire space, i.e. they form a complete basis.
The columns of Û are in fact theM eigenvectors of Ĥ, while itsM eigenvalues λi can
be found on the diagonal of D̂. We can thus write Û = [~U1

~U2 . . . ~UM ] and Dii = λi
for i = 1, 2, . . . ,M . Furthermore, we de�ne the normal coordinates as the vector-
of-vectors X = RÛ , which is a linear transformation of the natural coordinates ~Rn
toward the basis of the eigenvectors of Ĥ. In full we have XL = ( ~XL

1 ,
~XL

2 , . . . ,
~XL
M )

and XR = ( ~XR
1 ,

~XR
2 , . . . ,

~XR
M ). Using Û Û−1 = Î and Û−1 = ÛT , we can write

Eq. (6.9) as

Ubb(R) =
k

2

[
RLÛLD̂LÛL

−1

RLT + RRÛRD̂RÛR
−1

RRT
]

(6.10)

=
k

2

[
XLD̂LXLT + XRD̂RXRT

]
(6.11)

=
k

2

M∑
i=1

[
λLi ~X

L2

i + λRi ~X
R2

i

]
. (6.12)

Now we will proceed to �nd the eigenvectors and eigenvalues of ĤL and ĤR. Because
the calculation for both the left and right eigenvectors is completely analogue, we will
only focus on calculating the left chain. The solutions of the right are given in the
end. We also agree on some indices notation, an eigenvector is labelled by p, while a
component of an eigenvector is labelled by q. Thus ULp,q is the q-th component of the
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p-th left eigenvector with eigenvalue λLp . Solving the matrix equation ÛLD̂L = ĤLÛL

gives the following set of equations
ULp,1 − ULp,2 = λLp U

L
p,1

−ULp,q−1 + 2ULp,q − ULp,q+1 = λLp U
L
p,q for q = 2, 3, . . . ,M − 1

−ULp,M−1 + 2ULp,M = λLp U
L
p,M

(6.13)

We can reduce these three di�erent types of equations into one. First remember that
at the start of this section we introduced two ghost beads, in particular ~R0 = ~R1.
Because ULp,q de�nes a linear transformation of ~Rn, we have that ULp,0 = ULp,1. Also,
since we can approach this problem from the rest frame of the middle bead, we are
free to take ~RM+1 = 0. Again due to its linear nature we have ULp,M+1 = 0. Using
these constraints we can write a single formula for all the components of the pth left
eigenvector

ULp,q−1 + ULp,q+1 = (2− λLp )ULp,q. (6.14)

As a solution for this equation we propose the following form

ULp,q = A cos(aq + b). (6.15)

The ghost bead imposes the equation cos(b) = cos(a + b). This has the solution
a = 0, which is not desirable. Another solution is b = −a/2, which we will use. From
ULp,M+1 = 0 we get cos(a(M + 1) − a/2) = 0. This is satis�ed if a(M + 1) − a/2 =
(p− 1/2)π or a = (2p− 1)π/N with p = 1, 2, . . . ,M . The eigenvectors are therefore

ULp,q = A cos

(
2p− 1

N

(
q − 1

2

)
π

)
. (6.16)

To �nd the eigenvalues we plug this equation into Eq. (6.14). Using cos(x)+ cos(y) =
2 cos((x− y)/2) cos((x+ y)/2) and performing some elementary calculations leads to

λLp = 4 sin2

(
2p− 1

2N
π

)
. (6.17)

Completely analogous we �nd the eigenvalues and eigenvectors of ĤR. They are

URp,q = A cos

(
2p− 1

N

(
q −M − 1

2

)
π

)
(6.18)

and

λRp = 4 sin2

(
2p− 1

2N
π

)
. (6.19)

The �nal thing that we need to do is �nd a value for the constant A. For this we
enforce the fact that ÛL and ÛR should be unitary, to ensure that we have

ÛLÛL
T

+ ÛRÛR
T

= 2Î . (6.20)
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The p-th diagonal element of the matrix on the left-hand side is in fact a summation
over the components of the p-th eigenvector and should be equal to two

M∑
q=1

A2 cos2

(
2p− 1

N

(
q − 1

2

)
π

)
+

M∑
q=1

A2 cos2

(
2p− 1

N

(
q −M − 1

2

)
π

)
= 2.

(6.21)

Changing the indices of the second sum gives

M∑
q=1

cos2

(
2p− 1

N

(
q − 1

2

)
π

)
+

N∑
q=M+2

cos2

(
2p− 1

N

(
q −N − 1

2

)
π

)
= 2A−2.

(6.22)

Now we can put both summations together (remember ULp,M+1 = 0)

N∑
q=1

cos2

(
2p− 1

N

(
q − 1

2

)
π

)
= 2A−2. (6.23)

Using cos2(x) = (1 + cos(2x))/2 gives

N∑
q=1

[
1 + cos

(
2p− 1

N

(
q − 1

2

)
2π

)]
= 4A−2. (6.24)

Doing the summation with the use of Lagrange's trigonometric identities gives

N +
1

2

sin(4pπ)

sin((2p− 1)π/N)
= 4A−2. (6.25)

It is clear that the second term is zero when p = 1, 2, . . . ,M . Therefore the value of
A is simply

A =
2√
N
. (6.26)

6.1.2 Normal coordinates

Now that we have the full expression of the eigenvectors, we can write the normal
coordinates as a linear combination of the natural coordinates. Using XL = RLÛL

~XL
p =

M∑
q=1

ULp,q ~Rq = A

M∑
q=1

cos

(
2p− 1

N

(
q − 1

2

)
π

)
~Rq, (6.27)

for p = 1, 2, . . . ,M . Using XR = RRÛR

~XR
p =

M∑
q=1

URp,q ~Rq+M+1 = A

M∑
q=1

cos

(
2p− 1

N

(
q −M − 1

2

)
π

)
~Rq+M+1

= −A
N∑

q=M+2

cos

(
2p− 1

N

(
q − 1

2

)
π

)
~Rq, (6.28)
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for p = 1, 2, . . . ,M . The inverse linear transformation is also easy to �nd, we have
RL = XLÛL

T

~Ri =

M∑
j=1

ULj,i ~X
L
j = A

M∑
j=1

cos

(
2j − 1

N

(
i− 1

2

)
π

)
~XL
j , (6.29)

for i = 1, 2, . . . ,M . We also have RR = XRÛR
T

, so for i = M + 2,M + 3, . . . , N we
get

~Ri =
M∑
j=1

URj,i−M−1
~XR
j = A

M∑
j=1

cos

(
2j − 1

N

(
i−N − 1

2

)
π

)
~XR
j

= −A
M∑
j=1

cos

(
2j − 1

N

(
i− 1

2

)
π

)
~XR
j . (6.30)

6.1.3 Overview

To simplify the coming calculations, it is convenient to introduce the following nota-
tion

Cpq = cos

(
2p− 1

N

(
q − 1

2

)
π

)
. (6.31)

Notice that this is very similar, but not equal, to the Cpn of Chapter 5. Although not
completely analogous to Eq. (5.19) it is now clear how these transformation coe�cients
can be calculated. The normal coordinates are (for p = 1, 2, . . . ,M)

~XL
p =

2√
N

M∑
n=1

Cpn ~Rn, (6.32)

~XR
p = − 2√

N

N∑
n=M+2

Cpn
~Rn. (6.33)

The natural coordinates are (for n = 1, 2, . . . ,M and n′ = M + 2,M + 3, . . . , N)

~Rn =
2√
N

M∑
p=1

Cpn
~XL
p , (6.34)

~Rn′ = − 2√
N

M∑
p=1

Cpn′
~XR
p . (6.35)

And �nally the total potential energy, Eq. (6.2), has the following terms

V (~r) = k~r 2, (6.36)

Ubs(~r,R) =
2k~r√
N

M∑
p=1

(−1)pSp
(
~XL
p + ~XR

p

)
, (6.37)

Ubb(R) =
k

2

M∑
p=1

λp

[
~XL2

p + ~XR2

p

]
. (6.38)
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where

λp = λLp = λRp = 4 sin2

(
2p− 1

2N
π

)
. (6.39)

We used CpM = −(−1)pSp and CpM+2 = (−1)pSp where Sp = sin((2p− 1)π/N).

6.2 Equation of motion

In this section we will construct the reduced dynamics of the middle bead, doing this
will require the equation of motion of the normal coordinates. Before we go further
however we should admit that in the previous section we cheated quite a bit, we
said we would project all degrees-of-freedom of the bath onto the system of interest.
But we only projected the coordinates of the beads (the bead-bath) onto the middle
bead, we completely discarded the degrees-of-freedom of the surrounding medium.
This surrounding medium consists of particles (which we will call the heat-bath) that
interact with the system, their coordinates should also be integrated out. Yet for
these we fall back to the original Langevin formalism, where their projection has
already been accounted for by a Markovian friction force and a white random noise
term (see Section 2.2). The motion of the middle bead should thus obey the following
(overdamped) Langevin equation

γ
d~r(t)

dt
= ~ξT (t)− ~∇U(~r,R), (6.40)

where γ is the friction coe�cient of the medium, ~ξT (t) the thermal noise and U(~r,R)
the total potential energy of ~r. The thermal noise is characterised by the �uctuation-
dissipation relation, thus its mean is zero and its correlation is given by Eq. (2.22), i.e.
〈~ξT (t)~ξT (t′)〉 = 6γkBTδ(t− t′), with kB Boltzmann's constant and T the temperature
of the medium. Using Eq. (6.36)-(6.38) the equation of motion becomes

γ
d~r(t)

dt
= ~ξT (t)− 2k~r(t)− 2k√

N

M∑
p=1

(−1)pSp
(
~XL
p (t) + ~XR

p (t)
)
. (6.41)

6.2.1 Motion of the normal coordinates

Before we can go any further we should know how the normal coordinates evolve in
time. To �nd their equation of motion, we note that the heat-bath couples to the
bead-bath the same way it coupled to the middle bead, i.e. through the original
Langevin formalism. A bead from the bead-bath also feels the harmonic force of its
neighbouring bead(s). In the overdamped limit we have (see Section 5.1)

γ
d~Rn(t)

dt
= ~ξT,n(t)− k

(
2~Rn(t)− ~Rn+1(t)− ~Rn−1(t)

)
, (6.42)

with 〈~ξT,n(t)~ξT,m(t′)〉 = 6γkBTδ(t− t′)δn,m, because the thermal forces between two
di�erent beads are uncorrelated. To calculate the motion of the normal coordinates
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we write down the following

γ
d ~XL

p (t)

dt
=

2γ√
N

M∑
n=1

Cpn
d~Rn
dt

. (6.43)

Filling in Eq. (6.42) gives

γ
d ~XL

p (t)

dt
=

2k√
N

M∑
n=1

Cpn

(
~Rn+1(t) + ~Rn−1(t)− 2~Rn(t)

)
+ ~f Lp (t), (6.44)

where

~f Lp (t) =
2√
N

M∑
n=1

Cpn
~ξT,n(t). (6.45)

Using Eq. (6.32) the equation of motion becomes

γ
d ~XL

p (t)

dt
= −2k ~XL

p (t) +
2k√
N

M∑
n=1

Cpn

(
~Rn+1(t) + ~Rn−1(t)

)
+ ~f Lp (t). (6.46)

The summation of the second term on the right-hand side can be written as

M+1∑
n=2

Cpn−1
~Rn(t) +

M−1∑
n=0

Cpn+1
~Rn(t). (6.47)

Extracting some terms from the sums results in

M∑
n=2

Cpn−1
~Rn(t) + CpM ~r(t) + Cp0

~R1(t) +

M−1∑
n=1

Cpn+1
~Rn(t), (6.48)

here we used the fact that ~R0 = ~R1. Now we add the third term to the �rst summation
and add a term that is zero (CpM+1 = 0)

M∑
n=1

Cpn−1
~Rn(t) + CpM ~r(t) +

M−1∑
n=1

Cpn+1
~Rn(t) + CpM+1

~RM (t). (6.49)

Adding the last term to the second summation gives us

CpM ~r(t) +

M∑
n=1

[
Cpn−1 + Cpn+1

]
~Rn(t). (6.50)

Using cos(x) + cos(y) = 2 cos((x− y)/2) cos((x+ y)/2)

CpM ~r(t) + 2Cp3/2

M∑
n=1

Cpn
~Rn(t). (6.51)
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Here we recognise Eq. (6.32)

CpM ~r(t) +
√
NCp3/2

~XL
p (t). (6.52)

Putting this back into Eq. (6.46) gives

γ
d ~XL

p (t)

dt
= −2k ~XL

p (t) +
2k√
N
CpM ~r(t) + 2kCp3/2

~XL
p (t) + ~f Lp (t). (6.53)

Finally we notice that 2(Cp3/2 − 1) = −λp and use Sp to �nd

γ
d ~XL

p (t)

dt
= −kλp ~XL

p (t)− (−1)p
2k√
N
Sp ~r(t) + ~f Lp (t). (6.54)

A very analogous calculation gives the motion of the right normal coordinates

γ
d ~XR

p (t)

dt
= −kλp ~XR

p (t)− (−1)p
2k√
N
Sp ~r(t) + ~f Rp (t), (6.55)

with

~f Rp (t) = − 2√
N

N∑
n=M+2

Cpn
~ξT,n(t). (6.56)

Solving these di�erential equations gives us the motion of the normal coordinates

~XL
p (t) = ~XL

p (0)e−t/τp +
1

γ

∫ t

0

dτ ~f Lp (τ)e(τ−t)/τp − (−1)p
2k

γ
√
N
Sp
∫ t

0

dτ ~r(τ)e(τ−t)/τp ,

(6.57)

~XR
p (t) = ~XR

p (0)e−t/τp +
1

γ

∫ t

0

dτ ~f Rp (τ)e(τ−t)/τp − (−1)p
2k

γ
√
N
Sp
∫ t

0

dτ ~r(τ)e(τ−t)/τp ,

(6.58)

with τp = γ/(kλp).

6.2.2 Motion of the middle bead

Putting the evolution of the normal coordinates into Eq. (6.41) gives

γ
d~r(t)

dt
= ~ξT (t)− 2k~r(t)− 2k√

N

M∑
p=1

(−1)pSp

[(
~XL
p (0) + ~XR

p (0)
)
e−t/τp

+
1

γ

∫ t

0

dτ
(
~f Lp (τ) + ~f Rp (τ)

)
e(τ−t)/τp − (−1)p

4k

γ
√
N
Sp
∫ t

0

dτ ~r(τ)e(τ−t)/τp

]
.

(6.59)
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The last integral can be rewritten using integration by parts∫ t

0

dτ ~r(τ)e(τ−t)/τp = τp ~r(t)− τp ~r(0)e−t/τp − τp
∫ t

0

dτ e(τ−t)/τp d~r(τ)

dt
. (6.60)

When we put this back into the equation of motion, we can group some terms and
identify them in the context of the generalised Langevin equation. We get

γ
d~r(t)

dt
= ~ξT (t)− ~∇W (~r )−

∫ t

0

dτ K(t− τ)
d~r(τ)

dt
+ ~Φ(t). (6.61)

The e�ective potential

W (~r ) = k

(
1− 4k

γN

M∑
p=1

τp S
p2

)
~r 2(t). (6.62)

The memory kernel

K(t) =
8k2

γN

M∑
p=1

τp S
p2e−t/τp . (6.63)

The e�ective noise term

~Φ(t) = − 2k√
N

M∑
p=1

(−1)pSpe−t/τp

[
~XL
p (0) + ~XR

p (0) + (−1)p
4k√
N
τp S

p~r(0)

+
1

γ

∫ t

0

dτ
(
~f Lp (τ) + ~f Rp (τ)

)
eτ/τp

]
. (6.64)

To have a complete generalised Langevin description, we need to take a closer look
at these three terms.

E�ective potential

The e�ective potential can be simpli�ed greatly

W (~r ) = k

(
1− 4

N

M∑
p=1

sin2((2p− 1)π/N)

4 sin2((2p− 1)π/2N)

)
~r(t)2 (6.65)

= k

(
1− 4

N

M∑
p=1

cos2

(
2p− 1

2N
π

))
~r(t)2 (6.66)

= k

(
1− 4

N

N

4

)
~r(t)2 = 0. (6.67)

So W (~r ) appears to be a harmonic oscillator, yet it proves to be equal to zero when
the summation is evaluated. The e�ective potential therefore vanishes.
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Memory kernel

Now we look at the memory kernel. First notice that we can simplify the expression
if τp and Sp are written in full

K(t) =
8k

N

M∑
p=1

Cp
2

0 e−t/τp . (6.68)

We can not make this expression simpler but we can approximate it for N →∞. In
full we have

K(t) =
8k

N

M∑
p=1

cos2

(
(2p− 1)π

2N

)
exp

(
−4k t

γ
sin2

(
(2p− 1)π

2N

))
. (6.69)

If we let N become very big, we take sin(x/N) ≈ x/N and cos(x/N) ≈ 1. This is of
course only correct when p is small, but when p approaches M the cosine comes close
to zero, making the tail of the summation non-essential anyway.

K(t) =
8k

N

∞∑
p=1

exp

(
−kπ

2t

γN2
(2p− 1)2

)
(6.70)

=
8k

N
e−kπ

2t/γN
∞∑
p=1

exp

(
−4kπ2t

γN2
(p2 − p)

)
. (6.71)

If we take 1/N → dx and p/N → x, we can convert the summation into an integration
over x. The term −x/N this will create, we neglect. The integration goes as follows

K(t) = 8k e−kπ
2t/γN

∫ ∞
0

dx exp

(
−4kπ2t

γ
x2

)
. (6.72)

This is a Gaussian integral which will produce the following kernel for large N

K(t) =

√
4kγ

π
exp

(
−kπ

2t

γN2

)
t−1/2. (6.73)

E�ective noise

Finally we take a look at the e�ective noise ~Φ(t). It essentially consists of the initial
con�guration of the chain and the thermal random forces of the heat-bath. Because
this is a linear combination of constants and Gaussian variables, it itself is a Gaussian
variable. Therefore we need to �nd its mean and correlation to fully describe it. We
clearly have 〈~f Lp (t)〉 = 〈~f Rp (t)〉 = 0, we thus �nd

〈~Φ(t)〉 = − 2k√
N

M∑
p=1

(−1)pSpe−t/τp
[
〈 ~XL

p (0)〉+ 〈 ~XR
p (0)〉+ (−1)p

4k√
N
τp S

p〈~r(0)〉
]
.

(6.74)

The mean of the initial values on the right-hand side are not trivial to determine.
However, we can assume that, for long times, the system and the bead-bath will go
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to equilibrium, irrespective of their speci�c initial values. We therefore determine the
mean and correlation after a long time, when equilibrium has certainly been reached.
We have 〈~Φ(t)〉eq = 〈~Φ(t → ∞)〉. Because the mean of the initial values is surely
independent of time, the only time dependent factor is e−t/τp which will go to zero
for large times. Therefore

〈~Φ(t)〉eq = 0. (6.75)

Now we calculate 〈~Φ(t)~Φ(t′)〉eq, which should obey the �uctuation-dissipation relation.
It is clear from Eq. (6.64) that writing down the product of ~Φ(t) and ~Φ(t′) will become
a very lengthy expression. Therefore we �rst notice that all cross-terms with the
normal noise will be zero (because neither the initial position nor the random forces
are mutually correlated), we will not write them down.

〈~Φ(t)~Φ(t′)〉 =
4k2

N

M∑
p,q=1

(−1)p+qSpSqe−t/τpe−t
′/τq

[
〈 ~XL

p (0) ~XL
q (0)〉+ 〈 ~XL

p (0) ~XR
q (0)〉

+ (−1)q
4k√
N
τq S

q〈 ~XL
p (0)~r(0)〉+ 〈 ~XR

p (0) ~XR
q (0)〉+ 〈 ~XR

p (0) ~XL
q (0)〉

+ (−1)q
4k√
N
τq S

q〈 ~XR
p (0)~r(0)〉+ (−1)p

4k√
N
τp S

p〈~r(0) ~XL
q (0)〉

+ (−1)p
4k√
N
τp S

p〈~r(0) ~XR
q (0)〉+ (−1)p+q

8k2

N
τp τq S

pSq〈~r(0)2〉

+
1

γ2

∫ t

0

dτ

∫ t′

0

dτ ′ 〈
(
~f Lp (τ) + ~f Rp (τ)

)(
~f Lq (τ ′) + ~f Rq (τ ′)

)
〉eτ/τpeτ

′/τq

]
.

(6.76)

We again examine this formula for very large times, when thermalisation is achieved.
For t→∞ and t′ →∞, the two exponential functions will go to zero. Many terms in
the summation are not functions of t or t′, they all go to zero due to the exponentials.
The only term that could possibly withstand these exponentials is the last term. We
can therefore write

〈~Φ(t)~Φ(t′)〉eq =
4k2

γ2N

M∑
p,q=1

(−1)p+qSpSqe−t/τpe−t
′/τq

∫ t

0

dτ

∫ t′

0

dτ ′
(
〈~fLp (τ)~fLq (τ ′)〉

+ 〈~fLp (τ)~fRq (τ ′)〉+ 〈~fRp (τ)~fLq (τ ′)〉+ 〈~fRp (τ)~fRq (τ ′)〉
)
eτ/τpeτ

′/τq . (6.77)

To go any further we need to know what the correlation of the normal forces is. A
short calculation will give the following result

〈~f ap (t)~f bq (t′)〉 = 6γkBTδ(t− t′)δp,qδa,b. (6.78)
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Therefore

〈~Φ(t)~Φ(t′)〉eq =
48kBTk

2

γN

M∑
p=1

Sp
2

e−(t+t′)/τp

∫ t

0

dτ

∫ t′

0

dτ ′ δ(τ − τ ′)eτ/τpeτ
′/τp

(6.79)

=
48kBTk

2

γN

M∑
p=1

Sp
2

e−(t+t′)/τp

∫ min(t,t′)

0

dτ e2τ/τp (6.80)

=
24kBTk

2

γN

M∑
p=1

τp S
p2
(
e−(t+t′−2 min(t,t′))/τp − e−(t+t′)/τp

)
(6.81)

=
24kBTk

2

γN

M∑
p=1

τp S
p2
(
e−|t−t

′|/τp − e−(t+t′)/τp
)
. (6.82)

In the last step we used |t − t′| = t + t′ − 2 min(t, t′). Because we let time become
very large, the second term will approach zero. The absolute di�erence between the
large times t and t′ can de�nitely be a �nite value, therefore the �rst term is the only
one that will not vanish when we thermalise. If we also evaluate τp Sp

2

, we get

〈~Φ(t)~Φ(t′)〉eq =
24kBTk

N

M∑
p=1

Cp
2

0 e−|t−t
′|/τp (6.83)

= 3kBTK(|t− t′|), (6.84)

which is exactly what we need for the �uctuation-dissipation relation to hold. Now
we are ready to fully present the generalised Langevin equation of the middle bead.

6.3 Generalised Langevin equation

Consider a chain of N = 2M + 1 beads that are interconnected by harmonic springs
(with spring constant k) and submerged in a heat-bath at temperature T and with
friction coe�cient γ. Suppose we project all degrees-of-freedom of this ensemble onto
the middle bead of the chain to obtain its reduced dynamics. The projection of the
heat-bath was done using the original Langevin description, while the projection of
the chain was performed using the generalised Langevin description. The reduced
dynamics of the bead ~r(t) obeys the following generalised Langevin equation

γ
d~r(t)

dt
= ~ξT (t)− ~∇W (~r )−

∫ t

0

dτ K(t− τ)
d~r(τ)

dt
+ ~Φ(t). (6.85)

The terms on the right-hand side are interpreted in the following way:
The random thermal forces originating from the heat-bath

〈~ξT (t)〉 = 0, (6.86)

〈~ξT (t)~ξT (t′)〉 = 6γkBTδ(t− t′). (6.87)
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The e�ective potential

W (~r ) = 0. (6.88)

The memory kernel

K(t) =
8k

N

M∑
p=1

cos2

(
2p− 1

N

π

2

)
e−t/τp (6.89)

≈
√

4kγ

π
exp

(
−kπ

2t

γN2

)
t−1/2. (6.90)

The characteristic time

τp =
γ

4k sin2((2p− 1)π/2N)
(6.91)

≈ γN2

kπ2(2p− 1)2
. (6.92)

The e�ective noise in equilibrium

〈~Φ(t)〉eq = 0, (6.93)

〈~Φ(t)~Φ(t′)〉eq = 3kBTK(|t− t′|). (6.94)

The approximations are considered for N →∞.

6.4 Extension to driven baths

In this chapter we take a look at two cases where the heat-bath possesses some driving
force that will take our system away from equilibrium. These driving forces are, in
fact, the ones from Section 5.3 and Section 5.4. First we look at a constant force
applied on the �rst bead. For long times the system will regain thermalisation, but
during the transient regime where the chain responds to the new force the system
will not be in equilibrium. In the second case the heat-bath exerts, apart from the
thermal forces, random active forces on the chain.

6.4.1 Constant force

If we add a constant force of strength f to the �rst bead in the x direction, we need
to change Eq. (6.42) into

γ
d~Rn(t)

dt
= ~ξT,n(t)− k

(
2~Rn(t)− ~Rn+1(t)− ~Rn−1(t)

)
+ ~fn(t), (6.95)

with ~fn(t) = fδn,0H(t)~ex and H(t) the Heaviside function (see Eq. (4.3)). After some
simple calculations one �nds that this will add a term in the motion of the left normal
coordinates ~XL

p (t). To Eq. (6.57) we need to add (2f/γ
√
N )Cp0 τp

[
1− e−t/τp

]
H(t)~ex,
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which on its turn adds a term to the generalised Langevin equation of the middle bead.
It becomes

γ
d~r(t)

dt
= ~ξT (t)− ~∇W (~r )−

∫ t

0

dτ K(t− τ)
d~r(τ)

dt
+ ~Φ(t) + ~F(t). (6.96)

The last term in this expression can be seen as an e�ective force on the middle bead,
originating from the constant force on the �rst bead. It has the following expression

~F(t) =
2f

N

M∑
p=1

(−1)p cos

(
2p− 1

N

π

2

)
cot

(
2p− 1

N

π

2

)[
e−t/τp − 1

]
H(t)~ex. (6.97)

It is clear that when t � τM the extra force on the middle bead is essentially zero.
The force has not yet had time to propagate through the chain to the middle bead,
leaving this bead unaware of its presence. When it does reach the bead, the bead will
undergo a transient phase where the extra force on it will build up to a constant value
at t→∞. Then the system is back in equilibrium, which is expected for a conservative
driving force. This constant value should be equal to the original constant force since
it has fully propagated the chain. We indeed �nd this in our model for large N

~F(t→∞) = −2f

N

M∑
p=1

(−1)p cos

(
2p− 1

N

π

2

)
cot

(
2p− 1

N

π

2

)
~ex (6.98)

= −2f

N
(−M)~ex = f ~ex. (6.99)

Figure 6.1 shows the time-evolution of the e�ective force's magnitude compared to
that of the constant force. It is a numerical evaluation of Eq. (6.97). As expected, the
e�ective force is, for early times, zero and for long times it is equal to f . It reaches
about half of its �nal value at the longest characteristic time τ1. In fact, in Section
5.3 it was shown that the e�ect of the force di�uses through the chain, so that the
time to reach the middle bead is of the order (N/2)2, which on its term is of the order
of the longest characteristic time τ1.

6.4.2 Active forces

Now assume that the heat-bath contains a property that will, after integrating out
its fast moving variables, in�ict an extra random force on the bead-bath. We change
the equation of motion of the beads, Eq. (6.42), into

γ
d~Rn(t)

dt
= ~ξT,n(t)− k

(
2~Rn(t)− ~Rn+1(t)− ~Rn−1(t)

)
+ ~ξA,n(t). (6.100)

We �rst consider a general case where the new random force is Gaussian distributed
with zero mean and a correlation that is a function of the absolute di�erence in time
and uncorrelated between beads

〈~ξA,n(t)〉 = 0, (6.101)

〈~ξA,n(t)~ξA,m(t′)〉 = F (|t− t′|)δn,m. (6.102)
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Figure 6.1: Lin-log plot of the relative magnitude of the e�ective force to the constant
force as a function of time. We have F (t) = | ~F(t)|. The vertical dotted line indicates
the longest characteristic time τ1. The horizontal dotted line is drawn at F = f/2.
The length of the chain is N = 1025, the remaining parameters are γ = 1 and k = 3.

We assume that the active random forces do not couple to the middle bead in
Eq. (6.40), extending the model to one where they do couple is trivial and does not
yield conceptually di�erent results. If we write the normal random forces as follows
we can keep much of the previous calculations unchanged

~f Lp (t) =
2√
N

M∑
n=1

Cpn

(
~ξT,n(t) + ~ξA,n(t)

)
, (6.103)

~f Rp (t) = − 2√
N

N∑
n=M+2

Cpn

(
~ξT,n(t) + ~ξA,n(t)

)
. (6.104)

Notice that we now have

〈~f ap (t)~f bq (t′)〉 = 6γkBTδ(t− t′)δp,qδa,b + F (|t− t′|)δp,qδa,b. (6.105)

This will seriously a�ect the original equilibrium correlation of the e�ective noise (its
mean remains zero though). We again take t and t′ large, but we clearly do not regain
the equilibrium result. Therefore we call this the nonequilibrium e�ective noise

〈~Φ(t)~Φ(t′)〉neq = 3kBT
(
K(|t− t′|) +K+(t, t′)

)
, (6.106)

with

K+(t, t′) =
8k2

3γ2kBTN

M∑
p=1

Sp
2

∫ t

0

dτ

∫ t′

0

dτ ′ F (|τ − τ ′|)e−(t−τ)/τpe−(t′−τ ′)/τp .

(6.107)
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This result is precisely what C. Maes predicts in [129]. The nonequilibrium e�ective
random noise now consists of an entropic term that obeys the �uctuation-dissipation
relation and a term that doesn't, this term is called the frenetic contribution. The
expression for the frenetic K+(t, t′) can be solved for some speci�c forms of the cor-
relation of the new random force F (|t− t′|). Here we will present the case where the
driving force is characterised by an exponential autocorrelation

F (|t− t′|) = 3C exp (−|t− t′|/τA) , (6.108)

i.e. the form we used for the active forces in the previous chapter. After a lengthy
calculation, which is given in Appendix E, one �nds

K+(|t− t′|) =
8Ck2

γ2kBTN

M∑
p=1

τ2
p S

p2

1− (τp/τA)2

[
e−|t−t

′|/τA − (τp/τA)e−|t−t
′|/τp

]
. (6.109)

Just as the equilibrium kernel, K+ is a sum over exponentials and only a function of
the absolute di�erence in time, i.e. |t− t′|. We can approximate this expression when
we allow some assumptions to be made.

Large persistence time

First consider τA � τ1, then we �nd a very simple form

K+(|t− t′|) =
CN

kBT
exp (−|t− t′|/τA) , (6.110)

we used
∑M
p=1(Spτp)

2 = γ2N2/8k2 for large N . This expression can be understood in
the following way: in the previous section, on the constant force, we found that a force
on a bead needs a duration of order τ1 to fully reach the middle bead (see Fig. 6.1).
Because the persistence in one direction of these active forces is indeed much longer
than τ1, they act like a constant force for a considerable amount of time. Therefore,
all beads fully transpose the active force on them to the middle bead, yielding N
times Eq. (6.108). The nonequilibrium e�ective noise subsequently becomes

〈~Φ(t)~Φ(t′)〉neq = 3kBT K(|t− t′|) +N F (|t− t′|). (6.111)

One can interpret this result as two distinct e�ective noises. The �rst are the equilib-
rium thermal random forces, governed by memory kernel K(t). The second are the
original active forces that act on every bead, but enhanced by a factor N . This result
is general for any function F that decays with a typical time scale τA � τ1.

Small persistence time

When we take τA � τM in Eq. (6.109), we can do the following

K+(|t− t′|) = − 8Ck2

γ2kBTN

M∑
p=1

Sp
2

τ2
A

[
e−|t−t

′|/τA − (τp/τA)e−|t−t
′|/τp

]
(6.112)

= −2τ2
ACk

2

γ2kBT
e−|t−t

′|/τA +
τAC

γkBT
K(|t− t′|), (6.113)
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where we used the de�nition of the memory kernel and the fact that
∑M
p=1 Sp

2 ≈ N/4
for largeN . The �rst term can be neglected since τA is very small. The nonequilibrium
e�ective noise becomes

〈~Φ(t)~Φ(t′)〉neq = 3kBT∗K(|t− t′|), (6.114)

with kBT∗ = kBT + τAC/γ. We thus �nd an e�ective noise that has an equilibrium
expression but with a higher e�ective temperature than in the case where no active
forces are present. The system will therefore appear to thermalise under this new
temperature. The reason for this behaviour is because the active forces, with very
small τA, mimic the thermal noise ~ξT,n on the beads. The correlation of the active
forces, Eq. (6.102) together with Eq. (6.108), indeed becomes approximately1 equal
to 6τACδ(t− t′)δn,m. The two Gaussian white noises, thermal and active, can thus be
combined into one ~ξn = ~ξT,n+~ξA,n. Naturally, this new random force is also Gaussian
distributed with zero mean. Its autocorrelation is

〈~ξn(t) · ~ξm(t′)〉 = 6γ

[
kBT +

τAC

γ

]
δ(t− t′)δn,m. (6.116)

When using this noise in Eq. (6.42) instead of ~ξT,n, it is clear that we can redo the
equilibrium calculations, but with the e�ective temperature kBT∗. This will also yield
the nonequilibrium e�ective noise, Eq. (6.114), derived above.

Figure 6.2 shows the numerical evaluation of K(t) and K+(t), Eq. (6.89) and
Eq. (6.109) respectively. For very early times, the equilibrium memory kernel is
constant. Thereafter, for times up to τ1, this kernel shows a power-law decay after
which it decays exponentially, as approximation (6.90) predicts. The behaviour of the
frenetic contribution correctly shows a dependency on the value of τA. In Fig. 6.3a
we demonstrate that for small τA the frenetic contribution is indeed equal to the
equilibrium memory kernel multiplied by τAC/γkBT . For large τA, Fig. 6.3b shows
that the equilibrium memory kernel is not exponential for early times while the frenetic
contribution is for all times, corresponding nicely with Eq. (6.110). The maximum
value of the frenetic contribution never exceeds CN/kBT , which Fig. 6.2 clearly shows.

To �nd the time-evolution of the middle bead, one should solve Eq. (6.85) using
the nonequilibrium version of the �uctuation-dissipation relation (6.106). Since the
equation is linear, this can be done using Laplace transform methods. Alternatively,
one could solve the set of equations of motion (6.100). This alternative derivation was
already performed in Section 5.4. In that section, the more general case of a Rouse
chain moving in a viscoelastic environment and in the presence of active forces was
studied. Little attention was paid to the viscous limit.

Using result (5.115) or by direct solution of Eq. (6.85) it is possible to obtain the
mean-squared displacement ∆2

m(t) ≡ 〈(~r(t)− ~r(0))2〉 of the middle bead for the case

1We used here the following de�nition of the Dirac delta function

δ(x) = lim
ε→0

1

2ε
exp(−|x|/ε). (6.115)
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Figure 6.2: Log-log plot of the two kernels as a function of time for N = 1025.
The solid black line represents K(t), while the other thin lines are K+(t). With
τA/τ1 = 10−7, 10−5, 10−3, 10−1, 101 and 103. The higher the value of τA/τ1, the
higher the line lies. The other parameters are kBT = γ = C = 1 and k = 3. The
straight dotted line is drawn at CN/kBT .
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Figure 6.3: (a) Log-log plot that shows the same three lowest K+(t) curves from
Fig. 6.2, with τA/τ1 = 10−7, 10−5 and 10−3. Also shown in dashed lines are the
weighted equilibrium memory kernels, i.e. (τAC/γkBT )K(t). (b) Log-lin plot of the
two upper K+(t) curves from Fig. 6.2, with τA/τ1 = 101, and 103. Also shown are
K(t) (solid black line) and Eq. (6.110) (dotted lines).
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of exponentially correlated active noise. The result is (taking α = 1 in Eq. (5.115))

∆2
m(t) =

6

γN

(
kBT +

τA C

γ

)
t

+
12 kBT

γN

N−1∑
p=2,even

τ̃p

(
1− exp

(
− t/τ̃p

))
+

6 τ2
A C

γ2N

(
exp

(
− t/τA

)
− 1

)

+
12C

γ2N

N−1∑
p=2,even

τA τ̃
2
p

τA − τ̃p

[
τA

τA + τ̃p

(
1− exp

(
− (τ−1

A + τ̃−1
p )t

))

+
1

2

(
exp

(
− 2t/τ̃p

)
− 1

)]
, (6.117)

with τ̃p = τ(p+1)/2. In absence of active forces (C = 0) only two terms survive. It
is well known that for that case there are three time regimes (see Section 5.2). For
t < τM , the bead doesn't feel the e�ect of the neighbouring beads yet, and it di�uses,
i.e. ∆2

m(t) ∼ t. For t > τ1 the bead follows the di�usion of the chain as a whole, i.e.
we have again ∆2

m(t) ∼ t but with a di�usion constant that is a factor N smaller.
Finally, in the intermediate time regime τM < t < τ1 the bead feels that it is inside a
chain leading to the subdi�usion ∆2

m(t) ∼ t1/2. This behaviour is shown in Fig. 6.4.
In the presence of active forces the motion is more complicated. Remember that

a free particle in presence of thermal and exponentially correlated active forces (see
Section 4.1), initially di�uses untill t ≈ τA. Thereafter it superdi�uses with exponent
2, after which it again di�uses. If the particle is part of a chain we expect that, as
was the case in the absence of active forces, its motion will be modi�ed in the time
regime τM < t < τ1. In fact, in Section 5.4 we have shown that the bead will then
superdi�use but with an exponent 3/2.

We can now envisage two scenarios. When persistence times are large, i.e. τA �
τ1, then the bead will, for early times, behave like a free particle. So it will �rst di�use
and then superdi�use with exponent 2. Then the following intermediate time-scale
is dominated by the in�uence of the chain, the bead will superdi�usie with exponent
3/2. For long times the bead again acts like a free particle, �rst superdi�using with
exponent 2 after which it will continue to di�use for all time. This behaviour is shown
in Fig. 6.4 for τA = 10τ1. When persistence times are small, i.e. τA � τ1, the bead
will show the behaviour described above only up to τA after which it moves like a
bead in a chain with only thermal noise. It therefore yields the same pro�le as the
dynamics in a non-active bath but with a larger pre-factor. This is in agreement with
what we learned from the frenetic contribution where, for τA � τ1, the behaviour of
the bead could be described in terms of an e�ective temperature. This behaviour is
shown in Fig. 6.4 for τA = 10−7τ1.
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Figure 6.4: Log-log plot of the the mean-squared displacement of the middle bead in
a Rouse chain (N = 1025, k = 3) as a function of time. The dashed line represents
the dynamics in a passive viscous bath with kBT = γ = 1. The full lines include
active forces with C = 103 and τA/τ1 = 10 for the top line and τA/τ1 = 10−7 for
the bottom line. Also indicated are the di�erent regimes of di�usive, subdi�usive and
superdi�usive behaviour.





7 | Conclusion and Perspective

Your perceived failure can

become a catalyst for profound reinvention.

Conan O'Brien

In a recent article [130], Jennifer Ross argued that cell biology experiences a similar
problem as the �eld of cosmology. In cosmology, dark matter is an unde�ned type of
matter that makes up about 27 % of the mass and energy of the observable universe.
This dark matter can, with current experiments, not be observed directly but its
properties can be studied through its gravitational e�ects on detectable entities. Ross
states that cell biology has an equivalent �dark matter� paradigm. In a cell, there are
many important species of macromolecules that we can not observe with �uorescent
or dynamic reporters. However, they interact weakly with many cellular processes,
resulting in important biochemical e�ects. Through experiments on strongly inter-
acting cellular species, we can indirectly determine the characteristics of this �dark
matter�. An example that nicely �ts with our research is that of the speed of kinesin
motors inside a living cell. Experiments [85, 86, 131] have shown that their speed
is lower in vitro than in the complex interior of a cell. However, naively one might
expect the opposite to be true. Such discrepancies, Ross argues, can be explained by
the in�uence of this �dark matter�. She urges researchers to study these weak and
transient interactions to shine some light on this �dark matter�, which will generate a
more profound understanding of the complexities of the cell. We hope that our work
on biological processes in active viscoelastic baths can contribute to this endeavour.

In Chapter 2, we constructed a generalised Langevin equation that could be used
as a model for the dynamics in an active viscoelastic bath. The following chapters
showed that, when applied to a whole range of speci�c systems, this equation can often
be solved exactly. It is therefore a tractable tool to describe many cellular processes.
Further work can be done to extend our model to include more complex features of
a cell, yielding an even more realistic model for the dynamics in the cytosol. A �rst
possible extension is the application of non-Gaussian active noise.

In Chapter 3, we combined existing numerical schemes to construct an algorithm
that can cope with the non-trivial generalised Langevin equation of Chapter 2. The
simulation results presented in this document proved that our numerical scheme pro-
duces accurate data. It can therefore be readily used to simulate systems that were

159
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not considered in our work. We do believe that the algorithm can be optimized quite
extensively, both in the context of memory usage as that of a kernel cut-o�.

In Chapter 4, we investigated how a particle behaves in a particular potential
when it is surrounded by an active viscoelastic bath. We found that a free particle
acquires two new anomalous di�usion regimes on top of the tα regime from a non-
active bath, where 0 ≤ α ≤ 1 characterises the viscoelasticity of the bath. The new
exponents are 2α and 2α−1, superdi�usion is therefore possible for a free particle. We
also found that, in a viscous bath, the di�usion coe�cient becomes enhanced. These
results can, qualitatively at least, explain the cross-over in time exponents found in
the anomalous di�usion of tracer particles in living cells [80]. They can also explain
the decrease of the exponent when the activity of the cell is decreased [20, 82]. The
persistence time of the active forces in a cell could be estimated to be of the order of
seconds. A harmonic oscillator showed the same time behaviour as a free particle for
early times. For long times, it reached a nonequilibrium steady state. This steady
state does not depend on α when the persistence time is large, but does when this
time is small. An e�ective temperature could be calculated for these steady states.
When applying this theory to the dynamics of kinesin molecular motors, we found
that the motor showed overall faster dynamics in an active bath. This resulted in a
higher probability for performing the next step. These results suggest an increased
speed of the kinesin motor in a living active cell (which could explain Ross' example
given above). More experiments could be done to understand the dependence on the
activity of the motor's speed. For a particle in a double well surrounded by a non-
active viscoelastic bath, we empirically found a generalised escape rate for α > 0.5.
More simulations are required to test the applicability of this escape rate, especially
simulations that �nd the survival probability for long times. Although this is a long-
standing problem, a generalised escape rate should also be derived analytically. For
active viscoelastic baths, we found that the steady state probability distribution of the
particle was dependent on α when the persistence time is small. When, however, it is
large, all viscoelastic baths will yield the same distribution. For these large persistence
time baths, we discovered that they can provide an e�ective potential which has the
same expression as the original potential. This e�ective potential can not, however, be
used to describe the non-intuitive behaviour of the survival probability. This quantity
was on the contrary di�erent for di�erent values of α, and showed an interesting cross-
over when the height of the energy barrier is varied. The model of the double well was
used to investigate the folding dynamics of DNA-hairpins in an active and complex
environment. It was found that the e�ective potential drastically lowered the e�ective
energy barrier and that the folding times are considerably reduced in these baths.

In Chapter 5, we �rst discussed the Rouse model and showed how this simple
polymer model behaves in a viscoelastic bath. Then, applying a constant force on
the �rst bead, we found that the transient length is α dependent, yielding a new
experimental technique to measure the viscoelasticity of the cytosol. We found that
the polymer displays an increasing trumpet shape in the transient regime, while also
providing an analytic expression for this shape in equilibrium. From the mean velocity
of the middle bead, we discovered how the force-front propagates through the polymer,
it goes as n2/α where n is the monomer number. Including self-avoidance and �nite
extendible springs in this model, we found, through simulations, two new length-force
relations. One of which was already predicted by Sakaue [14], the other still needs a
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theoretical explanation. Simulations where α 6= 1 should also be performed for this
system. Finally, we introduced active forces to the Rouse model in a viscoelastic bath.
The centre of mass behaved like a free particle with a smaller di�usion coe�cient. For
the middle bead, we found that its di�usion displays many time-regimes, some of them
can result in superdi�usion. We showed that the polymer swells in an active bath
with α > 2/3, when α < 2/3 it does not. This prediction should be experimentally
veri�ed. To understand how a real polymer reacts to the activity of a viscoelastic
bath, we simulated semi-�exible chains in such an environment. Before doing so we
argued that an approximate theory can be constructed from the original (Rouse)
theory. We found that the di�usion of the centre of mass of a semi-�exible chain
does not deviate from that of a �exible chain. The dynamics of the middle bead
in a non-active viscoelastic bath appeared to be well described by the approximate
theory (at least for the time scales that we tested), yielding new time exponents.
When the bath was active, however, the approximate theory failed since it did not
predict the simulated data correctly for long times. More work can be done to re�ne
this approximate theory. We also performed some preliminary simulations on the
end-to-end distance of a semi-�exible chain in an active viscoelastic bath. A diverse
response, that included both shrinking and swelling of the polymer, emerged. We gave
some predictions on the possible mechanics behind this behaviour but more analytic
research should be done. Simulations that reach the steady state of the end-to-end
distance are also essential to understand these mechanics.

In Chapter 6, we reviewed how one �nds the generalised Langevin equation of
the middle bead in a Rouse chain. We extended this calculation to one where the
surrounding bath has a driving agent. This yielded a nonequilibrium version of the
generalised Langevin equation. We derived the time-response of the middle bead
that resulted from a constant force on the �rst bead. We also found the frenetic
contribution for a heat-bath with an extra random force. When this random force
had the form of active forces, this frenetic contribution could be simpli�ed greatly for
two limiting cases. We provided an interpretation for both cases. Many other driving
agents can be introduced to this system. The resulting generalised Langevin equation
is an interesting topic for theoretical research.

In the light of our attempt to explain some biological phenomena through physical
concepts, we like to conclude with a quote by Richard P. Feynman: �There's so much
distance between the fundamental rules and the �nal phenomenon, that it's almost
unbelievable that the �nal variety of phenomena can come from such a steady operation
of such simple rules.� It nicely summarises the connection between the �invisible�
microscopic world and the �visible� macroscopic world it creates.





A | Functions and Transformations

Mathematics is the gate and key to the sciences.

Roger Bacon

A.1 Mittag-Le�er function

The Mittag-Le�er function Eα,β(x) is, most generally, de�ned as the following series

Eα,β(x) =

∞∑
k=0

xk

Γ(αk + β)
, (A.1)

with α, β, x ∈ C, R(α) > 0 and R(β) > 0. Where Γ(·) represents the gamma function
(see Appendix A.2). When α and β are real and positive, the Mittag-Le�er function
converges for all values of x. The ordinary case, where β = 1, was �rst introduced
by Gösta Mittag-le�er in 1903 [132] in connection with his method of summation of
some divergent series. The general case �rst appeared in the work of Adders Wiman
in 1905 [133]. The Mittag-Le�er function arises naturally in the solution of fractional
order integral equations or fractional order di�erential equations, which we will discuss
in Appendix A.7. The ordinary and generalised Mittag-Le�er functions interpolate
between a purely exponential law and power-law like behaviour. For a full treatment
of the Mittag-Le�er functions we refer to [134].

This function can be seen as a generalisation of the exponential function, to which
it reduces when α = β = 1. But the exponential function is not the only function
of closed form that can be produced by the Mittag-Le�er functions. Some other
examples are

E0,1(x) = (1− x)−1, |x| < 1 E1/2,1(x) = ex
2

erfc(−x)

E1,1(x) = ex E2,1(−x2) = cos(x)

E2,1(x) = cosh(
√
x) E2,2(x) = sinh(

√
x)x−1/2 (A.2)

E1,2(x) = (ex − 1)x−1 E1,3(x) = (ex − x− 1)x−2
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It is clear from Eq. (A.1) that for x = 0 we have

Eα,β(0) =
1

Γ(β)
. (A.3)

The asymptotic expansion of the Mittag-Le�er function when 0 < α ≤ 1, |x| → ∞
and arg(x) = π is given by

Eα,β(x) = −
N∗∑
r=1

x−r

Γ(β − αr)
+O

[
1

xN∗+1

]
, (A.4)

with N∗ ∈ N, N∗ 6= 1 (more general constraints on α and x are possible but not
relevant here). Therefore the leading term of the expansion for large x and α 6= β is

Eα,β(x) ≈ − x−1

Γ(β − α)
. (A.5)

When α = β, the leading term is

Eα,α(x) ≈ − x−2

Γ(−α)
. (A.6)

When α = β = 1, this becomes, evidently, zero since the Mittag-Le�er function will
decay exponentially fast. Some interesting recurrence relations of the Mittag-Le�er
functions are

Eα,β(x) = xEα,α+β(x) +
1

Γ(β)
, (A.7)

d

dx
Eα,β(x) =

Eα,β−1(x)− (β − 1)Eα,β(x)

αx
. (A.8)

The following integral can easily be proved using the de�nition of the Mittag-Le�er
function and property Eq. (A.20) of the gamma function∫ t

0

dxxα−1Eα,α(axα) = tαEα,α+1(axα). (A.9)

Figure A.1 shows the Mittag-Le�er functions Eα,1(−xα), Eα,α(−xα) and Eα,α+1(−xα)
that often reoccur in our work. Notice here the early and late time behaviour that
was discussed above. Finally we state the following property of the Mittag-Le�er
functions

a

Γ(1− α)

∫ t

0

dy

∫ t′

0

dy′ |y−y′|−αyα−1y′α−1Eα,α(−ayα)Eα,α(−ay′α)

= Eα,1(−a|t− t′|α)− Eα,1(−atα)Eα,1(−at′α). (A.10)

To derive this relation, we start with the following Mittag-Le�er function

Eα,1(−a|t− t′|α), (A.11)
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with a a constant and t and t′ variable. The Laplace transform (see Appendix A.6)
of this function to both its arguments is∫ ∞

0

dt

∫ ∞
0

dt′ e−ste−s
′t′Eα,1(−a|t− t′|α). (A.12)

Because we are dealing with the absolute value of the di�erence of the two variables,
we divide the integral up in the following two parts∫ ∞

0

dt

∫ ∞
t

dt′ e−ste−s
′t′Eα,1(−a(t′ − t)α)

+

∫ ∞
0

dt′
∫ ∞
t′

dt e−ste−s
′t′Eα,1(−a(t− t′)α). (A.13)

Introducing the substitutions u = t′ − t and w = t− t′ decouples the integrals∫ ∞
0

dt e−(s+s′)t

∫ ∞
0

du e−s
′uEα,1(−auα)

+

∫ ∞
0

dt′ e−(s+s′)t′
∫ ∞

0

dw e−swEα,1(−awα). (A.14)

The �rst integral in both terms is easily evaluated, the second is just the Laplace
transform of a Mittag-Le�er function which is given by Eq. (A.42)

1

s+ s′

[
s′−1

(
1 + as′−α

)−1
+ s−1

(
1 + as−α

)−1
]
. (A.15)

After some elementary algebra this expression can be rewritten as

s−1s′−1
(
1 + as−α

)−1 (
1 + as′−α

)−1

+ as−αs′−α
(
1 + as−α

)−1 (
1 + as′−α

)−1 sα−1 + s′α−1

s+ s′
. (A.16)

The �rst term is not coupled and thus the inverse Laplace transform is readily eval-
uated, it gives

Eα,1(−atα)Eα,1(−at′α). (A.17)

To invert the second term, we observe that it is a product of two known double Laplace
transforms. We recognise two Mittag-Le�er function transforms and transformation
(A.43). Using Eq. (A.45), we �nd a convolution after the inversion to time-space.
Combining this with Eq. (A.11) and Eq. (A.17), and rearranging some terms we
�nally come to Eq. (A.10).

A.2 Gamma function

The gamma function Γ(x) is de�ned for all complex numbers except the non-positive
integers. For complex numbers with a positive real part, it is de�ned via a convergent
improper integral

Γ(x) =

∫ ∞
0

dt tx−1e−t. (A.18)
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Figure A.1: Numeric evaluation of some Mittag-Le�er functions Eα,β(−xα). With
α = 0.4 and β = 1 (dashed-dotted line), α (dashed line) and α + 1 (full line). The
long time behaviour of Eqs. (A.5) and (A.6) is indicated.

The gamma function can be seen as an extension to real and complex numbers of the
factorial function with its argument shifted down by one

Γ(n) = (n− 1)! , (A.19)

with n is a positive integer. Figure A.2 shows the gamma function as a function
of its argument, it is clear that non-positve integers are not de�ned by the gamma
function. Building on the same property as the factorial function one can prove using
integration by parts

Γ(x+ 1) =

∫ ∞
0

dt txe−t = −txe−t
∣∣∣∞
0

+

∫ ∞
0

dt x tx−1e−t = xΓ(x). (A.20)

If the lower integration bound in Eq. (A.18) is not taken zero we have an upper
incomplete gamma function. It is de�ned as

Γ(x; y) =

∫ ∞
y

dt tx−1e−t. (A.21)

When we want both integration bounds in Eq. (A.18) to be di�erent we take the
di�erence between two incomplete gamma functions

Γ(x; y1, y2) = Γ(x; y1)− Γ(x; y2) =

∫ y2

y1

dt tx−1e−t. (A.22)

A particularly interesting asymptotic behaviour of the incomplete gamma function is
when y becomes large

lim
y→∞

Γ(x; y)

yx−1e−y
= 1. (A.23)
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Figure A.2: Numeric evaluation of the gamma function Γ(x).

A.3 Beta function

The beta function B(x, y), also called the Euler integral of the �rst kind, is a special
function de�ned by

B(x, y) =

∫ 1

0

dt tx−1 (1− t)y−1, (A.24)

with Re(x), Re(y) > 0. The beta function is symmetric, i.e. B(x, y) = B(y, x). One
of its important features is its relation to the gamma function

B(x, y) =
Γ(x)Γ(y)

Γ(x+ y)
. (A.25)

To see this consider, using Eq. (A.18)

Γ(x)Γ(y) =

∫ ∞
0

du

∫ ∞
0

dv e−u−vux−1vy−1 (A.26)

=

∫ ∞
0

dz

∫ 1

0

dt e−z(zt)x−1(z(1− t))y−1|J(z, t)| (A.27)

=

∫ ∞
0

dz e−zzx+y−1

∫ 1

0

dt tx−1(1− t)y−1 (A.28)

= Γ(x+ y)B(x, y). (A.29)

In the second line we changed the variables to u = f(z, t) = zt and v = g(z, t) =
z(1− t). Here |J(z, t)| = z is the absolute value of the Jacobian determinant of f(z, t)
and g(z, t).
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Figure A.3: Numeric evaluation of the Hurwitz zeta function ζ(s, 1
2 ).

A.4 Hurwitz zeta function

A zeta function ζ(s) is a function analogous to the original example, i.e. the Riemann
zeta function

ζ(s) =

∞∑
n=1

1

ns
, (A.30)

which converges when the real part of s is greater than one. The Hurwitz zeta function
ζ(s, q), named after Adolf Hurwitz, is one of many zeta function. It is formally de�ned
for complex arguments s with Re(s) > 1 and q with Re(q) > 0 by

ζ(s, q) =

∞∑
n=0

1

(q + n)s
. (A.31)

This series is absolutely convergent for the given values of s and q. Clearly the Hurwitz
zeta function reduces to the Riemann zeta function when q = 1. We also have that

ζ(s, 1
2 ) = (2s − 1)ζ(s). (A.32)

In Fig. A.3 we plot the Hurwitz zeta function for q = 1/2 and s variable, since this
case is most relevant in our work.

A.5 Polylogarithm

The polylogarithm, also known as Jonquière's function, is a special function Ls(x) of
order s and argument x. The polylogarithm function is de�ned by an in�nite sum

Ls(x) =

∞∑
k=1

xk

ks
, (A.33)
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with s ∈ C and for all complex arguments x with |x| < 1. It can be extended to
|x| ≥ 1 by the process of analytic continuation. When s = 1, the polylogarithm
reduces to the ordinary natural logarithm L1(x) = − ln(1−x). When s = 2 we call it
the dilogarithm or Spence's function. Naturally for s = 3 it is called the trilogarithm.
The origin of the name of this function comes from the fact that it is a repeated
integral of itself

Ls+1(x) =

∫ x

0

dt
Ls(t)
t

. (A.34)

Therefore the dilogarithm is an integral of the logarithm, the trilogarithm of the
dilogarithm, and so on. A special identity of the Spence's function is

L2(x) + L2(x−1) = −π
2

6
− 1

2
ln2(−x). (A.35)

A.6 Laplace transform

The Laplace transform L is an integral transform named after its discoverer Pierre-
Simon Laplace. It transforms a function of a positive real variable t (often time) to a
function of a complex variable s (frequency). Its use in solving physical problems is
widespread. The (unilateral) Laplace transform of a function f(t) is de�ned as

L[f(t), s] =

∫ ∞
0

dt e−stf(t), (A.36)

where f(t) is de�ned for t ≥ 0. To shorten the notation, the Laplace transform
of function f(t) is written as f̃ [s]. Some speci�c Laplace transformations that are
relevant in our research are given here (whereH(t) is the Heaviside function, Eq. (4.3))

Laplace transform of a constant c

cH(t)
L−−→ cs−1 (A.37)

Laplace transform of the qth power

tqH(t)
L−−→ Γ(q + 1) s−q−1 (A.38)

Laplace transform of a linear combination (a and b constant)

af(t) + b g(t)
L−−→ af̃ [s] + b g̃[s] (A.39)

Laplace transform of the nth derivative

f (n)(t)
L−−→ snf̃ [s]−

n∑
k=1

sn−kf (k−1)(0) (A.40)

Laplace transform of the Caputo fractional derivative of order α (with m = dαe)

cDαf(t)
L−−→ sα−mL[f (m)(t), s] (A.41)
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Laplace transform of the Mittag-Le�er function

tβ−1Eα,β(atα)
L−−→ s−β(1− as−α)−1 (A.42)

Double Laplace transform of the absolute di�erence in times to the −qth power

|t− t′|−q L−−→ Γ(1− q)(sq−1 + s′q−1)(s+ s′)−1 (A.43)

One can also introduce the inverse Laplace transform L−1, it satis�es the following
property

L−1[f̃ [s], t] = f(t). (A.44)

An important inverse Laplace transformation is that of the product of two functions
in Laplace space that become a convolution in time space

L−1[f̃ [s]g̃[s], t] =

∫ t

0

dt′ f(t− t′)g(t′). (A.45)

A.7 Fractional derivative

The concept of fractional derivative [135, 136] is a rather old one, but it has only
recently attracted the attention of the mainstream science. Already in 1695, Leibniz
introduced the derivative of order 1/2, and in 1832 the foundations of the formalism
were laid out by Liouville. Fractional derivatives have a great appeal due to their non-
local nature which is ideal for describing complex phenomena with a long memory. To
understand the concept of fractional derivatives, �rst consider the ordinary di�erenti-
ation operator D = d/dx. Performing this operation n times gives the nth derivative,
this corresponds to taking the (integer) nth power of the operator: Dn. A fractional
derivative assumes a real positive power a of the di�erentiation operator. If two frac-
tional derivatives, of order a and b, are applied. And if a + b is a positive integer,
then we should retrieve an ordinary derivative. For example, D1/2D1/2 = d/dx.

To construct the fractional derivative, we �rst produce a fractional integral. Let
f(x) be a function that is de�ned for x > 0. The de�nite integral operator I from 0
to x is

If(x) =

∫ x

0

dt f(t). (A.46)

It is relatively easy to show that if one performs this operation multiple (integer)
times, one arrives at the Cauchy formula for repeated integration

Inf(x) =
1

(n− 1)!

∫ x

0

dt (x− t)n−1f(t). (A.47)

This formula suggests a natural candidate for the fractional integration. We generalise
n to a real value a and use the gamma function Γ(·) to replace the discrete factorial
function. This yields the (left) Riemann-Liouville type fractional integral of order a

Iaf(x) =
1

Γ(a)

∫ x

0

dt (x− t)a−1f(t). (A.48)
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This is a well-behaved operator. Using this de�nition one can construct a fractional
derivative Da of order a. For physical processes the most commonly used fractional
derivative is the one in the Caputo sense, introduced in 1967 [137]. The reason for this
is that when solving fractional di�erential equations involving Caputo's de�nition, it
is not necessary to de�ne fractional order initial conditions, which are ill de�ned in a
physical world. The Caputo fractional derivative is de�ned as

cDaf(x) = Im−af (m)(x), (A.49)

where the superscript (m) stands for the ordinary mth derivative with m the value of
a rounded up to the nearest integer, thus m = dae. When 0 < a ≤ 1, we have m = 1
and the fractional derivative gets the following form

cDaf(x) =
1

Γ(1− a)

∫ x

0

dt (x− t)−af ′(t). (A.50)

From this de�nition it is clear that a fractional derivative of a function f at a point
x is not a local property (only when a is integer is it local), meaning it is not only
dependent on the values of f very close to x. One could state that it requires peripheral
vision to produce the result.



B |Derivation of 〈ξ(t)ξ(0)〉

Nothing is more intolerable

than to have admit to yourself your own errors.

Ludwig van Beethoven

This derivation was provided to us by Karel Proesmans. First consider the random
force at t = 0, it is given by

ξ(0) = −
∑
i

εi

(
xi(0) + x(0)

εi
miω2

i

)
. (B.1)

Multiplying this by ξ(t) and taking the ensemble average gives

〈ξ(t)ξ(0)〉 = −
∑
i

εi

(
〈ξ(t)xi(0)〉+ 〈ξ(t)x(0)〉 εi

miω2
i

)
. (B.2)

In the main text we argued that the second term in this expression should be equal
to zero. So the autocorrelation of the random force becomes

〈ξ(t)ξ(0)〉 = −
∑
i

εi〈ξ(t)xi(0)〉, (B.3)

and when we substitute the expression for ξ(t), this becomes (where we dropped the
explicit t = 0 dependence of the variables)

〈ξ(t)ξ(0)〉 =
∑
i

∑
j

εiεj

((
〈xjxi〉+ 〈xjx〉

εi
miω2

i

)
cos(ωit) + 〈xjpi〉

sin(ωit)

miωi

)
. (B.4)

Because the position and momentum coordinates are uncorrelated, the last term is
equal to zero

〈ξ(t)ξ(0)〉 =
∑
i

∑
j

εiεj

(
〈xjxi〉+ 〈xjx〉

εi
miω2

i

)
cos(ωit). (B.5)

Now we �rst evaluate 〈xixj〉 when i 6= j. To �nd this expected value we use the
total Hamiltonian: H = Hs +Hb +Hc, given by Eqs. (2.30), (2.31) and (2.32). If we
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take Z to be the partition function for the harmonic-bath Hamiltonian we get (with
β = 1/kBT )

〈xixj〉 =
1

Z

∫
dxdp

∏
k

dxkdpk xixj e
−βHse−βHbe−βHc . (B.6)

Notice that if we isolate the following part from the total integral we can rewrite it
using standard techniques for solving integrals∫

dxi xi e
−β

(
miω

2
i

2 x2
i+xεixi

)
= − xεi

miω2
i

∫
dxi e

−β
(
miω

2
i

2 x2
i+xεixi

)
. (B.7)

Substituting this result back into the original expression immediately gives us the
following relation

〈xixj〉 = − εi
miω2

i

〈xjx〉. (B.8)

From this result it is clear that Eq. (B.5) is equal to zero when i 6= j, therefore we
have

〈ξ(t)ξ(0)〉 =
∑
i

ε2i

(
〈x2
i 〉+ 〈xix〉

εi
miω2

i

)
cos(ωit). (B.9)

Very analogous to the calculation of Eq. (B.8) we can derive

〈xix〉 = − εi
miω2

i

〈x2〉. (B.10)

Next we �nd 〈xixj〉 when i = j, thus 〈x2
i 〉. we have that

〈x2
i 〉 =

1

Z

∫
dxdp

∏
k

dxkdpk x
2
i e
−βHse−βHbe−βHc . (B.11)

Again we isolate the relevant integral∫
dxi x

2
i e
−β

(
miω

2
i

2 x2
i+xεixi

)
=
βx2ε2i +miω

2
i

βm2
iω

4
i

∫
dxi e

−β
(
miω

2
i

2 x2
i+xεixi

)
. (B.12)

We thus obtain

〈x2
i 〉 =

ε2i
m2
iω

4
i

〈x2〉+
kBT

miω2
i

. (B.13)

When we now plug Eqs. (B.10) and (B.13) into Eq. (B.9), we arrive at the following
relation

〈ξ(t)ξ(0)〉 =
∑
i

ε2i kBT

miω2
i

cos(ωit). (B.14)

Using the expression for the memory kernel K, Eq. (2.42), brings us to the �nal result

〈ξ(t)ξ(0)〉 = kBTK(t). (B.15)



C |Velocity Correlation

The years really do speed by.

David Bowie

In Section 4.2 we derived the Laplace transform of the velocity of a harmonic oscillator
in an active viscoelastic bath. It reads

ṽ[s] = −k s
−α

ηα
x(0)

[
1 +

k

ηα
s−α

]−1

+
s1−α

ηα

(
ξ̃T [s] + ξ̃A[s]

)[
1 +

k

ηα
s−α

]−1

. (C.1)

Taking the ensemble average of this quantity times ṽ[w] is

〈ṽ[s]ṽ[w]〉 =
k2

η2
α

〈x2(0)〉s−αw−α
[
1 +

k

ηα
s−α

]−1 [
1 +

k

ηα
w−α

]−1

+
1

η2
α

〈ξ̃T [s]ξ̃T [w]〉s1−αw1−α
[
1 +

k

ηα
s−α

]−1 [
1 +

k

ηα
w−α

]−1

+
1

η2
α

〈ξ̃A[s]ξ̃A[w]〉s1−αw1−α
[
1 +

k

ηα
s−α

]−1 [
1 +

k

ηα
w−α

]−1

. (C.2)

Here we already dismissed the cross-terms because they all are equal to zero. The
last term in this expression, we will write as Φ(s, w), because we can not simplify it
with this Laplace technique. Using the equipartition theorem (see Section 2.2), we
�nd that 〈x2(0)〉 = kBT/k. The Laplace transform of 〈ξT (t)ξT (t′)〉 is done as follows

〈ξ̃T [s]ξ̃T [w]〉 =

∫ ∞
0

dt

∫ ∞
0

dt′ e−ste−wt
′
〈ξT (t)ξT (t′)〉 (C.3)

=
ηα kBT

Γ(1− α)

∫ ∞
0

dt

∫ ∞
0

dt′
e−st e−wt

′

|t− t′|α
. (C.4)

The double integral is a Laplace transform de�ned by Eq. (A.43). Applying this yields

〈ξ̃T [s]ξ̃T [w]〉 = ηα kBT (sα−1 + wα−1)(s+ w)−1. (C.5)
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Plugging this into expression (C.2) we get

〈ṽ[s]ṽ[w]〉 =
k kBT

η2
α

s−αw−α
[
1 +

k

ηα
s−α

]−1 [
1 +

k

ηα
w−α

]−1

+
kBT

ηα
(s1−α + w1−α)(s+ w)−1

[
1 +

k

ηα
s−α

]−1 [
1 +

k

ηα
w−α

]−1

+ Φ(s, w). (C.6)

After some algebra, one can �nd that the following holds for the right-hand side

kBT

ηα

[
[1 + (ks−α/ηα)]−1s1−α

s+ w
+

[1 + (kw−α/ηα)]−1w1−α

s+ w

]
+ Φ(s, w). (C.7)

If one calculates the double Laplace transform of |t− t′|α−2Eα,α−1(−(k/ηα)|t− t′|α),
the solution will be what is between the large brackets in the above expression. The
inverse Laplace transform of the �rst term can thus be performed. To transform the
second term, Φ(s, w), back to the time domain, we rely on the inverse transform of
ṽ[s]. With very similar techniques as were used in Chapter 4, one can �nd v(t). With
this 〈v(t)v(t′)〉 can be calculated. This will give the inverse transform of Φ(s, w),
together with the inverse transform of the �rst term, which we could simplify greatly
using Laplace space. The correlation of the velocity at times t and t′ is thus given by
the following expression

〈v(t)v(t′)〉 =
kBT

ηα
|t− t′|α−2Eα,α−1

(
− k

ηα
|t− t′|α

)
+
C

η2
α

∫ t

0

dx

∫ t′

0

dy

Eα,α−1

(
− k

ηα
xα
)
Eα,α−1

(
− k

ηα
yα
)

x2−α y2−α

 e
− |t−x−t

′+y|
τA .

(C.8)



D | ThermalisedWorm-like Chain

Yes, I think it can be easily done,

just take everything down to Highway 61.

Bob Dylan

Here we will discuss how one can construct a thermalised semi-�exible worm-like
chain. We will also show that the obtained chain is indeed equilibrated. Remember
that for a worm-like chain we take κ� 1, k � 1 and a 6= 0 (see Section 5.5).

First, place the �rst bead in the origin

R0,x = R0,y = R0,z = 0. (D.1)

Then we place the second bead at a distance a′ from the �rst, this distance is equal
to a plus the appropriate �uctuation 3kBT/k. We have a′ = |a + N (0, 3kBT/k) |,
where N(µ, σ2) is a normal distribution with mean µ and variance σ2. We choose to
put the �rst bond along the x-axis, this is of course arbitrary

R1,x = a′, (D.2)

R1,y = R1,z = 0. (D.3)

Placing the third bead will force us to make sure that the angle θ between the bonds is
correct. We know that θ = N(0, 2kBT/κ). Because of the rotational symmetry of the
problem we also need to generate a second angle α, which is uniformly distributed
between zero and π. So we have α ∈ [0, π[. Figure D.1 clari�es how θ and α are
de�ned. The third bead is thus placed at

R2,x = a′ cos(θ) +R1,x, (D.4)

R2,y = a′ sin(θ) cos(α), (D.5)

R2,z = a′ sin(θ) sin(α). (D.6)

Placing the following beads ~Rn, with n > 2, is a bit more tricky because the orien-
tation of the previous bond always changes and does not lie neatly along the x-axis.
We will therefore �rst �nd the location of the next bead as if the previous bead ~Rn−1

was located in the origin and the previous bond was along the (negative) x-axis. This
implies that the second previous bead ~Rn−2 lies on the negative x-axis. Thereafter
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Figure D.1: Illustration of the angles θ and α.

we will translate the bead to its correct position. So, pretending the previous bond
lies along the x-axis with the previous bead in the origin, for the nth bead ~Rn we do

X = a′ cos(θ), (D.7)

Y = a′ sin(θ) cos(α), (D.8)

Z = a′ sin(θ) sin(α). (D.9)

Now to get this point to where the bead should be, we �rst need to rotate the new
bond so that the imaginary previous bond on the x-axis has the same direction as the
actual previous bond. We use Rodrigues' rotation formula1 to achieve this. The actual
previous bond is given by ~r = (Rn−1,x −Rn−2,x, Rn−1,y −Rn−2,y, Rn−1,z −Rn−2,z).
First, we de�ne the angle β between the x-axis and the previous bond, with û =
(êx × ~r)/|êx · ~r| the axis of rotation (our new bond should be rotated about β)

β = arccos

(
rx
|~r |

)
, (D.10)

also take s = sin(β), c = 1− cos(β) and n = (r2
y + r2

z)
−1/2. The transformation is

X ′ = (1− c)X − snry Y − snrz Z, (D.11)

Y ′ = snryX +
(
1− c n2r2

y

)
Y − c n2ryrz Z, (D.12)

Z ′ = snrzX − c n2ryrz Y +
(
1− c n2r2

z

)
Z. (D.13)

Now we only need to translate the point to the end of the chain

Rn,x = X ′ +Rn−1,x, (D.14)

Rn,y = Y ′ +Rn−1,y, (D.15)

Rn,z = Z ′ +Rn−1,z. (D.16)

1Suppose ~v is a vector to be rotated over an angle φ according to the right-hand rule. The axis
of rotation is de�ned by unit vector û, then ~vrot = cos(φ)~v + sin(φ)(û× ~v) + (1− cos(φ))û(û · ~v).
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Doing this until n = N−1 creates a thermalised worm-like chain. To prove this state-
ment we measure two equilibrium properties of the chain. First the bond-bond corre-
lation, according to Eq. (5.146) we should �nd that 〈r̂n · r̂n+m〉 = exp(−kBT |m|/κ).
In Fig. D.2 we plot this correlation starting from the middle of the chain, so n = N/2.
We indeed �nd that, on average, it agrees with the formula for di�erent values of
the temperature. The second quantity we check is the average end-to-end distance
squared, which is given by formula Eq. (5.153). The simulated results again produce
the correct output over a large range of chain lengths, see Fig. D.3. An interesting
quantity we can also simulate is the distribution of the end-to-end distance |~P |. For
a freely-jointed chain (κ = 0) this distribution can be derived (see Eq. (5.8) or [123]).
The probability distribution Φ in the spherical coordinate system is

Φ(|~P |) 4π|~P |2d|~P | = 4π

(
3

2πa2N

)3/2

exp

(
−3|~P |2

2a2N

)
|~P |2d|~P |, (D.17)

this is the probability of �nding the end-to-end vector in the spherical shell with radius
between |~P | and |~P | + d|~P |, where the centre of the shell is one of the chains ends.
When we have a worm-like chain with high κ, it is obvious that the distribution will
be heavily peaked close to the maximum extension LM = a(N−1). Figure D.4 shows
that for κ = 0 we indeed �nd the distribution Eq. (D.17). For κ � 1 we also �nd
that the distribution behaves as we expected. The �gure also shows the distributions
for chain with intermediate values of κ.
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Figure D.2: Lin-lin plot of the bond correlation from the middle of the chain as a
function of length down the chain am. The solid lines are the analytic expression,
Eq. (5.146), and the coloured dots are the simulated results. The parameters are
N = 256, kBT = 10−1 (yellow), 100 (red), 101 (blue), k = κ = 100 and a = 2. The
results are averaged over 105 histories.
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E |Derivation of K+

Success is a science;

if you have the conditions, you get the result.

Oscar Wilde

First we will evaluate the integrals in Eq. (6.107). We have

3C

∫ t

0

dτ

∫ t′

0

dτ ′ e−|τ−τ
′|/τAe(τ+τ ′)/τp . (E.1)

Without loss of generality we assume t > t′. To deal with the absolute value function
we divide the integrals using the diagram in Fig. E.1. We thus �nd

3C

∫ t′

0

dτ ′
∫ τ ′

0

dτ e−(τ ′−τ)/τAe(τ+τ ′)/τp + 3C

∫ t′

0

dτ

∫ τ

0

dτ ′ e−(τ−τ ′)/τAe(τ+τ ′)/τp

+ 3C

∫ t

t′
dτ

∫ t′

0

dτ ′ e−(τ−τ ′)/τAe(τ+τ ′)/τp . (E.2)

Notice that the �rst two integrals are actually identical. After some reordering we

Figure E.1: Illustration of the double integral over a function of |τ − τ ′|, with t > t′.
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�nd

6C

∫ t′

0

dτ eω−τ
∫ τ

0

dτ ′ eω+τ
′
+ 3C

∫ t

t′
dτ eω−τ

∫ t′

0

dτ ′ eω+τ
′
, (E.3)

where we introduced

ω± =
1

τp
± 1

τA
. (E.4)

Solving gives

6C

ω+(ω+ + ω−)

[
e(ω++ω−)t′ − 1

]
− 6C

ω+ω−

[
eω−t

′
− 1
]

+
3C

ω+ω−

[
eω−t+ω+t

′
− eω−t − e(ω++ω−)t′ + eω−t

′
]
. (E.5)

Remember that we took t > t′, so more generally we can say

3Cτp
ω+

[
e2 min(t,t′)/τp − 1

]
− 6C

ω+ω−

[
eω−min(t,t′) − 1

]
+

3C

ω+ω−

[
eω−max(t,t′)+ω+ min(t,t′) − eω−max(t,t′) − e2 min(t,t′)/τp + eω−min(t,t′)

]
,

(E.6)

where we used (ω+ + ω−) = 2/τp. Working toward Eq. (6.107) we need to multiply
by e−(t+t′)/τp or e−(ω++ω−)(t+t′)/2, depending on what suits best

3Cτp
ω+

[
e−(t+t′−2 min(t,t′))/τp − e−(t+t′)/τp

]
− 6C

ω+ω−

[
eω−min(t,t′)−(ω++ω−)(t+t′)/2 − e−(t+t′)/τp

]
+

3C

ω+ω−

[
eω−max(t,t′)+ω+ min(t,t′)−(ω++ω−)(t+t′)/2

− eω−max(t,t′)−(ω++ω−)(t+t′)/2 − e−(t+t′−2 min(t,t′))/τp

+ eω−min(t,t′)−(ω++ω−)(t+t′)/2
]

(E.7)

and

3Cτp
ω+

[
e−(t+t′−2 min(t,t′))/τp − e−(t+t′)/τp

]
− 6C

ω+ω−

[
e−ω−(t+t′−2 min(t,t′))/2e−ω+(t+t′)/2 − e−(t+t′)/τp

]
+

3C

ω+ω−

[
e−ω−(t+t′−2 max(t,t′))/2e−ω+(t+t′−2 min(t,t′))/2

− e−ω−(t+t′−2 max(t,t′))/2e−ω+(t+t′)/2 − e−(t+t′−2 min(t,t′))/τp

+ e−ω−(t+t′−2 min(t,t′))/2e−ω+(t+t′)/2
]
. (E.8)
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Now we use |t− t′| = t+ t′ − 2 min(t, t′) and −|t− t′| = t+ t′ − 2 max(t, t′).

3Cτp
ω+

[
e−|t−t

′|/τp − e−(t+t′)/τp
]

− 6C

ω+ω−

[
e−ω−|t−t

′|/2e−ω+(t+t′)/2 − e−(t+t′)/τp
]

+
3C

ω+ω−

[
eω−|t−t

′|/2e−ω+|t−t′|/2 − eω−|t−t
′|/2e−ω+(t+t′)/2

− e−|t−t
′|/τp + e−ω−|t−t

′|/2e−ω+(t+t′)/2
]
. (E.9)

As always we let t→∞ and t′ →∞ to reach the steady state. Many terms drop out
since ω+ > 0. Also using (ω− − ω+) = −2/τA gives

3C

ω+

[
τpe
−|t−t′|/τp +

1

ω−

(
e−|t−t

′|/τA − e−|t−t
′|/τp

)]
. (E.10)

Inserting 1/ω± = τp/(1± (τp/τA)) brings us to

3Cτp
1 + (τp/τA)

[
τpe
−|t−t′|/τp +

τp
1− (τp/τA)

(
e−|t−t

′|/τA − e−|t−t
′|/τp

)]
. (E.11)

Putting τp/(1− (τp/τA)) outside the brackets

3Cτ2
p

1− (τp/τA)2

[
(1− (τp/τA))e−|t−t

′|/τp + e−|t−t
′|/τA − e−|t−t

′|/τp
]

(E.12)

and �nally

3Cτ2
p

1− (τp/τA)2

[
e−|t−t

′|/τA − (τp/τA)e−|t−t
′|/τp

]
. (E.13)

Completing Eq. (6.107) gives

K+(t, t′) =
24Ck2

γ2N

M∑
p=1

τ2
p Sp

2

1− (τp/τA)2

[
e−|t−t

′|/τA − (τp/τA)e−|t−t
′|/τp

]
. (E.14)
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