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Heuristic experimentation commonly entails running an algorithm on the ins-
tances of some standard benchmark problem set and measuring its performance
� solution quality, run time or both. These performance results are then com-
pared with the results other heuristic algorithms obtained on this benchmark
problem set. It is a type of evaluation that ensues a competition with state-of-
the-art methods in the literature. The goal is to obtain a better solution quality
and/or a faster running time on the benchmark instances than other existing
algorithm and claim �rst place in the �horse race�. This approach, however, does
not seek to explain why one method performs better than another one [2]. Which
elements of the heuristic algorithm have contriubted to a greater or less extent
to this superior performance ? Is it mainly due to a certain (combination of) ope-
rator(s) employed within the algorithm? Or �xing certain parameters at speci�c
values ? Or maybe it is due to a researcher's superior coding skills leading to a
more e�cient implementation of an existing algorithm? Do all components signi-
�cantly contribute to the performance of the algorithm, or can certain elements
be left out, thereby possibly increasing the e�ciency of the method ? These are
all questions that often remain unanswered when a new method is presented.
Even though some competition between researchers might spur innovation, it has
been noted that true innovation builds on the understanding of how a heuristic
algorithm behaves, and not on proof of competitiveness [5]. A competitive focus
works when considering a speci�c setting [4], but when the objective is to learn
how the di�erent heuristic elements contribute to performance and make state-
ments beyond a speci�c problem setting, a statistical evaluation methodology has
to be applied.

We propose a statistical methodology with the principal aim of gaining a
thorough understanding of the relationship between algorithm performance, al-
gorithmic properties, and problem instance characteristics. We wish to identify
how the algorithmic properties impact algorithm performance, positively or ne-
gatively, and how these e�ects vary across di�erent parts of the problem space.
The proposed methodology relies on multilevel models that enables to study how
algorithmic parameter e�ects vary given di�erent problem conditions.

In a �rst application of the methodology a number of randomly generated
instances for the vehicle routing problem with time windows are solved using
a simpli�ed version of the Adaptive Large Neighbourhood Search algorithm [3]
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that considered less operators and also removed the adaptive mechanism used
to assign weights to the operators after each iteration. The results showed that
including more operators to an algorithm does not necessarily lead to a better
performance in terms of solution quality. We often observed better results for
con�gurations with only one repair operator and one or two destroy operators.
Furthermore, the characteristics of a speci�c instance in�uence these e�ects in
such a way that conclusions di�er, for example, between instances with a small
number of instances and instances with many customers [1]. For a second expe-
riment, we include the adaptive mechanism for assigning weights to the operators
per iteration, compare the �ndings with our �rst experiment and seek to expose
the contribution of the adaptive process.
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