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Abstract. We report an electron momentum spectroscopy study of vibrational effects on the 

electron momentum distributions of the outer valence orbitals of adamantane (C10H16). The 

symmetric noncoplanar (e, 2e) experiment has been carried out at an incident electron energy of 1.2 

keV. Furthermore, theoretical calculations of the electron momentum distributions with vibrational 

effects being involved have been performed using the harmonic analytical quantum mechanical and 

Born-Oppenheimer molecular dynamics approaches. In spite of the complex nature of the 

vibrational structure of this large molecule, both approaches provide overall quantitative insights 

into the results of the experiment. Comparisons between experiment and theory have shown that 

ground state nuclear dynamics appreciably affects the momentum profiles of the 7t2, {2t1+3e}, and 

{5t2+5a1} orbitals. It has been demonstrated that changes in the momentum profiles are mainly due 

to the vibrational motions associated with the CH bonds. 
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I. INTRODUCTION 

Diamondoids,
1,2

 hydrocarbons with diamond cage structures, exhibit both diamond-like 

properties and nanosize effects. The unusual electronic properties of these molecules make them 

attractive for widespread nanotechnological applications, such as electronic and opto-electronic 

devices. For this reason, diamondoids have been the subjects of a number of experimental and 

theoretical studies.
3-10

 In particular, the electronic structure of the smallest diamondoid, adamantane 

(C10H16), has been thoroughly investigated so far because of its fundamental importance.
11-21

 

Recent theoretical studies have shown that the quantum dynamics of nuclei is key to 

understanding the electronic and optical properties of diamondoids.
6-10

 Ab initio calculations taking 

nuclear dynamics into account have revealed that the interplay between electronic and nuclear 

motions drastically affects the lineshapes of the absorption bands and the optical gap,
7
 and also 

shown that the molecular vibration play important roles in ionization processes of the molecules.
10

  

Electron momentum spectroscopy (EMS),
22-28

 also known as binary (e, 2e) spectroscopy, may 

offer an opportunity to examine such influences. The basis of the EMS technique is the observation 

of electron impact ionization reactions under the high-energy Bethe-ridge conditions. Within the 

plane-wave impulse approximation (PWIA), the EMS cross section is directly related to the 

electron momentum density distributions or electron momentum profiles of the ionized orbital.
25-28

 

Because of its unique ability to image individual electron orbitals in momentum space, EMS can 

provide a powerful means to investigate how molecular orbital patterns are affected by the 

vibrational motions of molecules. Indeed, recent EMS studies on various polyatomic molecules
29-38

 

have shown that electron momentum profiles may considerably be affected by molecular vibrations, 

and that EMS experiments in conjunction with recently developed theoretical approaches are 

capable of disentangling the interplay between the electronic and nuclear dynamics.
30,31,34-38

 It is 

therefore of interest to apply the EMS technique to the study of the nuclear dynamics effects for 

diamondoids. 
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In this paper we report an EMS study on the smallest diamond cage, adamantane. An EMS 

measurement on adamantane was already reported by Litvinyuk et al. in 2000,
39

 but no attempt so 

far has been made to examine vibrational effects on the electron momentum profiles of this 

molecule. The aim of the present study is thus to elucidate the influence of nuclear dynamics on the 

electron momentum density distributions. For the purpose, the present experiment has been carried 

out by using one of our highly sensitive EMS spectrometers.
40

 Considerable improvement in the 

statistical accuracy of data has been achieved as compared with that of the study by Litvinyuk et al. 

Furthermore, theoretical calculations using two complementary approaches have been carried out to 

analyze vibrational effects on electron momentum profiles. The first of these, known as the 

harmonic analytical quantum mechanical (HAQM) method,
30,35

 is based on the harmonic 

approximation and the second approach relies on Born-Oppenheimer molecular dynamics 

(BOMD).
41-43

  

 

II. EXPERIMENT  

EMS is a high-energy electron-impact ionization experiment in which the inelastically scattered 

and ejected electrons are detected in coincidence. The binding energy, Ebind, and the momentum of 

the target electron before ionization, p, can be determined using the following conservation laws of 

energy and momentum:   

Ebind = E0 – E1 – E2,                                                     (1) 

p = p1 + p2 – p0.                                                        (2) 

Here Ej’s and pj’s (j = 0, 1, 2) denote the kinetic energies and momenta of the incident, inelastically 

scattered, and ejected electrons, respectively. 

    The EMS experiment on adamantane was conducted at E0 = 1.2 keV in the symmetric 

noncoplanar geometry, where the two outgoing electrons having equal energies (E1 = E2) and equal 

scattering polar angles of 45° are detected in coincidence. In this kinematics, the magnitude of the 

target electron momentum, p = |p|, is straightforwardly related to the out-of-plane azimuthal angle 
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difference between the two outgoing electrons (∆φ = φ2 – φ1 – π). The EMS spectrometer used in 

this study has been described in detail elsewhere.
40

 

    The experimental result was obtained by accumulating data at an ambient sample pressure of 1.6 

×10
−4

 Pa for three weeks runtime. Commercially available adamantane (Wako Pure Chemical 

Industries Ltd., >99.0 %) was used in the experiment. During the measurement the electron gun 

produced an electron beam of typically 65 µA. The resulting instrumental energy- and momentum-

resolutions were 1.7 eV full width at half maximum (FWHM) and about 0.15 a. u. at p = 1.0 a. u., 

respectively.  

 

III. THEORETICAL CALCULATIONS 

Two different but complementary theoretical methods, which are the so-called HAQM and 

BOMD approaches, are currently used to calculate the momentum profiles with vibrational effects 

being involved. The HAQM approach treats nuclear motions quantum mechanically within the 

framework of the harmonic oscillator approximation. Owing to the approximation used, however, it 

does not account for non-harmonic effects, such as anharmonicities in the underlying potential 

energies, couplings between vibrations and rotations, and so on. Such effects can be taken into 

account by the BOMD approach, while it treats nuclear motions classically. 

Since the theory behind the HAQM approach has been fully described elsewhere,
30,34,35

 only a 

short account is given here. Under the assumption of the PWIA the EMS cross section can be 

written as 

( ) ( )pMf
p

pp
ee

0

214

EMS π2=σ  ,                                                    (3) 

where fee is the electron-electron collision factor and Μ(p) is the structure factor corresponding to a 

momentum profile.
23

 In the frame of the Born-Oppenheimer approximation, the electron 

momentum profile for a transition from the initial neutral electronic state i to the final ion state f can 

be expressed as follows:
30,34,35
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where χiv(Q) is the wave function of the v vibrational level in the initial electronic state and Pv(T) 

denotes the related Boltzmann’s statistical population at temperature T. ρf(p,Q) represents a 

spherically-averaged electron momentum density distribution at a given molecular geometry, Q. 

( ) ( ) ( )∫ Ω= pQQQ ddSp
2

ffff ;
4

1
, pψ

π
ρ .                                              (5) 

 Here ψf(p) denotes the momentum space representation of the normalized Dyson orbital and Sf the 

corresponding spectroscopic factor. df implies the degeneracy of the orbital and (4π)
−1∫dΩp 

represents the spherical averaging due to the random orientation of the molecule in gas phase.  

   In the HAQM approach, χiv(Q) is described as a product of harmonic oscillator functions ξvL(QL) 

with QL being the normal coordinate of the L-th vibrational mode, and it is further assumed that 

ρf(p,Q) changes slowly with Q in the neighborhood of Q0. As a result, the following 

computationally tractable expression is obtained: 

( ) ( ) ( ) ( ) ( ) ( )∑ ∑∫ −++Ω=
v L

vL0fLL0fvLfv

2

0ff0f ,ˆ,,
4

1
ξρρξϕ

π
QqQQpQ p pQpdTPddSpM ,      (6) 

where Lq̂  denotes a unit vector that points along the L-th normal coordinate, and with Pν(T) being 

the Boltzmann’s statistical population of the vibrational level ν at temperature T. The first term is 

equivalent to the momentum profile for the molecule at the equilibrium geometry and the second 

term represents vibrational effects. The advantage of this method is not only in reducing the 

computational cost, compared to the calculation over the full Q space according to Eq. (4), but also 

in the ability to discuss vibrational effects by dividing those into contributions from each normal 

mode, as will be discussed later.  

The HAQM results have been obtained according to the following procedure. First, the 

vibrational normal coordinates and frequencies were calculated for the electronic ground state by 

means of Density Functional Theory (DFT) along with the Becke-3-parameters-Lee-Yang-Parr 

(B3LYP) functional
44,45

 and Dunning’s augmented correlation-consistent polarization valence basis 
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set of double-zeta quality (aug-cc-pVDZ).
46,47

 The vibrational frequencies thus obtained using the 

Gaussian03 program
48

 are presented in Table I, showing a good agreement with the available 

experimental results.
49,50

 

Subsequently, ρf(p,Q)’s were computed within the target Kohn-Sham approximation
51

 at several 

nuclear geometries distorted from equilibrium along each normal coordinate. For each distorted 

structure, the Kohn-Sham orbitals were obtained on the ground of DFT calculations in conjunction 

with the B3LYP functional and aug-cc-pVDZ basis set using the Gaussian03 program. The orbitals 

were subsequently converted to ρf(p,Q)’s with the aid of the MOMAP program developed by Brion 

and his co-workers,
52

 assuming a constant spectroscopic strengths for the orbitals under 

consideration. This assumption is proven by many studies of ionization spectra performed using 

Green’s Function Theory [ADC(3)] or SAC-CI
15,53-56

 on saturated compounds, showing that Sf(Q) ~ 

1 for valence orbitals. Finally, the momentum profiles were obtained assuming the Boltzmann 

distribution Pν(T) at standard room temperature (298 K).  

The Born-Oppenheimer Molecular Dynamics (BOMD) calculations were performed using 

Density Functional Theory (DFT) along with the ωB97XD
57

 exchange-correlation functional and 

Dunning’s correlation-consistent polarization valence basis set of double-zeta quality (cc-pVDZ).
46

 

The Bulirsch-Stoer method was used for the integration scheme,
58,59

 along with an integration step 

size of 0.2 fs, and a fifth-order polynomial fit in the integration-correction scheme. The trajectory 

step size was set to 0.250 au (amu
1/2

 bohr), and atomic coordinates were dumped at time intervals of 

approximately 1 fs. Thermalization of the BOMD trajectories to standard room temperature (298 K) 

was enforced by setting the initial rotational energy from a thermal distribution assuming a 

symmetric top. The BOMD simulations were performed for a microcanonical (NVE) ensemble and 

the equilibration time was set to 0.1 ps. Thermalization was checked by monitoring the time-

dependence of the kinetic energies and potential energies obtained at each point of the computed 

trajectories. The total runtime was 1.042 ps, resulting in the generation of 2000 thermally distorted 

structures. The whole set of molecular structures produced by the BOMD//ωB97XD/cc-pVDZ 
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simulations were then used as input geometries in single point DFT calculations employing the 

B3LYP functional
44,45

 and Dunning’s aug-cc-pVDZ basis set.
46,47

 C-shell scripts have been used to 

convert the molecular coordinates output of the BOMD//ωB97XD/cc-pVDZ results into input for 

single-point B3LYP/aug-cc-pVDZ calculations of the electronic structure, using the GAUSSIAN09 

package of programs,
60

 and to combine results for thermally averaging the electron momentum 

profiles obtained by means of the MOMAP program by Brion and coworkers.
52

 In addition to these 

calculations, theoretical momentum distributions were calculated at the B3LYP/aug-cc-pVDZ level 

for the equilibrium geometry. For making comparisons with experiment, the theoretical momentum 

profiles were convoluted with the experimental resolution using the procedure by Migdall et al.
61

  

 

IV. RESULTS AND DISCUSSION 

A. Electron Binding Energy Spectrum 

Adamantane belongs to the Td point group and its ground state electronic configuration can be 

written as follows: 

(core)
20
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2
(3t2)

6
(2e)

4
(4t2)

6
(4a1)

2
(5a1)

2
(5t2)

6
(1t1)

6
(6t2)

6
(2t1)

6
(3e)

4
(7t2)

6
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In photoelectron spectroscopy (PES) studies of adamantane,
12

 distinct ionization bands have been 

observed at Ebind ~ 9.8, 11.2, 13.5, 15.3, 17.2, and 18.8 eV, which are ascribed to the 7t2, {2t1+3e}, 

{1t1+6t2}, {5t2+5a1}, 4a1, and 4t2 orbitals, respectively. 

Fig. 1 shows the ∆φ-angle integrated binding energy spectrum of adamantane, which was 

constructed by plotting the number of true coincidence events as a function of Ebind. Vertical bars 

indicate the ionization energies reported in the PES studies. To extract contributions from each 

ionization band, a deconvolution procedure was used. In the procedure a Gaussian curve was 

assumed for each band, whose energy-position and width were determined from the instrumental 

energy resolution and the Franck–Condon width estimated from the high energy resolution PES 

study reported by Boschi et al.
12

 The deconvoluted curves are shown in Fig. 1 as dashed curves and 

their sum as a solid curve. A similar fitting procedure was applied to a series of binding energy 
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spectra at each ∆φ. Then experimental momentum profiles of the individual ionization bands were 

produced by plotting the area under the corresponding Gaussian curve against the momentum value. 

For making a comparison with theory, the 4a1 momentum profile was height normalized to the 

HAQM calculation at p = 0.18 a. u. The scaling factor thus obtained was subsequently applied to 

the individual results so that all the experimental momentum profiles share a common intensity 

scale. 

 

Fig. 1. Momentum-space integrated (e, 2e) outer-valence ionization spectrum of adamantane. The 

red curve is obtained by summing the Gaussian curves used to deconvolute ionization intensities. 

The fitting parameters for these Gaussian curves were estimated from a previous PES study [12]. 

 

B. Momentum Profiles 

The experimental momentum profiles for the 7t2, {2t1+3e}, {1t1+6t2}, {5t2+5a1}, and 4a1 

ionization bands are shown in Fig. 2, along with those reported by Lytviniuk et al., which are 

digitized from Ref. 39. For comparison, the theoretical momentum profiles calculated at the 
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equilibrium geometry are also depicted. Inserted in the figure are theoretical contour plots of the 

molecular orbitals in position space. 

 

Fig. 2. Experimental and theoretical momentum profiles for the (a) 7t2, (b) {2t1+3e}, (c) {1t1+6t2}, 

(d) {5t2+5a1}, and (e) 4a1 ionization bands of adamantane. The solid lines represent the theoretical 

momentum profiles calculated at the equilibrium geometry. The inserted figures are the theoretical 

contour plots of molecular orbitals in position space. 

 

It is immediately clear from Fig. 2 that the statistical accuracy of the present data is greatly 

improved by taking advantage of the high collection efficiency of the energy- and momentum-
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dispersive EMS spectrometer used. Also seen from the figure is that most of the momentum profiles 

obtained in our measurement are consistent with those measured by Lytviniuk et al. within the error 

bars. The sole exception is the 7t2 band. The present result is about a factor of 1.35 lower in 

intensity, whilst the shapes of the experimental 7t2 momentum profiles are consistent with each 

other. The origin of the intensity difference may be attributed to deconvolution uncertainties in the 

fitting procedure, since the adjacent {2t1+3e} band is only 1.5 eV apart from the 7t2 band and these 

two ionization bands both exhibit broad Franck-Condon profiles, which considerably overlap with 

each other, as has been shown by the PES study.
12

 

A comparison between experiment and theory shows that all in all, the equilibrium geometry 

calculation qualitatively reproduces the observed shapes of momentum profiles. In particular, the 

theoretical prediction for the 4a1 orbital is in excellent agreement with experiment. A closer look at 

Fig. 2, however, indicates that for the other orbitals the overall agreement between experiment and 

theory based on equilibrium geometry calculations is not quantitative. Figs. 2(a) - (c) show that for 

the first three ionization bands, each of which exhibits a double-maximum structure, the 

equilibrium geometry calculation noticeably underestimates the relative intensity of the maximum 

at smaller p. One may also notice that for the {5t2+5a1} band, the theoretical prediction is 

considerably lower in intensity than the experimental results below p ~ 0.2 a.u. Similar tendencies 

have been observed also by Lytviniuk et al.,
39

 but higher statistical accuracy achieved in the present 

study allows us to make detailed comparisons of experiment with theory. It should be noted that the 

disagreement with experiment is unlikely to originate from the basis set used, because extension of 

the basis from aug-cc-pVDZ to augmented correlation-consistent polarization valence-triple-zeta 

(aug-cc-pVTZ) did not appreciably change the results of the equilibrium geometry calculations. 

Based on an argument for d-type orbitals by Brion et al.,
62

 Lytviniuk et al. have concluded that 

the discrepancies between experiment and theory stem from distortion of the incoming and 

outgoing electron waves participating in the ionization process. The underlying idea of the 

argument is as follows. Briefly, atomic d-orbitals have gerade symmetry and the zero-gradient 
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component of the position-space wave function, which contributes to the p = 0 component in 

momentum-space, appears at the nuclear position, where the influences of the target potential to the 

incoming and outgoing electron waves should be sizable. Hence, the low-momentum component of 

the d-orbital is substantially affected by distortion of the electron waves from plane waves. It has 

long been argued that such distorted-wave effects may possibly take place also for molecular 

orbitals with zero-gradient wave function components in the nuclear and/or internuclear 

positions.
62,63

 With these considerations in mind, Lytviniuk et al. examined the 3-D visualization of 

the molecular orbitals and found that the 2t1, 3e, and 1t1 orbitals exhibit zero-gradient components 

in the internuclear (cage) region; they thus attributed the differences between experiment and theory 

to distorted-wave effects. Nevertheless, the above discussion does not fully account for the 

observed disagreements. In spite of considerable deviations from theory being observed also for the 

7t2 and {5t2+5a1} bands, there is no zero-gradient component in the cage region for these molecular 

orbitals. A full understanding of the experimental results therefore requires consideration of 

additional effects. 

The influence of molecular vibration is a possible source of the observed differences, and 

indeed it gives a rational explanation of most experimental results. To illustrate this, the 

experimental momentum profiles are compared with the HAQM and BOMD calculations, in which 

vibrational effects are taken into account. The results for the 7t2, and {2t1+3e} ionization bands are 

shown in Fig. 3, and those for the {1t1+6t2}, {5t2+5a1}, and 4a1 bands in Fig. 4. In the figures, the 

HAQM and BOMD momentum profiles are shown as red solid- and black dashed-lines, 

respectively, while the equilibrium geometry calculations are depicted by blue solid-lines. In 

addition, the experimental 7t2 momentum profile multiplied by a factor of 1.35 is also shown in Fig. 

3(a) for ease of comparison in shape with theory. It is immediately clear from inspecting the figures 

that the HAQM and BOMD approaches consistently quantify the influence of nuclear dynamics on 

the momentum profiles. The good accordance of the HAQM calculation, which is based on the 

harmonic approximation, with the BOMD calculation strongly suggests that the influence of 
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vibrational anharmonicity is negligibly small for these momentum profiles, being consistent with 

our earlier studies on furan
35

 and dimethyl ether.
36 

 

Fig. 3. Comparison between experimental and theoretical momentum profiles for the (a) 7t2, (b) 

{2t1+3e}, and (c) {7t2+2t1+3e} orbitals of adamantane. The red, dashed-, and blue solid-lines 

represent the HAQM, BOMD, and equilibrium geometry calculations, respectively. 

It is evident from Fig. 3 that for the 7t2 and {2t1+3e} orbitals, taking vibrational effects into 

account leads to noticeable increase of low-momentum components and as a consequence, 

improves the agreement with the experimental momentum profiles, though some deviations from 



13 

experiment still remain. As mentioned above, the 7t2 and {2t1+3e} momentum profiles are likely to 

suffer from uncertainties of the deconvolution procedure because of the small energy separation 

between the ionization bands. To remove the possible influence of the deconvolution error, the 7t2 

and {2t1+3e} experimental momentum profiles are plotted in the form of their sum. As can be seen 

from Fig. 3(c), the HAQM and BOMD calculations are in reasonable agreement with the 

experimental momentum profile, whilst the equilibrium geometry calculation significantly 

underestimates the intensity at p < 0.7 a.u. The findings clearly show that molecular vibration does 

considerably affect the electron momentum profiles of the 7t2 and {2t1+3e}orbitals at the low p 

region, though small discrepancy between experiment and theory still remains at p = 0.7-1.2 a. u. 

Sizable vibrational effects are observed also for the {5t2+5a1} orbitals. It can be seen form Fig. 

4(b) that the HAQM and BOMD calculations give higher intensity at small momentum than the 

equilibrium geometry calculation and satisfactorily reproduce the experiment. The result indicates 

that the difference between experiment and equilibrium geometry calculation observed for the 

{5t2+5a1} band finds its origin into molecular vibrations, and that the HAQM and BOMD 

approaches both provide good descriptions of vibrational effects on the momentum profile.  

Although the influence of molecular vibration gives a rational explanation of most experimental 

results, this is not the case for the {1t1+6t2} ionization band. It can be seen from Fig. 4(a) that 

taking into account vibrational effects does not change the theoretical momentum profile 

significantly, and all theoretical calculations substantially underestimate the experiment at p < 0.5 a. 

u. A plausible explanation of the disagreement is distorted-wave effects. As mentioned above, the 

1t1 orbital has zero-gradient component in the cage region and hence the influence of distorted-

wave effects may possibly be appreciable even at small p. In principle, the effects can be assessed 

by examining the incident electron energy dependence of the momentum profile;
27,28,63

 however, it 

is beyond the scope of the present study. In the following we thus focus our attention only to the 7t2, 

{2t1+3e}, and {5t2+5a1} orbitals, for which considerable vibrational effects have been observed. 
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Fig. 4. Comparison between experimental and theoretical momentum profiles for the (a) {1t1+6t2}, 

(b) {5t2+5a1}, and (c) 4a1 orbitals of adamantane. The red, dashed-, and blue solid-lines represent 

the HAQM, BOMD, and equilibrium geometry calculations, respectively. 

 

C. Contributions from individual vibrational modes 

One of the advantages of the HAQM approach is that vibrational effects on momentum profiles 

can be discussed in detail by dividing those into contributions from each normal mode. From such 
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an analysis, we have found that vibrational effects for the 7t2, {2t1+3e}, and {5t2+5a1} orbitals 

cannot be ascribed to only a few specific normal modes; the contributions are distributed over a 

number of modes due to the large degrees of vibrations freedom of the adamantane molecule. This 

is in contrast with findings made recently for smaller molecules, such as C2H4
30

 and CH2F2,
34

 where 

only a few normal modes play dominant roles. To facilitate the interpretation of results, the 

classification of vibrational modes proposed by Jensen
50

 has then been adopted, where each of 

modes is assigned to one of nine types of motions: CC stretch, CH stretch, CCC bend, CCC wag, 

CH wag, CH2 scissors, CH2 twist, CH2 wag, and CH2 rock motions. The assignment is given in 

Table I. The contributions from each type of motions to the momentum profiles are displayed in Fig. 

5. Here the influences of the CH2 scissors, twist, wag, and rock modes are presented in the form of 

their sum since these modes all correspond to changing the direction of CH bonds in the CH2 

groups. Similarly, the sum of contributions from the CCC bend and wag modes is presented in the 

figure. 

As can be seen from Fig. 5 (a), the CH stretching vibrations lead to considerable enhancement 

of the p = 0 density component of the 7t2 orbital. Further inspection shows that the v20, v21, and v22 

vibrations play a dominant role at p ~ 0, all of which belong to the T2 irreducible representation. 

Since the momentum space representation of a molecular orbital ϕf(p; Q) is uniquely related to the 

position space wave function ϕf(r; Q) through the Dirac-Fourier transform, its amplitude at p = 0 

can be written as 

ϕf(p = 0; Q) = (2π)
-3/2∫ϕf(r; Q)dr .                                               (7). 

It follows from Eq. (7) that for the molecule at the equilibrium geometry, only totally-symmetric a1 

orbitals can have non-zero intensity at p = 0. Although the 7t2 orbital is not totally-symmetric, 

molecular geometry distortion along the T2 normal coordinates allows its momentum profile to 

have non-zero intensity at the momentum origin, due to the fact that T2 ⊗ T2 = A1 + E + T1 + T2 in 

the Td point group. This symmetry consideration indicates that the v20 (T2) ~ v30 (T2) modes may 

possibly affect the intensity at p = 0 and the above analysis reveals that among them the relevant 
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CH stretching vibrations mainly contribute to the increase in intensity. 
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Fig. 5. Contributions from each type of vibrational motion to the momentum profiles of (a) 7t2, (b) 

{2t1+3e} and (c) {5t2+5a1} orbitals. 

 

A similar tendency has been observed also for the {2t1+3e} orbitals. It can be seen from Fig. 

5(b) that the CH stretching vibrations considerably affect the {2t1+3e} momentum profile at p ~ 0. 

Further analysis has shown that the v13 (T1) mode gives the largest contribution to the increase of 

the magnitude at the momentum origin. It can be deduced from T1 ⊗ T1 being equal to A1 + E + T1 
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+ T2 that the appreciable intensity observed at p ~ 0 is mainly due to the distortion of the 2t1 orbital 

due to the v13 CH stretching vibration. 

Also seen from Figs. 5 (a) and (b) is that at around p = 0.4 a. u., the influences of the CH2 

scissors, twist, wag, and rock modes to the 7t2 and {2t1+3e} momentum profiles are comparable to 

those from the CH stretching modes, while the CC stretch, CCC bend, and CCC wag modes play 

relatively minor roles. For the {2t1+3e} orbitals, the CH wag mode also gives a noticeable 

contribution to the associated momentum profile at the low p region. The results indicate that taking 

into account contributions from the normal modes associated with CH bonds is essential for 

understanding the observed increase in intensity of the 7t2 and {2t1+3e} momentum profiles at 

small p, being consistent with previous results on ethylene,
30

 CH2F2,
34

 furan,
35

 dimethyl ether,
36

 and 

oxetane
38

 in their contributions to the change of momentum profiles.  

We subsequently discuss the vibrational effects on the {5t2+5a1} momentum profile. It can be 

seen from Fig. 5(c) that the change of the momentum profile is mainly due to the CH stretching 

vibrations. As can be seen from the figure, the contribution of the CH stretching modes has a 

maximum at the momentum origin and rapidly decreases with the increase of p. The results can be 

understood based on the Herzberg-Teller principle.
64

 Within the framework of standard first-order 

perturbation theory and density functional theory, the target Kohn-Sham orbital at a distorted 

geometry Q0 + Q’ can be obtained from the orbitals at the equilibrium geometry Q0, as follows: 

( ) ( )
( )[ ]

( )∑
≠

=

−

∂++∂
+=′+

fj,L

0jL

jf

fLXCCoulextj

0f0f ;;; 0 QrQrQQr
QQ ϕ

εε

ϕϕ
ϕϕ Q

Qvvv
,       (8) 

where vext, vCoul and vXC are the external potential, the Coulomb potential and the non-local 

exchange-correlation functional, respectively. It can be seen from this Herzberg-Teller expansion 

that the couplings should effectively take place between states or orbitals with relevant symmetries 

which give non-vanishing matrix elements involved in the perturbation corrections, and with small 

energy separations due to the denominators, εf − εj. According to group theory, the 5t2 orbital can 

couple to the neighboring 4a1 orbital through the v20 (T2), v21 (T2), and v22 (T2) CH stretching modes 
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since T2 ⊗ A1 = T2, and similarly, the 5a1 orbital can couple to the 4a1 orbital through the v1 (A1) 

and v2 (A1) modes (A1 ⊗ A1 = A1). Owing to small energy separation between the 5t2 (5a1) and 4a1 

ionization bands, the couplings between the associated orbitals may effectively occur, and hence the 

{5t2+5a1} ionization band borrows its intensity from the 4a1 band. Because the 4a1 momentum 

profile has an intense, sharp maximum at p = 0, coupling to this orbital results in the increase in 

intensity at small p.  

 

D. Jahn-Teller effect on the 7t2 orbital 

When an electron is removed from the triply degenerate (7t2)
6
 orbital a C10H16

+
 cation in 

2
T2 

electronic ground state is obtained. This is subject to a Jahn-Teller (JT) distortion from its original 

Td point group, which leads to a structure having a C3v symmetry in a 
2
A1 electronic ground state 

with a new electronic configuration (12e)
4
(12a1)

1
 . 

This carbocation and the JT effect on adamantane have been thoroughly investigated from a 

theoretical and experimental point of view 
9,10, 65-71

. The presence of this molecular species has been 

inferred from the strong asymmetric broadening in the ionization band of the 7t2 orbital from both 

photoelectron (PES)
18,72-74

 and Penning ionization (PIES) spectroscopy
18

. Direct evidence for a 

Jahn-Teller distortion of the adamantane cation is given by infrared spectroscopy.
70

. 

Upon keeping in mind these evidences, it is worth evaluating the extent to which momentum 

profiles can be affected  by Jahn-Teller distortions and how these can be detected with EMS. The 

results of Fig. 6 show a comparison between momentum profiles calculated at the B3LYP/aug-cc-

pVDZ level for the equilibrium geometry and profiles computed for the C3v molecular structure of 

the cation
66,67,70

, along with the individual components for both the 12e and 12a1 orbitals. 
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Fig. 6. Comparison between the momentum profiles of the HOMO (7t2) of  C10H16 and that one of 

the JT distorted structure C10H16
+
 (C3v) including its individual components 12a1 and 12e. 

 

This comparison shows that the Jahn-Teller distortion due to ionization of the HOMO (7t2) of 

adamantane does not have a significant influence on the momentum profile of the corresponding 

(12a1 and 12e) orbitals of the cation, both in shape and intensity. Only a small decrease of intensity 

is observed at p < 0.5 a.u. when comparing results for the relaxed molecular structure of the cation 

with that for equilibrium geometry. This limited influence is due to the fact that the molecular target 

is large so that the structural relaxation effects induced by ionization are limited
70

, although the 

ionized 7t2 orbital has a strong σC-C bonding character.  

Nevertheless this observation demonstrates the possibility to study  JT effects on this molecule 

by means of future EMS experiments with higher resolution, analogously to previous studies of 

cyclopropane and NH3,
75,76

. Higher energy resolution will be required to measure the individual 

12a1 and 12e momentum profiles, which considerably differ from one another, considering that the 
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energy separation between the 12a1 and 12e orbitals of the cation does not exceed 0.55 eV.   

 

V. Conclusions 

In this study, we have investigated the influence of molecular vibrations on the electron 

momentum distributions of the outer valence orbitals of the smallest diamondoid, adamantane. The 

EMS experiment on the molecule has been conducted at E0 = 1.2 keV. Furthermore, theoretical 

momentum profiles with vibrational effects being involved have been calculated by means of the 

HAQM and BOMD approaches. In spite of their intrinsic differences and despite the complex 

nature of the vibrational structure of the chosen target, both approaches provide consistent results 

and give overall quantitative insights into the results of the newly performed EMS experiment with 

improved statistics, except for the {1t1+6t2} ionization band. Comparisons between experiment and 

theory has shown that taking into account vibrational effects lead to appreciable enhancement of the 

low p component of the 7t2, {2t1+3e} and {5t2+5a1} momentum profiles and considerably improve 

the agreement with experiment. Further analysis based on the HAQM approach has revealed the 

significant role of vibrational modes associated with the CH bonds, in line with previous results on 

molecules with several CH bonds
30,34-36,38

 in their contribution to the change of momentum profiles.  
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TABLE I. Harmonic vibrational frequencies of adamantane. 

Normal mode 
Frequencies (cm

-1
) Type of 

motion 
c
 Theory

a
 Experiment

b
 

A1    

ν1 3044.1 2944 CH stretch 

ν2 3009.8 2913 CH stretch 

ν3 1514.9 1472 CH2 scissors 

ν4 1058.3 - CCC bend 

ν5 757.2 756 CC stretch 

A2    

ν6 1116.2 - CH2 twist 

E    

ν7 3012.4 2900 CH stretch 

ν8 1476.4 1439 CH2 scissors 

ν9 1397.7 1370 CH wag 

ν10 1222.4 1217 CH2 twist 

ν11 918.4 906 CC stretch 

ν12 418.1 402 CCC bend 

T1    

ν13 3050.5 - CH stretch 

ν14 1338.0 1312 CH2 wag 

ν15 1308.9 - CH2 twist 

ν16 1113.4 1105 CH wag 

ν17 1052.5 - CC stretch 

ν18 898.4 - CH2 rock 

ν19 343.9 335 CCC wag 

T2    

ν20 3055.8 2950 CH stretch 

ν21 3033.8 2944 CH stretch 

ν22 3011.4 2910 CH stretch 

ν23 1490.9 1455 CH2 scissors 

ν24 1376.7 1359 CH2 wag 

ν25 1333.6 1310 CH wag 

ν26 1115.3 1101 CH2 rock 

ν27 978.7 970 CC stretch 

ν28 815.0 804 CC stretch 

ν29 658.1 638 CCC bend 

ν30 461.9 444 CCC wag 
 

a
 This work (B3LYP/aug-cc-pVDZ). 

b
 See ref. 49. 

c
 See ref. 50. 

 


