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Abstract

The nonnegative garrote was originally proposed by Breiman (1995) for variable selection in
a multiple linear regression context. The procedure starts from the ordinary least squares
estimator (OLS) and shrinks or puts some coefficients of the OLS equal to zero.

In this work we consider a functional additive model and use P-splines as a basic estima-
tion method. P-splines were introduced by Eilers and Marx (1996) as a univariate flexible
smoothing technique. We therefore combine this technique with a backfitting algorithm to
deal with the additive modelling. A nonnegative garrote step then takes care of the variable
selection issue.
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1. Introduction

We consider an additive model

d
Yz:fOﬂLng(ng)‘l‘& for'é:1>"'>n> (1)

j=1

with observations (Y;, X;1, ..., Xq) from (Y, X3, ..., Xy) where Y is the response, X7,..., X,
the d explanatory variables and e the noise term with mean 0 and variance 2. Often only
a few components f; are different from 0 and thus important in explaining the response.
Therefore we want to select and estimate the non-zero components.

The original nonnegative garrote was proposed by Breiman (1995) for variable selection
in multiple linear regression models. Other methods for variable selection include Least
Absolute Shrinkage and Selection Operator (LASSO, Tibshirani, 1996) and the Component
Selection and Smoothing Operator (COSSO, Lin and Zhang, 2006). The nonnegative gar-
rote has been extended to nonparametric additive models by Cantoni et al. (2006) and Yuan
(2007). Cantoni et al. (2006) formulate the nonnegative garrote for additive models with
smoothing splines. The nonnegative garrote uses an initial estimator and searches for shrink-
age factors which will lead to a sparser representation. In this work we consider additive
models and use P-splines combined with backfitting, to initially estimate the components
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2. Nonnegative garrote

2.1. Original nonnegative garrote

Breiman (1995) proposed the nonnegative garrote for subset regression. It starts from an
initial estimator, namely the ordinary least squares estimator (OLS) and it shrinks or puts
some coefficients of the OLS equal to zero. The multiple linear regression model is

d
Yi:ﬂO‘FZﬂinj—Fé?i, fore=1,...,n.

J=1

The nonnegative garrote shrinkage factors ¢; are found by solving the following optimiza-
tion problem

~ ~ 2
(61, Ceey éd) = argminclwch Z?:l <Y; — ﬁ(())LS — Z?:l Cjﬁ;)LSXij)
st.0<¢ (j=1,...,d), Zj:lcj <

or equivalently

~ N 2
(C1,. .., ¢q) = argming, . >0, (Yi e D D ngjoLinj> +O07 ¢
st.0<¢; (j=1,...,d),

where B?LS is the ordinary least squares estimator of the regression coefficient of the j-th
component and 6 and s are regularization parameters. The nonnegative garrote estimator
of the regression coefficient is then
BJNNG _ AjﬁA]QLS.
In the special case that the design is orthogonal, i.e. X'X = I,,..,, (where X is the design
matrix), the nonnegative garrote estimates are the following

& = (1 _ %L.

This nonnegative garrote function ¢(f) = (1 is presented in Figure 1 for different

6
"~ (BOLs)2 ) n
values of 6.

2.2. Functional nonnegative garrote

The nonnegative garrote of Breiman was extended to additive models of the form (1) by
Cantoni et al. (2006) and Yuan (2007).

In the functional nonnegative garrote procedure we start with an initial estimator f]i-nit (X,)

for the function describing the j-th component. This replaces EJQLSX]- in the original non-
negative garrote. The nonnegative garrote shrinkage factors are then found by solving

2
; n Finit d Finit

Mile,, ;D imq <Y, = fo" = Zj:l ¢;f; t(Xz)>

st.0<¢ (j=1,...,d), Z;l:lcj <s.
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Figure 1: Shrinkage effect of the nonnegative garrote

The resulting nonnegative garrote estimate of the j-th component is then

~

f]NNG — é]f;nlt

The consistency of the nonnegative garrote with P-splines is established in Antoniadis et
al. (2009). The proof relies on a consistency result for (univariate) P-splines, on an extension
of a univariate smoothing estimator to additive models via backfitting and on a consistency
result for the functional nonnegative garrote. Simulation studies and real data applications
are given in Antoniadis et al. (2009).
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