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Yi = f0 +
d

∑

j=1

fj(Xij) + εi for i = 1, . . . , n, (1)with observations (Yi, Xi1, . . . , Xid) from (Y, X1, . . . , Xd) where Y is the response, X1, . . . , Xdthe d explanatory variables and ε the noise term with mean 0 and variane σ2. Often onlya few omponents fj are di�erent from 0 and thus important in explaining the response.Therefore we want to selet and estimate the non-zero omponents.The original nonnegative garrote was proposed by Breiman (1995) for variable seletionin multiple linear regression models. Other methods for variable seletion inlude LeastAbsolute Shrinkage and Seletion Operator (LASSO, Tibshirani, 1996) and the ComponentSeletion and Smoothing Operator (COSSO, Lin and Zhang, 2006). The nonnegative gar-rote has been extended to nonparametri additive models by Cantoni et al. (2006) and Yuan(2007). Cantoni et al. (2006) formulate the nonnegative garrote for additive models withsmoothing splines. The nonnegative garrote uses an initial estimator and searhes for shrink-age fators whih will lead to a sparser representation. In this work we onsider additivemodels and use P-splines ombined with bak�tting, to initially estimate the omponents
fj.
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2. Nonnegative garrote2.1. Original nonnegative garroteBreiman (1995) proposed the nonnegative garrote for subset regression. It starts from aninitial estimator, namely the ordinary least squares estimator (OLS) and it shrinks or putssome oe�ients of the OLS equal to zero. The multiple linear regression model is

Yi = β0 +

d
∑

j=1

βjXij + εi, for i = 1, . . . , n.The nonnegative garrote shrinkage fators ĉj are found by solving the following optimiza-tion problem






(ĉ1, . . . , ĉd) = argminc1,...,cd

∑n

i=1

(

Yi − β̂OLS
0 −

∑d

j=1 cjβ̂
OLS
j Xij

)2s.t. 0 ≤ cj (j = 1, . . . , d),
∑d

j=1 cj ≤ sor equivalently
{

(ĉ1, . . . , ĉd) = argminc1,...,cd

∑n

i=1

(

Yi − β̂OLS
0 −

∑d

j=1 cjβ̂
OLS
j Xij

)2

+ θ
∑d

j=1 cjs.t. 0 ≤ cj (j = 1, . . . , d),where β̂OLS
j is the ordinary least squares estimator of the regression oe�ient of the j-thomponent and θ and s are regularization parameters. The nonnegative garrote estimatorof the regression oe�ient is then

β̂NNG
j = ĉjβ̂

OLS
j .In the speial ase that the design is orthogonal, i.e. X ′X = In×n (where X is the designmatrix), the nonnegative garrote estimates are the following

ĉj =
(

1 −
θ

2(β̂OLS
j )2

)

+
.This nonnegative garrote funtion c(θ) =

(

1− θ

2(β̂OLS)2 )+
is presented in Figure 1 for di�erentvalues of θ.2.2. Funtional nonnegative garroteThe nonnegative garrote of Breiman was extended to additive models of the form (1) byCantoni et al. (2006) and Yuan (2007).In the funtional nonnegative garrote proedure we start with an initial estimator f̂ initj (Xj)for the funtion desribing the j-th omponent. This replaes β̂OLS

j Xj in the original non-negative garrote. The nonnegative garrote shrinkage fators are then found by solving






minc1,...,cd

∑n

i=1

(

Yi − f̂ init0 −
∑d

j=1 cj f̂
init
j (Xij)

)2s.t. 0 ≤ cj (j = 1, . . . , d),
∑d

j=1 cj ≤ s.
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theta=0
theta=0.01
theta=0.05
theta=0.1Figure 1: Shrinkage e�et of the nonnegative garroteThe resulting nonnegative garrote estimate of the j-th omponent is then

f̂NNGj = ĉj f̂
init
j .The onsisteny of the nonnegative garrote with P-splines is established in Antoniadis etal. (2009). The proof relies on a onsisteny result for (univariate) P-splines, on an extensionof a univariate smoothing estimator to additive models via bak�tting and on a onsistenyresult for the funtional nonnegative garrote. Simulation studies and real data appliationsare given in Antoniadis et al. (2009).Aknowledgements: This researh is joint work with Anestis Antoniadis (UniversitéJoseph Fourier) and Irène Gijbels (Katholieke Universiteit Leuven) and supported by theIAP Researh Network P6/03 of the Belgian State (Belgian Siene Poliy) and the ResearhFund of the KULeuven (GOA/07/04-projet) .REFERENCES[1℄ Antoniadis, A., Gijbels, I. & Verhasselt, A. (2009), Nonnegative garrote in additivemodels using P-splines, Manusript.[2℄ Breiman, L. (1995), Better subset regression using the nonnegative garrote, Tehno-metris, 37, 373-384.[3℄ Cantoni, E., Flemming, J. & Ronhetti E. (2006), Variable Seletion in AdditiveModels by Nonnegative Garrote, Cahier du Département d'Eonométrie 2006.02,University of Geneva (Switzerland).[4℄ Eilers, P. & Marx, B. (1996), Flexible smoothing with B-splines and penalties, Sta-tistial Siene, 11, 89-102.[5℄ Yuan, M. (2007), Nonnegative Garrote Component Seletion in Funtional ANOVAmodels, Proeedings of the Eleventh International Conferene on Arti�ial Intelli-gene and Statistis Marh 21-24, 2007, San Juan, Puerto Rio, 2, 660-666.


