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Abstract

Compliance auditing techniques are of high importance for process managers.

They provide quantitative metrics to measure to which extent the executed pro-

cesses are in accordance with the process model. The result is used later as an

input to evaluate the organizational performance. Existing techniques, provide one

fitness degree regardless of the context in which the fitness degree is measured.

Important factors such as the flexibility of execution and the different interpreta-

tion for a compliant process have been underestimated in the literature.

In this work we present a Flexible Compliance Auditing Framework to sup-

port the business world with more applicable metrics. The developed framework

provides different semantics for a compliant process. The fitness metrics can be

customized according to the process analyst needs. In addition, we introduce the

so-called BRCA process modeling language to represent the compliance require-

ments. The developed framework is implemented and evaluated by means of both

a synthesized data set and a real data set. Results show the importance of pro-

viding different semantics to measure the fitness degree.

xvii





Chapter 1

Introduction

Organizations operate by executing a set of prescribed processes to achieve their

goals. Once a new organization is established, the set of required processes are

defined. The processes are defined according to the need of the organization. For

instance, the loan approval process is defined in a lending organization such as

banks. However, it is not defined for a new hospital. Some processes are common

in most of the organizations such as: the procurement, recruitment and sales

processes.

When a new business process is designed, a set of constraints are defined

to control the execution of this process so we can achieve the organizational

goals. These constraints, referred to as compliance requirements, include the set

of guidelines, norms, laws, regulations, recommendations or qualities [1]. This

set is stemmed from internal sources, such as organizational policies, and/or ex-

ternal sources, such as government legislation [2]. The term process compliance

is used to describe the alignment of business processes execution against compli-

ance requirements. Hence, compliance checking can be defined as the procedure

of ensuring that business processes, operations and practice are in accordance

with the prescribed requirements [3].

Process compliance is gaining an increasingly importance in the business world

especially after the unexpected disastrous scandals such as Ernon and Worldcom

(USA), Parmalat (Italy), HIH (Australia) and Tyco International (France), to name

a few [4] . For organizations, this is considered as a two-edged sword. On the

one hand, compliance ensures the quality of their products and services and helps

them controlling their operations. On the other hand, it forms a kind of burden

since failing to comply is no longer an option [5, 6].

1
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Organizations are concerned about being non-compliant because its associated

with risk such as financial penalties, scandals and loss of business reputation [7].

In its 2015 Sarbanes-Oxley Compliance Survey [8], Protiviti indicates that 58% of

large organizations spent $ million or more on Sarbanes-Oxley Act (SOX) compli-

ance costs in the most recent fiscal year and 25% of them spent more than $2

million. These percentages are after excluding the external audit fees. 54% of the

organizations have reported an increase of more than 16% in the total amount of

hours devoted to SOX compliance. 78% of the organizations has indicated that

the Internal Control over Financial Reporting (ICFR) has improved since SOX 404

has been required.

Process compliance is the concern of all parties involved in the business oper-

ation. Governments, process managers, stakeholders, internal and external au-

ditors as well as clients are all interested in compliant processes. Governments

aim at increasing the transparency of business operations and expanding the ac-

countability of responsibilities [9]. For process managers, compliance is of high

importance to protect their business from failure. It helps them obtaining quality

certificates and outperform their peers as a competitive advantage [9]. Auditors

share some objectives with process managers with more emphasize on internal

controlling [2]. As for clients, executing compliant processes helps them ensuring

the quality of the products and services they buy. The final goal is to protect the

stakeholders from fraud corruption or corporate misconduct and to safeguard the

economic system [9, 10].

1.1 Categories of compliance requirements

Compliance requirements are categorized into four main aspects: sequencing,

temporal, human resources (HR), and data objects [10–14].

• Sequencing (also called control flow) requirements focus on the order in

which activities are executed within the business process. Taking this as-

pect into account, we say that the process is compliant when its sequence of

activities complies with the required sequence. Usually procedural modeling

languages are used to model the order of execution such as Business Pro-

cess Modeling Notations (BPMN) [3, 15], Unified Modeling Language (UML)

Activity Diagrams [16] and Event-driven Process Chains [17]. Control flow

requirements show the dependency between activities such as:
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– Activity A should be followed immediately by activity B

– Activity A should be executed before activity B is executed

– Activities A and B are executed in parallel

• The temporal aspect is concerned with temporal constraints such as dead-

lines, service level agreements, activity duration, and upper and lower bounds

for time intervals between activities [18]. This aspect is concerned with an-

swering questions about when activities should(not) occur within a business

process. Examples are:

– Activity A should be executed before executing activity B by 10 days

– Each process instance should be executed within 30 working days

• Human resources requirements are focused on the social network behind

executing the business process, i.e. the people interacting with the process,

and aim to answer the question: who will execute what? A famous example

of this type is the segregation of duties requirement.

• The data objects aspect is concerned with the data used and produced when

executing the business processes. Data objects flow between the process

activities which can modify their values. This includes both the syntax and

semantics of the data. For instance, in the procurement process the require-

ment: Activity C should be executed if the PO value is greater than 20,000

is a data object requirement. In addition requirements related to recording,

viewing and accessing data are also included in this category. Examples are:

how long should the recorded data be kept? what type of information should

be included in the data object? who can access this data? etc. [19–21].

In addition to the above mentioned categories, there is a compound one. A com-

pound requirement is the one in which more than one type of requirements are

involved. For instance, ”activity A should be followed by activity B within 5 work-

ing days” is an example of a compound requirement of two types: sequencing and

temporal. Another example is: activity A should be executed by person P if the

value of data(x) is greater than 100.

1.2 Compliance checking approaches

The compliance of a business process can be checked at one of three phases of

the business process lifecycle: design-time, run-time and after execution [14].
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Compliance checking during the design time aims at checking whether the pro-

cess design is in accordance with the predefined requirements. The output of this

phase is a process model holding the compliance requirements. Process models

are expressed by means of a process modeling language such as Petri net, BPMN,

Linear Temporal Logic (LTL) business rules, etc. Design time compliance checking

is important to check the compliance at the next two phases i.e. run time and after

execution, because its output is used as input there. Actually, if the process is not

designed well to capture the compliance requirements then no point of auditing

the process execution.

Once the process is designed, it can be executed. The execution of each process

instance is monitored to ensure that it is being executed according to the process

design model. This procedure is referred to as run time compliance checking as

it takes place during the run time. Compliance checking at run time can be seen

as a preventative technique. We say that a process instance is compliant when

its behavior matches the process model. Otherwise, the process manager needs

to react to correct the situation and conform with the process design again (if

possible). However, in some cases, the deviation between the two sides reveals

a problem in the design model which needs to be resolved before executing new

process instances. This is the focus of process re-engineering field which is out of

the scope of this research.

After execution, compliance checking techniques are used to detect deviations

of executed processes from the process design. In the literature, compliance

checking after the fact is called compliance auditing [10]. Compliance auditing,

which is the focus of this research, is the procedure of checking that executed

processes are in accordance with the process design. In general, compliance au-

diting techniques are based on comparing two parties: the desired behavior and

the actual behavior. The desired behavior is what should have done. Normally, the

process design model is the used to represent the desired behavior. On the other

hand, the actual behavior is what was really done. This is the information recorded

about the executed process instances. In automated systems this information is

recorded automatically in a log file. The comparison between the two parties is

conducted with respect to the process design.

In the literature, different approaches are presented to check the process com-

pliance. Before 2010, the lion share of compliance checking research has been

devoted to design time and then run time approaches [14]. Just recently, after

the emergence of the process mining field, compliance auditing becomes increas-
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ingly important. Most of the work presented in the literature are focus on process

compliance at one of the phases of the process lifecycle. The rest allow checking

the compliance at more than one phase such as [13, 22].

This research is devoted to compliance auditing. Design time and run time com-

pliance checking are out of the scope of this research. Readers who are interested

in design-time compliance checking may refer to [3, 11, 15, 16, 23–34]. Readers

who are interested in run time compliance checking may refer to [2, 35–39].

1.3 Compliance checking, conformance checking

and compliance auditing

The terms: compliance checking, conformance checking and compliance auditing

are used in the literature interchangeably. In this section, we explain the term con-

formance checking and then describe the relation between the three terms [40].

Conformance checking is a subfield of process mining describing the procedure of

checking the conformity between a set of executed process instances and a pro-

cess model. The procedure is executed from two perspectives: the log and the

model. Thus, conformance checking techniques can be used for compliance audit-

ing as well as process discovery. If the conformance checking technique is used

to measure the conformity between a set of executed processes and a process

design then it is compliance auditing. That being the case, the conformance is

checked with respect to the model, i.e. it is assumed that the process model is

correct and that the recorded cases should have been executed according to that

model. In contrast, if the conformance checking technique is used to measure

the conformity between the mined model and the log file used to generate it then

it supports process discovery techniques. In the latter case, the conformance is

checked with respect to the log, i.e. the log is assumed to be correct. The result

is used to evaluate to which extent the mined model could represent the actual

behavior. The usage of conformance checking for process discovery purposes is

out of the scope of this research.

Compliance auditing is a special case of conformance checking in which the

process model used is the process design model. However, compliance auditing is

also a special case of compliance checking in which the compliance is checked after

the fact. To conclude, the relation between the these three terms can be summa-

rized as follows: compliance auditing is at the intersection between compliance

checking and conformance checking.
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1.4 Motivation

Compliance auditing techniques are of high importance for process managers. It

can help them analyzing the performance of their executed processes. The result

is a good indicator to evaluate the organizational performance.

Existing techniques provide quantitative metrics which measure to which extent

the executed processes are in accordance with a process model. This is usually

referred to as the fitness degree of the executed processes. Given the same input,

i.e. the process model and the log file, existing metrics produce one fitness degree.

However, in practice, some important factors should be considered when measur-

ing the fitness degree such as: the process manager perspective, the ability to

consider all requirements, and the flexibility of executing the process under in-

vestigation. Accordingly, the output of such metrics can be interpreted differently.

Although existing techniques provide some metrics to evaluate the compliance de-

gree. However, none of them consider such important factors when measuring the

fitness degree.

Starting with the process manager perspective, we believe that each process

manager has his/her own clue. What is considered as compliant from one man-

ager perspective can be seen as non-compliant from another manager perspective.

For instance, a process instance, from one perspective, is considered compliant if

all compliance requirements are applied. Whereas, from another perspective, the

same process instance is considered compliant if some of the requirements are ap-

plied. In simple words, existing techniques cannot be customized enough to meet

the process mangers needs and match their semantics of a compliant process.

Moreover, in the business world, some requirements are more important than

others. For instance, in the procurement process, it is more important to have the

purchasing order signed by the correct person than to check whether the process

instance is initiated by a trigger. The cost of violating the first requirement is higher

than that of the later requirement. Although this point is considered in the earliest

work in the field of compliance auditing [41], it is discarded in the majority of the

related work later on.

The flexibility of executing the process under investigation is yet another is-

sue [42]. Business processes have different natures. Some processes should be

executed very strictly. However, these are the minority. In reality, business tends

to be more flexible [43]. Business men are interested in achieving their goals

rather than the way it is reached. Actually, the aim of defining and executing the

business processes is to achieve these goals. Most of the existing techniques do not
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consider flexibility when checking the compliance. And even when it is considered,

it is not treated well!

Flexibility and compliance are conflicting terms. Thus, it is not easy to handle

both of them at the same time. Existing techniques in which flexibility is considered

could handle the problem of representing more compliant ways to execute the

process [44–47]. However, none of them consider flexibility when measuring the

degree of compliance between the process model and the log file. We believe that

the compliance degree between a log file and a process model should be calculated

with respect to the flexibility of execution. One metric is not enough to measure

the compliance of all types of business processes.

When compliance auditing, the executed processes are checked against the set

of compliance requirements which are defined at the design time. As we mentioned

earlier, a process design model is used to hold the compliance requirements. Thus,

the ability of the design model to represent all types of compliance requirements

are important. If the model cannot hold all pre-defined requirements, then the

compliance checking result is not accurate enough to measure the compliance

degree. Although this issue should be solved at the design time, it is not always

the case. In addition, existing techniques lack the ability to check the compliance

at different levels. This feature can help process managers getting insights and

reveal common characteristics between non-compliant cases. So that, to avoid

the problem in the future and improve the process.

The main contribution of this work is to provide a flexible compliance auditing

framework which overcomes the previous drawbacks of existing techniques and

that can be applied in the business context.

1.5 Research question

The main research question of this thesis is: ”How should the existing research on

compliance measures be extended to produce true business value when applied

in a business context?”. To answer this question, we define the following sub-

questions:

1. What are the drawbacks of the existing compliance auditing techniques?

2. What are the metrics used in the literature to measure the compliance degree

of executed process instances with respect to a normative model? How can

we improve these metrics taking into consideration the flexibility issue?
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3. What is the most suitable process modeling language that can be used to

capture compliance requirements for the purpose of compliance auditing? Is

there a need to develop one?

4. How can we apply clustering techniques to provide diagnostic information for

compliance auditing?

1.6 Scope of this research

1. This research is focus on checking the compliance after the fact. Thus we

assume that the process instances to be checked are completed. Process

instances which are initiated but not completed are not considered here since

they are still at the run time.

2. Design time compliance checking is out of the scope of this research. Hence,

we assume that the process design is correct and that it is in accordance

with the predefined compliance requirements. However, the capabilities of

the process modeling languages in expressing the compliance requirements

are taken into consideration.

3. The log file is assumed to be correct as well. Problems related to logging

data such as incompleteness and incorrect recording are not considered.

1.7 Main contributions

1. A flexible compliance auditing framework which keeps a balance between

flexible execution and compliant processes

2. A new fitness measurement approach based on aggregation. The approach

provides different semantics taking into consideration the different interpre-

tation for a compliant process. In addition it can be used to measure the

fitness degree at different levels of abstraction

3. A new declarative process modeling language called BRCA used to hold all

types of compliance requirements. The language is provided with a graphical

user interface. Thus, it can be used easily by non-experts.

4. A new compliance auditing approach based on clustering which can be used

to provide diagnostic information.
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5. Introduce the concept of a ”cannot be checked” compliance requirement to

the compliance auditing field and show the importance of considering these

cases as neither compliance nor non-compliant.

1.8 Thesis structure

The rest of the thesis is organized as follows. The literature review is discussed in

Chapter 2. First the state of the art in the field of compliance auditing is discussed.

Next, exiting fitness metrics are studied in details. Each metric is evaluated against

the requirements defined in this research. Finally, the two main big families of

process modeling languages are discussed and then compared to make a decision

about which one is more suitable for compliance auditing.

Chapter 3 is focus on the process modeling language used to represent the

compliance requirements. Declarative languages are discussed first. Later, the

FCL and LTL languages are chosen as representatives for their logic families. The

two languages are evaluated with respect to some predefined requirements. Ac-

cordingly, we introduce our new declarative process modeling language which we

call the BRCA language.

The flexible compliance auditing framework is presented in Chapter 4. The

chapter discusses the framework components and the interaction between them.

In addition, it covers the fitness measurement technique used in the framework

and the aggregation operators defined with their semantics.

To evaluate the proposed technique, two data logs are used: a synthesized log

file and a real life data set. The results of the synthesized log file is presented in

Chapter 5 and the real life case study results are presented in Chapter 6.

In Chapter 7 we introduce the clustering based approach for compliance audit-

ing and show how clustering can be a good option to provide diagnostic informa-

tion. The algorithm used to cluster the log file in addition to the steps defined in

the proposed approach are explained.

The implemented tool called BRCA is described in Chapter 8.

Finally, the conclusion of this research in addition to some recommendations

are presented in Chapter 9.





Chapter 2

Literature Review

This chapter is dedicated for the literature review. It is divided into three main sec-

tions. In section 1 the compliance auditing techniques presented in the literature

are discussed. Section 2 is dedicated for fitness measurement. The fitness metrics

introduced in the literature are studied in details and then evaluated with respect

to some predefined factors. The process modeling languages are discussed in sec-

tion 3. There we conduct a comparison between the two main families of modeling

languages: procedural and declarative, to make a decision about which one should

be used in this research.

2.1 Compliance auditing

In this section we discuss the state of the art in compliance auditing field and the

related work presented in the literature.

The work of Cook and Wolf [41] was among the first to check the compli-

ance between the behavior of a real-time system and the expected behavior. The

idea is to compare an event stream derived from the design model with an event

stream recorded in the execution log file. When running the method, the executed

traces are transformed to match the expected event streams by means of insert-

ing required events and/or deleting additional events. The number of inserted and

deleted events needed to obtain a match to the model is used to measure the

distance between both sides taking into consideration the length of the trace. The

method provides the ability to assign weights in order to differentiate between the

relative importance of different events. In [48] the work is extended to include

time aspects where a timed concurrent model is used. This work is the base to

11
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the alignment based techniques presented later. However, it has some limitations.

First, the technique does not provide an overall fitness metric, i.e a fitness degree

representing the fitness degree of the entire process. In addition, it cannot be

used to check all types of requirements.

In the field of process mining, the work of van der Aalst [49] is one of earliest

work for compliance auditing. The author identifies the Delta analysis approach

to audit the compliance of a set of executed process instances. The analysis is

based on comparing the design model with the actual behavioral model which is

obtained through model discovery techniques such as Heuristics Miner [50] and

Genetic Miner [51]. Delta analysis can be used when there is an actual behavior

model but not a log file. For instance, when the log file used to generate the model

does not exist anymore or when the process manager does not want to provide

the data itself, therefore he compensates this by providing a behavioral model that

can be used for the analysis. However, the technique does not provide a quantita-

tive compliance measure. Moreover, the result of analysis depends on the actual

behavioral model which is derived from the event log. Hence, the results could be

misleading if the derived model does not represent the actual behavior appropri-

ately. Notice here that the models extracted from the same dataset depends on

discovery algorithm used and the tuning parameters defined. To overcome these

issues, the authors extended their work in [52] to include the conformance test-

ing approach. Conformance testing is based on comparing the recorded process

instances directly with the design model. In addition, it provides a quantitative

compliance measure and can locate the deviation. The concept of conformance

testing is used in terms of security in [45]. The authors use the α algorithm to

derive a perspective model from acceptable audit trials. The output of this step

is a workflow net representing the sequence of activities within the process. The

authors discusses the detection of anomalous process executions in the mined pro-

cess model by means of the ”token game”. In a next step, the mined model is used

as a reference to check the compliance of new audit trials. The approach considers

the different security levels ranging from low-level intrusion detection to high-level

fraud prevention. However, since it is based on replaying tokens, it suffers from

the overestimation problem.

Conformance testing can be seen as an introduction to the conformance check-

ing technique introduced by Rozinat et al. in 2008 [53]. Conformance checking

is one of the earliest and most cited work on compliance auditing. The approach,

which is based on replaying tokens, can be used to quantify the degree of confor-
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mity between an event log and a Petri net representing the process model. The

approach provides quantitative metric to measure the degree of conformity be-

tween an event log and a process model. Recorded cases are replayed on the Petri

net. The fitness degree is defined to measure the conformity of the cases recorded

in the log file with respect to a Petri net model. It is calculated by counting the

number of missing and remaining tokens while the cases are replayed. We say that

the log file and a process model completely fit (100%) if the model can generate

all cases recorded in the log file. To measure the fitness of a log file, each recorded

case is replayed in the model in a non-blocking way. This means that if there are

missing tokens to fire a transition, this is detected as a location of non-compliant.

In this case, missing tokens are created artificially to proceed running the replay

algorithm. The approach has the advantage of locating deviations. However, since

the technique is based on a replaying algorithm, the fitness degree tends to be

overestimated. Moreover, it can be used to check all types of compliance require-

ments. This is because the normative process is represented by means of a basic

Petri net model. Petri nets can represent sequencing requirements but they cannot

represent the other three types of requirements.

An approach based on database technology is presented in [35] to automate

compliance auditing with Sarbanes-Oxley internal controls [54]. It consists of four

main components: workflow modeling, active enforcement, workflow auditing and

anomaly detection. The authors provide two types of workflow auditing: compli-

ance verification and query-based auditing. To verify the compliance, actual work-

flows are compared against the required workflow which represents the expected

behavior. In the proposed approach, the required workflow holds the compliance

requirements. Any deviation is detected as a control violation. This is similar to

the Delta analysis approach proposed in [49]. As for query-based auditing, the

auditor can express the violation as a query that can be checked for occurrence

in the activity log. To detect anomalies the authors use a discovery-driven OLAP

analysis.

In [7], a semi-automatic approach is presented to check the compliance of

the so-called unmanaged processes. Unmanaged processes are processes which

are executed with the absence of an execution engine. The approach is based

on the business provenance technology introduced in [55] which aims to trace

end-to-end business operations. The authors argue that a combination of both

traditional auditing techniques and automatic auditing tools can reduce the level

of non-compliant cases. It is not clear in the work how controls are represented.
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In [56–58], the authors introduce a conformance checking approach based on

trace alignment. The idea is closely related to the idea of Cook et al. [41, 48]. A

trace is replayed in a Petri net model by inserting and skipping activities. Skipped

activities are those which are not executed while the process model requires them

to be executed. Inserted activities are those which appear during the execution

time while the model does not allow them to be executed. The approach allows the

user to define the severity of deviation for each activity individually. Afterwards,

an instance of the Petri net that best matches the recorded trace is constructed. In

this context, an instance is a connected part of the Petri net that starts at an initial

place and does not contain choices. Later on, the A* algorithm [59] is used to find

the one with the least cost. Once the best match instance is found, the number of

inserted and skipped activities can be determined and used to measure the degree

of conformity between the log file and the process model. This technique over-

comes the problem of overestimation encountered in the token replaying based

techniques [53]. However, it cannot be used to check all types of compliance re-

quirements. In [60], the same authors introduce a similar alignment approach

based on discarding the partial alignments that are ”hopeless” so that to reduce

the memory required while finding the optimal alignments. Thus, larger logs can

be analyzed. As an extension to their previous work, the approach consider all

modeling languages for which translation to Petri nets is available.

In 2012 [61], the authors propose their technique to complement the work

in [57] by considering both data and resource requirements. The proposed tech-

nique is introduced to be independent of the process modeling language. Thus, a

causal net is used to represent the process model and extended to include data

and resource requirements [62]. An extended casual net is a graph where nodes

represent activities and arcs represent causal dependencies.

Another alignment based approach is presented in [63]. However, unlike [61]

which uses the A* with a heuristic function, this work is based on using an Integer

Linear Program (ILP) to create an optimal alignment between the event log and the

process model. The technique allows checking the different types of requirements

but cannot be used to check the compliance of one specific requirement. This

is because the process model, represented by means of a data aware Petri net,

captures the behavior of the whole process as one unit.

In [64] the authors presented a decomposed data-aware conformance checking

approach. The idea is to split the process model, which is represented by means of

a Petri net with data [65], into smaller partly overlapping model fragments using a
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divide and conquer algorithm. Next, a sub-log is created for each model fragment

according to the activities used in that specific fragment. The ILP based approach

proposed in [63] is used to check the conformance of each sub-log against its

corresponding model fragment. The authors argue that this helps eliminating the

computational time required to check the conformance.

A similar approach based on partial alignments is introduced in [66]. The

authors argue that sequential traces are unable to describe concurrent events.

Hence, they propose a technique in which partially ordered traces rather than to-

tally ordered traces are used for alignment. The work is concerned with sequencing

requirements rather than the other types.

The work of Ramezani et al. [67, 68] is one of the recent work in the field. The

authors introduce a compliance checking approach based on Petri net patterns and

trace alignments. In [68] the authors categorized a set of 55 control flow rules

into 15 categories. Each rule is formalized as a Petri net pattern describing the

desired behavior. The deviation between the log file and the Petri net patterns

is measured using the cost-based fitness technique [56]. The work is extended

in [67] to include temporal requirements. For this purpose, the authors introduce

a technique to formalize temporal compliance requirements. Temporal rules are

expressed by means of a data-aware Petri nets. The work distinguish between

control flow and temporal compliance checking to the possible extent. However,

it provides diagnostic information about both control-flow and temporal violations.

Temporal requirements are checked using an alignment based compliance check-

ing technique. Later on, the data and human resources requirements are also

included [69].

In [70] the author introduces an approach for obtaining and visualizing diag-

nostics when checking the compliance of a business process. Compliance require-

ments are represented by means of Petri net attached with Data [71]. The author

considers the four types of requirements. To detect violations, the author uses

two of the existing compliance checking techniques: 1) the temporal compliance

checking technique introduced in [72] is used to check sequencing and tempo-

ral requirements, 2) the technique presented in [73] is used to check data and

HR requirements. Once the violations are detected, the cause of a specific prob-

lem (selected by the user) is determined using the C4.5 classification algorithm.

The problem of this approach is that recorded cases are first classified and then

the fitness degree is measured. However, this is not applicable if the number of

attributes is relatively high. For instance, suppose that the process manager sus-
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pects that attribute A could be the reason of violation and there is a thousand

unique values for A then the log file should be classified into 1000 sub-logs. In

addition, it assumes that the process manager has a hypothesis about the cause

of the deviation.

Alizadeh et al. [74, 75] work on improving the cost function used to find the

optimal alignment between a log file and a labeled Petri net [76]. Hence, only

sequencing requirements are considered. In the previous work the cost function

is defined manually according to the process analyst knowledge and experience.

However, this work propose a cost function which is defined automatically accord-

ing to some information extracted from compliant process instances. The cost

function is computed based on the probability of activities to be executed or not in

a certain state.

The authors of [77] presented a balanced multi-perspective approach. The

work can be seen as an extension to [63]. However, in contrast to [63] where

control flow is considered first and then the other types, this work allows for treat-

ing the different types equally. The approach in [63] may cause misleading results

if control-flow and the other types are closely inter-related. Hence, the authors

here provide a customized cost function to have equal contribution to the cost

degree.

In [78] an approach based on behavioral profiles is introduced. The idea is to

utilize behavioral profiles as a base line to calculate the compliance metric. The

concept of behavioral profiles relates pairs of activities according to their sequence.

Other types of compliance requirements are not considered. Behavioral profiles are

identified for both: actual behavior (log) and desired behavior (process model).

The degree of behavioral compliance is defined as a ratio of consistent behavioral

relations relative to the number of activity pairings in the log.

In [79] the authors define compliance checking as the degree to which the

behavioral process model is in accordance to a reference model. The work identifies

five models to be considered for compliance checking: the meta reference model,

adopted reference model, to-be process model, the instances of a process model

and the as-is process model. The last one is the actual behavioral model that

is derived from the event log. The behavioral model is generated by means of

a process discovery algorithm [62]. The authors argue that process models can

have different compliant structures. Thus, the authors introduce the so-called

sequence based compliance algorithm to measure the compliance degree of the

last two models (the instances of a process model and the as-is process model)
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with respect to the adopted reference model.

Most of the compliance checking techniques introduced in the literature consider

a procedural process model. However, few work, focus on checking the compliance

with respect to a declarative model [44, 46, 47, 80].

The LTL checker is a process mining technique proposed in 2005 for compliance

checking [80]. Compliance requirements are expressed as Linear Temporal Logic

(LTL) formulae. Given a log file and a set of LTL rules, the technique is used to

check the compliance from two perspectives: the instances and the LTL rules.

From the instances perspective, the recorded cases in the log file are divided into

two lists. One for correct cases and one for the remaining cases. Correct cases are

those in which all rules are applied. From the LTL rules perspective, the technique

categorizes the set of LTL rules into two subsets. One for satisfied rules and one

for unsatisfied rules. A rule is considered satisfied just in case it is applied in all

recorded cases. The technique provides two simple metrics: the health degree

(for cases) and the coverage (for rules). The health degree of one specific case is

the percentage of applied rules to the total number of rules. The coverage degree

of one specific rule is the percentage of correct cases to the total number of cases

checked. LTL checker has the advantage of representing the process design by

means of a declarative language. Thus, the process can be executed in a flexible

way. The LTL logic allows the process analyst to represent the different types

of requirements. However, it assumes that all compliance requirements are of the

same importance. In addition, the technique does not provide a metric to measure

the compliance degree of the entire log file. Moreover, using the LTL checker, the

result is either 0 or 1 no matter how many times the rule is checked.

In [44], the authors develop a declarative language entitles with SCIFF and

use it to specify the business contracts. SCIFF is a declarative language based on

abductive logic programming. A contract in SCIFF is specified by means of two

components: a declarative knowledge base and a set of rules. The rules are used

to generate expectations about the behavior of the parties involved in the contract.

The events are inserted in the knowledge base as facts that happened in the past

(history). We say that we are compliant with respect to the contract when the

facts are in accordance with the generated expectations. The approach supports

the dynamic monitoring of compliance since new facts can be inserted into the

knowledge base during the procedure of compliance checking. The work is mainly

targeted at checking the compliance of executed processes with respect to a busi-

ness contract. The work is similar to an earlier work presented by [81] where the
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authors present an approach to check the compliance of careflow processes. First,

the careflow process is represented in the so-called GOSpeL graphical language

developed by the authors. Next, the careflow model is translated into SCIFF lan-

guage to verify the compliance of the facts, i.e. executed processes, with respect

to the model. The approach supports sequencing and temporal requirements but

does not support the other types.

In [46], de Leoni et al. introduce a conformance checking approach for declar-

ative models. The presented approach is applied to Declare, a declarative process

modeling language presented in [42]. Similar to Adriansyah work [56], this work

is an alignment based approach. However, the authors adapted the approach to

be able to deal with large search space required in case of declarative models.

The work is extended in [47] in which a framework for log preprocessing and con-

formance checking is introduced. The A* algorithm is used to find the optimal

alignment for each trace. Three use cases are considered in the work including

the conformance checking use case (the second one). The other two are cleaning

the log from traces that should not be used for further analysis and repairing the

event log to make sure essential constraints are satisfied before further analysis

is conducted.

Recently, a constraint-based approach is presented in [82] to check the con-

formance of declarative models. Declarative models are represented as constraint

satisfaction problems. The process instances are classified into two sets: compli-

ant and non-compliant. Later, a model-based fault diagnosis process is applied for

each non-compliant case to determine the problem.

2.2 Fitness measurement

Fitness metrics are defined to quantify the degree of conformity between a process

model and the executed processes. We categorize the existing fitness metrics

into three groups: alignment-based techniques, replaying-based techniques and

constraint-based techniques.

This section is devoted to study the fitness metrics introduced in the literature.

First, we start with a simple business process which will be used as an example

through out the section. Next, we study each metric separately and apply it to the

example if possible. Please notice that this section is devoted to study all metrics

introduced in the literature to measure the fitness degree between a log file and a

process model from the model perspective. At the end of the section, we conduct
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a comparison between studied metrics with respect to some predefined factors.

2.2.1 The procurement process: an example

To explain the idea of the fitness metrics discussed in this section, we will use a

simple procurement process as an example throughout the chapter. The procure-

ment process is selected for two reasons. Firstly, it is one of the most common

processes in the business world. Organizations need to purchase goods and/or

services regardless of their functionalities. Secondly, we think it would be a good

introduction for the real life case study used in this research (See Chapter 7).

The procurement process is concerned with the purchase orders created in an

organization and how the procedure takes place since the purchase order is created

until the ordered products are received and the invoice is paid. In what follows,

we describe a simple procurement process and provide a corresponding log file.

The process is initiated when a new purchase order (PO) is created. Next, the

order is signed by the direct manager of the PO creator and then sent to the sup-

plier. Once the invoice and the ordered products are received, the payment activity

is executed and the process is terminated. The payment should take place within

30 days after the ordered products and the invoice are received. The sequence

of activities performed to execute the process is shown in Figure 2.1. The model

is represented by means of BPMN languages. According to the model, receiving

goods and invoice activities occur concurrently, i.e. in parallel with no preference.

The activity ’Receive goods’ can be skipped in case the ordered product is a service.

A log file corresponding to this model is shown in table 2.1. This log file is

not a real case but an example that will be used together with the process model

throughout the section. The traces can be grouped into six unique sequences. The

majority (90%) of the traces are in accordance with the sequencing requirements

represented in the BPMN model. Notice that the model represents the sequenc-

ing requirements only. However, it can be annotated to represent the other two

requirements, the temporal (payment within 30 days) and the HR (by the direct

manager) requirements. The modeling language is discussed later in chapter 3

The fourth sequence cover the pattern of missing a required activity, ’Sign’ in

this case. Conversely, sequence 6 covers the pattern of executing an additional

activity, ’GR’ in this case. Although the additional activity is one of the model

activities, its order in the log does not match that in the model. Trace 5 represents

two additional activities as well. However, one of them does not appear in the

model, i.e. ’Change order’. In all of the 38 cases, the new activity is followed by
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Figure 2.1: The procurement process in BPMN

the ’Sign’ activity. Accordingly, we can assume that the order can be changed after

it is sent to the supplier. In addition, if it is changed then it needs to be signed

again. Although this does not match the model, it could be possible. Nevertheless,

these are all assumptions that needs more investigation.

Table 2.1: The traces recorded in the log file and their frequencies

Sequence of activities Frequency

1 Create PO, Sign, Send order, GR, IR, Pay 374

2 Create PO, Sign, Send order, IR, GR, Pay 290

3 Create PO, Sign, Send order, IR, Pay 236

4 Create PO, Send order, GR, IR, Pay 53

5 Create PO, Sign, Send order, Change order, Sign, GR, IR, Pay 38

6 Create PO, Sign, Send order, GR, IR, GR, Pay 9

Total 1000

2.2.2 Alignment-based techniques

These are the techniques based on aligning the recorded case on the process

model. There are mainly two techniques under in this group: the process vali-

dation and the cost-based compliance checking

Process validation

Process validation is one of the earliest techniques (1999) presented by Cook et

al. [41]. The approach is based on comparing two paths, the actual execution
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path and the desired execution path. The actual execution path represents the

sequence of events for the process instance under investigation. On the other side,

the desired execution path, also referred to as the expected execution path, is the

path that holds the compliance requirements. This is derived from the designed

process model and it represents the expected behavior that we need to comply

with. Usually, the designed model represents different expected behaviors. Each

of which is represented by one execution path starting at an initial state, ending

at a final state, and contains a set of connected activities in between. However,

when a new process instance is initiated, only one of these paths is followed.

Later on, when applying the process validation technique, there are only two

results, either the executed path completely matches one of the expected paths,

which is the best, or that it does not match any of them. In the latter case, it could

be closer to one or more of the expected paths. That being the case, the technique

consider the different paths and select the lowest cost alternative. For instance, if

the executed path is
〈
’A, B, C, D, E’

〉
and there are two expected execution paths:〈

’A, B, C, D, E, F’
〉
and

〈
’A, B, D, E’

〉
then which expected path should be considered

as a desired path? The executed path can be easily converted to the first path
〈
’A,

B, C, D, E, F’
〉
by inserting an activity ’F’ after ’E’. Also, it can be converted to the

other path
〈
’A, B, D, E’

〉
by simply deleting the activity ’C’. Hence, the technique

compares the cost of inserting ’F’ with the cost of deleting ’C’ and then select the

least cost alternative.

The comparison between the two paths is conducted by means of model check-

ing techniques. The executed path is checked against the desired path. As long as

the executed path matches the desired path, the process is a straightforward pro-

cess. When a mismatch is encountered, the necessary events are inserted/deleted

to transform the executed path into the expected path. For instance, if the exe-

cuted path is:
〈
’A, B, C, C, D, F’

〉
and the expected path is:

〈
’A, B, C, D, E, F’

〉
,

then the second activity C is deleted first. Next, an activity E is inserted after the

activity D so that both sides are identical.

The determination of the least cost path is done by means of a best-first search

method. The cost of a specific path is the total cost of the insertion and deletion

operations required to convert the executed path into one of the expected paths.

The costs of inserting and deleting the different activities are assigned by the

process analyst. A matching case is considered to cost zero units. Once a mismatch

is encountered, the current lowest cost partial solution is evaluated and all its

possible continuations are generated. This generates a set of possible solutions,
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each of which is assigned a cost according to the insertion and deletion operations

needed to obtain this specific solution. This is repeated at each step during the

model checking procedure. The generated solutions are placed into a priority queue

and the next step is performed. Finally, the lowest-cost solution is selected as the

best one.

To determine the correspondence between the two paths, the authors consider

each path as a string where events are the characters that form this specific path.

Consequently, they could use string distance based metrics to measure the differ-

ence between the two paths. Two metrics are introduced to measure this distance:

Simple String Distance Metric (SSD) and Non-linear String Distance Metric (NSD).

To apply the SSD principle, the authors define the SSD metric to be the mini-

mum number of inserted and deleted events that are needed to convert the exe-

cuted path into the expected execution path if there is a mismatch. In this case,

inserted events are those which are required to be executed but they are missed in

the executed path. On the other hand, deleted events are events which should not

occur according to the designed model, however, they appear in the actual execu-

tion. The approach penalized inserting and deleting operations by some costs. The

insertion cost is interpreted as the cost of missing the execution of some activities.

Whereas deletion costs can be interpreted as extra work that was performed. SSD

is formulated as:

SSD =
WINI +WDND

WmaxLE
(2.1)

where:

• WI and WD: the costs (weights) of insertion and deletion operations respec-

tively.

• NI and ND: the number of insertions and deletions (respectively) that are

needed to convert the executed path into the expected path.

• Wmax: maximum of WI and WD.

• LE: the length of the executed path.

For instance, let’s find the SSD value for the fifth sequence presented in our

example (See section 2.2.1) assuming that WI = WD = 1. The trace has a problem

that can be solved by deleting two events ’Change order’ and its following event

’Sign’. This will convert it to match its closest expected trace:
〈
’Create PO’, ’Sign’,

’Send order’, ’GR’, ’IR’, ’Pay’
〉
. In this case the SSD value will be:

SSD =
1 ∗ 0 + 1 ∗ 2

1 ∗ 8
= 0.25 (2.2)
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SSD value indicates the distance between the two paths. Given that the value

is bounded between [0,1], a path with zero SSD value completely fits the designed

model. Notice here that the first three traces in our example have zero SSD values

because each of which completely fits one of the three expected paths presented

in the model. The authors use a standard statistical correlation rules of thumb to

set a cutoff value. Accordingly, if SSD <0.2 then the executed path is strongly

corresponding to the expected path. Else, if SSD <0.5 then it is moderate corre-

sponding. Otherwise, it is a weak correspondence. Given that the SSD value for

trace 5 is 0.25 we can say that the trace is in the moderate correspondence range

and that it is close to the strongly corresponding range.

The SSD metric considers the cost of each insertion and deletion operation

separately. However, the authors argue that a sequence of missed activities can

be seen as a single deviation from the designed model. So that, they introduce

the NSD metric as an enhancement to the SSD. Under NSD, the unbroken series

of insertion or deletion operations, referred to as blocks, are considered as one

operation whereas the block lengths is used to calculate the NSD value.

NSD =

∑NB
I

j=1 WIf(bj) +
∑NB

D

k=1 WDf(bk)

WmaxLE
(2.3)

where the new terms over SSD are:

• NB
I and NB

D : the numbers of inserted and deleted blocks respectively.

• b: a specific block length.

• f(b): a cost function applied to a block length

The cost function is defined as an exponential function:

f(b) = ek(b−1) (2.4)

where k is a constant value used in the function as a tuning parameter. For a

block of length 1 the value would be 1.0. So, in case all blocks are of length 1,

NSD value will yield to the SSD as expected. The value of k is considered to be (k

>0.7) so that NSD value is always greater than SSD. Practical experiments show

that a value between [1,3] is more suitable to use.

For comparison, let’s find out the NSD value for trace 5 in our example assuming

that k = 1.5. Notice that in SSD, the two additional events are handled separately

by two deleting operations. However, under the NSD they are considered as one
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block of length 2 that can be handled by one deleting operation. In this case the

cost function will be:

f(b) = e1.5(2−1) = 4.5 (2.5)

So, NSD value will be:

NSD =
0 + 1 ∗ 4.5

1 ∗ 8
= 0.5625 (2.6)

Unlike SSD, NSD is unbounded [0,∞). Therefore, it is not possible to apply the

same evaluation criteria used before, i.e. 0.2 for good correspondence and 0.5

for moderate correspondence. To get over this, the authors define an equation to

derive cutoff values from the existing values. Given k and the average block length

(Bavg), the good correspondence cutoff is:

cutoff =
0.2ek(Bavg−1)

Bavg
(2.7)

Assuming that Bavg = 2.5, k = 1.5, the NSD good correspondence cutoff will

be 0.76. This implies that trace 5 is a good correspondence trace. Notice that

the same trace was categorized as a moderate correspondence trace under SSD.

However it was close to the good correspondence border. This denotes that the

approach penalizes deleting a block of length two less that deleting two events.

The work differentiates between insertion cost and deletion cost. However, in

practice, the cost depends heavily on which activity will be inserted or deleted.

For instance, the process manager may need to penalize an additional ’Payment’

event more than an additional ’Sign’. The technique allows overriding the default

insertion and deletion costs to match this requirement. The insertion or deletion

of each activity can have a different cost according to its importance.

Final output includes the SSD and NSD measures, information about the num-

ber of inserted and deleted events, the number of insertion and deletion opera-

tions as well as the number of matches per event type. In addition, the deviation

is located at both the executed path and the expected path. Nevertheless, only

sequencing requirements are considered.

To include temporal requirements, the work is extended in [48]. A timed con-

current model is used to represent the business process. To check the temporal

divergence, the difference between the time an event occurred and the time where

it is allowed to occur according to the model design is computed. An event is con-

sidered divergent if it is executed outside the specified time interval. Hence, the
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SSDt metric equation becomes:

SSDt = (
WiNi +WdNd

LE
+

WtDt

TE
)/Wmax (2.8)

where the first part is just the SSD metric discussed above and:

• Dt: the sum of absolute values of time discrepancies that are measured over

the executed path.

• Wt: the cost (weight) of time.

• TE: the total elapsed time of the complete path.

• Wmax: now the maximum value of (Wi,Wd,Wt)

The interaction between matching the behavior and temporal discrepancies is

handled separately for the three possible cases (matching, insertion and deletion).

First the behavior is checked. In case of behavior matching, the metric is penalized

just in case there is a temporal discrepancies. In case of insertion, the allowable

time interval should be considered first. The last case, i.e. deletion, does not

have any effect since it is not connected to the model anymore. The metric can

be used to check both sequencing and temporal requirements. However, it cannot

be applied when the model is not attached with the allowable time interval of each

activity.

To the best of our knowledge, Cook et. al. work is the first to measure the

compliance degree between an executed process and a model design. It allows

assigning different weights to the activities according to their importance. How-

ever, it does not consider the data and human resources requirements. Moreover, it

does not provide an overall measure for the entire log file. The latter is considered

one of its main drawbacks.

Cost-based compliance checking technique

In 2011, Adriansyah et al. introduce an alignment based compliance checking

technique using the idea of inserted and skipped activities [83]. The technique

considers incomplete cases. Thus it can be used for run time compliance checking

as well. A Petri net is used here to model the process. The idea is closely related

to the idea of inserting and missing activities introduced in Cook et al. [41, 48].

The deviation between an event log and a process model can be interpreted as

either inserting activities, i.e. executing activities that should not happen according

to the model, or skipping activities, i.e. activities that should be executed according

to the model but they do not occur in reality. The severity of inserting or skipping
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activities depends on which activity we are talking about. For instance, in our

example, the severity of missing a ’Sign’ activity is higher than the severity of

missing a ’Send order’ activity.

It is worth mentioning here that some skipped activities are not really skipped

but they are just not logged in the file. However, the compliance checking tech-

nique cannot see more than what is logged in the file. Thus, these activities are

considered skipped because they do not appear in the log. This is usually the

case of trivial activities for which logging might be costly. For instance, if we

have a missing ’Send order’ event whereas the goods and invoice are received and

the payment took place then most probably this event occurred in reality but not

logged.

The severity of inserting and skipping activities, which is defined by the process

manager, is translated into cost functions for skipping and inserting the different

activities. For instance: saying that ki(X) = 2 indicates that the cost of inserting an

activity X costs 2 units, and ks(Y)= 1 indicates that the cost of skipping an activity

Y costs 1 unit. Hence, the cost of inserting Y is less than the cost of skipping X.

In their work, the authors argue that there are three issues to deal with when

measuring the fitness of a log file. These are: inserted and skipped activities,

the severity of deviation and the unobservable activities. Unobservable activities

are those activities which are not logged in the file such as OR-split and Or-join.

Starting from these issues, the authors propose their cost-based fitness measure.

An executed trace, referred to as an event net, conforms to a process model

if there is a complete trace in the event net which appears in the process model.

Both sides, i.e. the process model and the event net, are represented by means

of a Petri net language. However, the process model is extended with the cost

function of insertion and deletion operations.

To compare the two Petri nets, the approach uses a construction based on

an extension of the synchronous product of Petri nets. Given the two Petri nets,

the idea is to construct a net where the two nets fire the synchronized activities.

Non-synchronized activities are also allowed, however, they are penalized by the

inserting and deleting cost defined earlier. In case of inserted activities, transitions

are fired in the event net without firing a corresponding transitions in the process

model. On the contrary, activities are fired in the process model without firing a

corresponding transition in the event net in case of skipped activities. During the

construction procedure, the costs of inserted and skipped activities are considered

as stated in [57].
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Once the extended synchronous product is generated, the approach can deter-

mine the execution path in the designed model which has the smallest distance

from the executed trace. The smaller is the distance, the higher is the fit. The

determined path will be the one with the minimal cost of skipped and inserted

activities. The computed cost is used later in the fitness measurement formula.

The intersection of the two Petri nets could lead to different scenarios. In the

best case, there will be a completed trace in the event net that appears in the

process model. This represents a compliant trace where the cost is zero. On the

other hand, the worst case occurs when the intersection produces an empty net.

In such a case the cost is the sum of the costs of inserting all required activities

to produce the event net. The cost in such a case is considered as the upper

bound cost and is used to normalize the fitness metric in the formula. The metric

is formulated as:

f = 1−
cF it((E,m′

0,m
′
f ), (N,m0))

d(σ′, ε)
(2.9)

Simply, the fitness metric is the closest fit between the event net E and the

process model N , divided by the upper bound cost for normalization. The value is

always between 0 ≤ f ≤ 1.

The work is extended in [57]. The definitions of skipped activities, inserted ac-

tivities and the severity of deviation are in correspondence with their definitions in

the previous work [83]. To measure the conformity, the cost functions are defined.

Afterwards, an instance of the Petri net that best matches the recorded trace is

constructed. In this context, an instance is a connected part of the Petri net that

starts at an initial place and does not contain choices. The instance is constructed

by replaying the trace in the process model. Later on, the A* algorithm [59] is

used to find the one with the least cost. Once the best match instance is found,

the number of inserted and skipped activities can be determined and used to find

the fitness value according to the formula:

F = 1−
∑

a∈As
As(a)× ks(a) +

∑
e∈Ei

ki(a(e))∑
e∈Ec

ki(a(e))
(2.10)

where:

• ks and ki: the cost functions of skipping and inserting activities respectively.

• a, a(e): ’a’ refers to an activity type and a(e) is the activity type of an event

’e’

• Ec: the sequence of events of a case ’c’ under examination.
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• As: the multi-set (bag) of skipped activities in case ’c’

• Ei: a set of inserted events

Simply, the fitness value is one minus the ratio of having inserted and skipped

activities and the cost of the worst scenario, i.e. when there is no match at all.

In the worst case, the best match instance is an empty trace where all activities

are considered as inserted activities. Assuming that ks = ki =1 and that the cost

of skipping the invisible task in the model is zero, then the fitness value of our log

file will be:

F = 1− 53 + 85

265 + 304 + 63
= 0.78 (2.11)

The beauty of this technique is that it can deal with events that do not corre-

spond to any of the process activities. These are considered as inserted activities.

The fitness value is penalized as more activities are inserted or skipped and it is

strongly affected by the definition of the cost functions. Normally, fitness value is

0 ≤ F ≤ 1. Mathematically, the value tends to be higher when the cost of inserting

activities is relatively higher than the cost of skipping activities. However, if there

is a large number of skipped activities and/or the cost function of skipping activities

is relatively high then the value could be negative.

In the literarure, the cost based fitness approach is used in to measure the

conformity degree between a log file and a process model in [63, 66, 68, 73]

In [66], the cost based fitness approach is used to compute an optimal align-

ment between a partially ordered trace and a partially ordered alignment. Accord-

ing to the authors, a partially ordred trace (p-trace) is a directed acyclic graph

defining a partial order over a set of events. On the other hand, a partilly or-

dered alignment (p-alignment) between a p-trace and a process model is a di-

rected acyclic graph defining a partial order over the set of moves between them.

A dependency in p-trace from one event to another indicates the first event has

lead to the execution of the second event.

To compute an optimal p-alignment between a P-trace and a model, first, the

trace is converted to the so-called event net. An event net is a Petri net model

representing the behavior of the trace. Next, the event net is joined with the

process model to produce the product net. The product net contains three types

of transition: log moves, model moves, and synchronous moves. Later, a firing

sequence with the lowest cost is computed according to [83] and then replayed on

the product net. The result of this replay is an optimal alignment net containing

only the visited places, fired transitions and the arcs between them. The optimal
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alignment net is converted later to an optimal p-alignment.

To find out the idea alignment, p-alignments are compared. For this purpose,

the authors define the true positive, false positives, and false negatives for the

three types of transitions in addition to the dependencies. Assuming that the ideal

p-alignment is known for a given case then:

For each synchronous move in the optimal p-alignment set, if this move is also

found in the ideal p-alignment then it is True Positive (TP ), otherwise, i.e. not

found, then it is False Positive (FP ). For each synchronous move in the ideal p-

alignment but not in the optimal p-alignment, this is considered as a False Negative

(FN). This definition is also applied to log moves, model moves, and dependen-

cies. Accordingly, the authors introduce the F1-score:

F1 = 1− 2 ∗ TP
2 ∗ TP + FP + FN

(2.12)

The authors of [63] introduce a conformance checking approach based on Inte-

ger Linear Programming. The work allows checking all types of constraints. A data

aware Petri net is used to represent the process model. The cost based fitness ap-

proach is used here to find a control flow alignment between the Petri net and the

log file. Next, the control flow alignment is used to construct the ILP problem. In

the work, the objective function is to minimize the cost associated with deviations

of any constraint different from the control flow.

2.2.3 Replaying-based techniques

Replaying techniques are based on the token games. The idea is to produce each

trace in the log file using the process model. Hence, traces are replayed event by

event starting from the first one until the last. It is worth mentioning here that

replaying based techniques can be used to check sequencing requirements only.

Conformance checker

In 2008, Rozinat et al. [53] presented their conformance checking technique which

is considered as a benchmark in the field of compliance auditing. The technique is

based on replaying the recorded traces on the process model. The process model is

represented by means of a Petri net. The fitness degree of a log file is calculated by

counting the number of missing and remaining tokens while the cases are replayed.

We say that the log file and a process model completely fit (100%) if the model

can generate all cases recorded in the log file.
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Figure 2.2: The procurement process in Petri net

Figure 2.2 shows the Petri net corresponds to the process model shown in

figure 2.1. In Petri nets, a transition (denoted by a square) indicates an activity

to be executed while a place (denoted by a circle) indicates a state between two

activities. Places are used to hold some tokens during the execution. In this

context, a token (denoted by a black dot) refer to a mark that indicates the state

of execution. For instance, the place between ’Create PO’ and ’Sign’ in the figure

is marked with a token which means that ’Create PO’ has been executed and that

’Sign’ is activated to be executed. The unlabeled transition denote an invisible

activity.

To replay a trace, a token is produced in the initial place. Afterwards, the events

that belong to this specific trace are fired one by one in accordance with their

sequence order in the log. Each time an event is fired it consumes a token from

each of its input places and produces a token at each of its output places. These are

called the consumed and produced tokens respectively. If the trace completely fit

the Petri net, then the replay procedure continues without problems. That however

is a big if! Usually, there are tokens which are missed during the replay and are

required to proceed. Thus, the procedure is carried out in a non-blocking way,

i.e. missing tokens are generated automatically and the replay continues until it

reaches the end place. Once the end place is reached, the technique checks if there

are remaining tokens left behind, i.e. tokens that are produced but not consumed

during the replay.

To measure the fitness of the entire log file, recorded traces are replayed. The

number of produced, consumed, missing and remaining tokens are counted during

the replay of each unique trace and the result is used to find out the overall fitness

value according to the formula:
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Fitness =
1

2
(1−

∑k
i=1 nimi∑k
i=1 nici

) +
1

2
(1−

∑k
i=1 niri∑k
i=1 nipi

) (2.13)

where:

• k: the number of traces recorded in the log file.

• ni: the number of process instances which have the same trace.

• mi: the number of missing tokens

• ci: the number of consumed tokens

• ri: the number of remaining tokens

• pi: the number of produced tokens

Notice here that the approach groups the similar traces first (ni) and then re-

play one of them as a representative for this group instead of replaying all traces

individually which will produce the same result but consume more time.

Going back to our example, we can use the equation to find an overall fitness

measure for the entire log. First, the log file is filtered to remove all events that do

not correspond to an activity in the model. In the example, the only trace affected

by filtering is the fifth one because it is the only one which contains such an event,

’Change order’. Next, the recorded traces are grouped into similar traces. In the

example, there are six unique traces each of which is replayed separately. We will

replay trace 5 here as an example to explain the procedure. After the first step,

i.e. filtering, the trace becomes like this:
〈
Create PO, Sign, Send order, Sign, GR,

IR, Pay
〉
. The first three events can be replayed properly. However, a missing

token is required to proceed. The missing token is produced and the procedure

continues firing the rest of the events in order until it reaches the end place. The

result of replaying this trace is: 8 produced tokens, 8 consumed tokens, 1 missing

token, and 1 remaining token. The other recorded traces are replayed in the same

manner. Finally, the results are used to measure the fitness of the entire log file.

Fitness =
1

2
(1− 100

7994
) +

1

2
(1− 100

7994
) = 0.9875 (2.14)

In practice, mi ≤ ci and ri ≥ pi, so that the fitness value is always between 0

(in which none of the traces could be replayed) and 1 (in which all traces could be

replayed properly). In this context, a proper replayed trace is the one that could

be replayed without missing and remaining tokens.

Although the presented approach is considered as a benchmark in the confor-

mance checking literature, it has some downsides that affect the reliability of the



32 CHAPTER 2. LITERATURE REVIEW

fitness value. Firstly, the measure is sensitive to the structure of the model used.

It punishes a missing event exactly the same as a sequence of missing activities.

Secondly, the addition of missing tokens could lead to situations where a sequence

of activities is enabled whereas it should never occur, thus the result tends to be

overestimated. Concerning duplicate activities, i.e. activities which have the same

label in the Petri net, the existence of such cases do not cause a problem unless

two events of the same type are enabled at the same time.

In addition to the aforementioned downsides, we do not agree with filtering the

log file in the beginning to remove the events which do not correspond to any of the

model activities. We believe that these events could be a part of the process which

is not represented in the process model. For instance, in the example, ’Change

order’ activity does not appear in the model although it is normal to take place

in reality. Moreover, the removed events could be related to other events in the

same trace. Hence, these events should be investigated together. In our example,

it could be that whenever an order is changed, it has to be signed again. If this

is true then the ’Sign’ event should not be penalized as happened when replaying

trace 5.

Genetic miner

Genetic miner [51, 84] is a process discovery technique which merges two fields,

process mining and genetic algorithm. The mined model is the result of searching a

space of randomly generated models. The algorithm starts by generating an initial

population of n individuals where each individual represents a process model. To

generate the initial population, the dependency between the activities is used to

guide the algorithm. Hence, stronger relations have more chances to appear in

the generated individuals. Once the initial population is generated, its individuals

are evaluated and the fittest are used to generate the next population and so on.

Consequently, the final generated population, from which the mined model will be

selected, has the fittest individuals.

The conformance between an individual, i.e. a proposed model, and the log file

is evaluated by means of a parsing procedure. In this context, parsing is similar

to the replay procedure used in [53]. If the activity to be parsed is not enabled,

this is recorded as a problem and the parsing proceeds. This is the idea of adding

missing tokens when replaying a Petri net.

In the work, the fitness is introduced as an indicator to the number of correctly

parsed traces and activities in the event log. According to the authors, a correctly
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parsed trace denotes a trace in which the parsing ends with activating the final

place. This indicates that the final state is reached properly and that the process is

not terminated in between. As shown in the formula below, the metric gives more

weight (60%) to the percentage of properly completed log traces rather than the

percentage of parsed activities.

Fitness = 0.40 ∗ allParsedActivities

numberOfActivities
+ 0.60 ∗ allProperlyCompletedLogTraces

numberOfTraces
(2.15)

where:

• allParsedActivities: the number of activities that can be parsed without prob-

lems.

• numberOfActivities: the total number of activities executed by all traces in

the log file.

• allProperlyCompletedLogTraces: the number of traces that are parsed with

no problems.

• numberOfTraces: the number of traces recorded in the log file.

The fitness degree is a value between [0,1], where 1 indicates the complete fit.

Applying this formula to our example, the result will be:

Fitness = 0.40 ∗ 5658

5758
+ 0.60 ∗ 900

1000
= 0.933 (2.16)

Although the metric considers parsing each activity individually, it does not con-

sider the number of missing tokens that are produced to proceed the parsing and

the number of extra tokens which are left enabled after the parsing procedure is

finished, i.e. remaining tokens. To overcome this weakness, the authors improved

their metric in their later work [85, 86]. The new metric, namely Partial Fitness

Complete (PFcomplete) is in the range between (-∞, 1], and formulated as the
following:

Fitness =
allparsedActivities− punishment

numberOfActivities
(2.17)

The punishment value is obtained using the formula:

allMissingTokens

#Traces− #TracesMissingTokens+ 1
+

allExtraTokensLeft

#Traces− #TracesExtraTokensLeft+ 1
(2.18)
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where:

• allMissingTokens: the total number of activities which cause problems while

parsing, i.e. the number of missing tokens of all activities.

• #Traces: the number of traces recorded in the log file.

• #TracesMissingTokens: the number of traces where there are missing tokens.

• allExtraTokensLeft: the number of tokens which are not consumed after pars-

ing is finished, i.e. remaining tokens, plus the number of tokens of the end

place minus 1 (decrease 1 for the proper completion).

• #TracesExtraTokensLeft: the number of traces in which there are extra to-

kens left behind after parsing the log file.

In case there are two individuals having the same punishment value, the ap-

proach considers the one that can parse more events as better fitting the log.

Thus, this individual becomes a better candidate to move to the next generation.

Applying the punishment formula to our example, the result is 0.16. Conse-

quently, the fitness degree is:

Fitness =
5658− 0.16

5758
= 0.983 (2.19)

Comparing with the previous result, the log file has a higher fitness degree.

However, this is not always the case.

Heuristics miner

In [50] the authors present a model discovery technique based on the heuristic

algorithm. The technique analyzes the dependency between the events of each

trace to end up with one model representing the actual behavior. Similar to the

genetic miner, the algorithm uses a parsing procedure to evaluate its generated

model.

Parsing a trace requires firing its corresponding events one by one according to

their occurrence in the log file. Before explaining the parsing procedure used in the

heuristics miner, we need first to explain two terms: ’input expression’ and ’output

expression’. An input expression of an activity ’X’ is the set of all possibilities that

allow ’X’ to be executed, i.e. activate ’X’. For instance, the input expression of ’Sign’

in our designed model is {’Create PO’}, and the input expression of ’Payment’

is {(IR),(IR ∧ GR)}. Conversely, the output expression of an activity ’X’ is the

set of all possibilities that are activated after ’X’ is executed. For example, the

output expression of ’Sign’ is {’Release’} and the output expression of ’Release’ is
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{(IR),(IR ∧ GR)}. Intuitively, the input expression of the first activity equals the
output expression of the last activity equals the empty set { φ }.

To explain the idea, we will parse the trace
〈
Create PO, Release, IR, Payment〉

into our model. The first activity ’Create PO’ is fired properly. Firing ’Create PO’ will

activate ’Sign’ as it is its output expression. Next, the second event ’Release’ needs

to be fired. However, ’Release’ is not activated at the moment. This is recorded as

a ’missing activated input expression’ problem and the parsing continues. Firing

’Release’ activates its output expression{(IR),(IR ∧ GR)}. According to the given
trace, ’IR’ is fired and finally ’Pay’.

While parsing, the number of correctly parsed events and the number of miss-

ing activated input expressions are counted. In addition, the number of activated

output expressions that are left behind after parsing each trace is counted. An ex-

ample of this is the ’Sign’ activity in our example which was activated but not fired.

Later on, the values of these three counters are used to find out an overall fitness

measure referred to as the Continuous Parsing Measure (CPM). CPM indicates the

percentage of correctly parsed events and is calculated according to the formula:

CPM =
1

2

(e−m)

e
+

1

2

(e− r)

e
(2.20)

where:

• e: the number of events recoded in the log file

• m: the number of missing activated input expressions

• r: the number of remaining activated output expressions

According to this formula, the CPM value of our example will be:

CPM =
1

2

(5758− 100)

5758
+

1

2

(5758− 47)

5758
= 0.987 (2.21)

It worth mentioning here that the authors introduce another metric called Pars-

ing Measure which indicates the percentage of correctly parsed traces. A trace is

considered as correctly parsed trace if it could be replayed in the mined model

without any problem. However, this seems to naive because it does not consider

the level of deviation. For instance, a trace in which only one event could not be

parsed is considered exactly the same as the trace where none of the events could

be parsed.
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AGNE process discovery

In 2009, Goedertier et al. consider the process discovery issue as a multi-relational

classification problem on an event log which is extended with some artificial gen-

erated negative events [87]. Accordingly, the authors use the percentage of true

positive and true negative to evaluate the output model. For evaluation, the be-

havioral recall metric is introduced. It indicates the percentage of fitting events in

the log.

Similar to the aforementioned replaying techniques, the parsing procedure is

used to measure the conformance. The procedure is used to determine the per-

centage of true positive events. During parsing, each recorded trace is reproduced

in the model. Whenever an enabled transition is fired, the number of true positive

is increased by one. On the other hand, if a disabled transition is required to be

fired, i.e. a missing token, the number of false negative events is increased by

one.

To improve the computational efficiency, similar traces are grouped together

and only one trace of each group is parsed instead of parsing all recorded traces

such [53]. After parsing, the number of true positive and false negative are used

to measure the behavioral recall metric value according to the formula:

rPB =

∑k
i=1 niTPi∑k

i=1 niTPi +
∑k

i=1 niFNi

(2.22)

where:

• k: number of grouped sequences

• ni: number of similar traces in group i

• TP: the number of correctly classifies positive events

• FN: the number of misclassified positive events.

The behavioral recall of our log file in the example is:

rPB =
5658

5658 + 100
= .983 (2.23)

Notice here that although the other techniques in the literature which are based

on replying the traces [50, 53] punish for remaining tokens, this technique does

not. By remaining tokens here I refer to transitions which are enabled during

parsing but not fired. The technique considers these events as extra behavior that

are penalized in another metric called the behavioral specificity metric. However,

behavioral specificity is out of the scope of this research cause it measures the

fitness degree with respect to the log file not the process model.
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2.2.4 Constraint-based techniques

These techniques are based on measuring the fitness degree of the log file with

respect to some business rules. Thus, they are also called rule based techniques.

They are distinguished from the other techniques by using declarative languages

to represent the compliance requirements. Hence, the compliance checking pro-

cedure is straight forward. A case is compliant if and only if the rule is applied.

LTL checker

The LTL checker introduced in [80] is a compliance auditing technique based on

linear temporal logic. The process model is a set of LTL formulae.

Given a log file and a set of LTL rules, the technique introduces two simple

metrics: health degree and coverage. The health degree of one case is the per-

centage of applied rules to the total number of rules. Hence, if there is a case to

be checked against 5 rules, 4 of them are applied and one is not, then the health

degree of this case is 80%. Coverage indicates to which extent a rule is applied

in a log file. For instance, given a log file of 100 cases and a rule that is applied

in only 60 cases, we say that the coverage rate for this rule is 60%. The health

degree of one specific case is the percentage of applied rules to the total number of

rules. The coverage degree of one specific rule is the percentage of correct cases

to the total number of cases checked.

Notice here that this technique can be used to measure the fitness degree of

one specific case. In addition, it can be used to measure the fitness degree of the

log file with against each compliance requirement individually.

2.2.5 A comparison between existing fitness measure

In this section we study the metrics introduced in the literature to measure the

fitness degree between a process model and a set of cases recorded in a log file.

Doing this, we aim at analyzing the points of strengths and weakness in existing

techniques to take this into consideration when proposing our own fitness mea-

surement technique. Hereafter, we conduct a comparison between studied metrics

with respect to the following factors.

1. Provide different semantics: does the technique consider measuring the fit-

ness degree from different perspective
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2. The type of process modeling language used to represent the compliance

requirements.

3. Comparison mechanism: the method used to compare the two parties; the

actual behavior, i.e. log file, and the desired behavior, i.e. process model.

These are: alignment based, replaying based, and constraint based.

4. Type(s) of compliance requirements which can be checked

5. Which of the following metrics are supported: a) the fitness degree of one

case against one compliance requirement, b) the fitness degree of one spe-

cific case against all requirements, c) the fitness degree of all recorded cases

against one compliance requirement, the fitness degree of the entire process

with respect to the process model.

6. The ability to solve mapping problems: can the technique deal with cases

in which the log file contains events with no corresponding activities in the

process model.

7. Locate the deviation (if any)

Table 2.2 shows the result of comparison. Notice that the majority of existing

fitness metrics are introduced to measure the fitness degree with respect to a

procedural model. Hence, they can be used to check sequencing requirements

only. However, in the business word, it is required to check all types of require-

ments. This point is related to the process modeling language used to present

the normative model. Normally, procedural models are superior in representing

the sequencing compliance requirements. However, mostly, they cannot capture

the other types. It worth mentioning here that a declarative model can be con-

verted into a procedural model. However, the result of this mapping is not always

promising. This depends on the representation capabilities of the process model-

ing language used. The generated procedural model does not necessary catch all

the requirements represented in the declarative model. The capabilities of each

modeling language is explained in more details in the next section.

Concerning the techniques in which a the process model is represented by

means of a procedural model, the process model is compared with the recorded

cases either directly or indirectly. In the direct comparison, the model itself is

used to replay the recorded cases such as [50, 53]. In the work of Adriansyah

et al., the process model is used to construct a partial instance of the model that

best matches the recorded traces [57, 83, 88]. Similarly, Cook et al. [48] use the
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model to extract the desired execution paths. In the genetic process miner [85]

the so-called causal matrix is used as a representative of the model.

The replaying procedure works properly unless a mismatch is encountered.

We agree, to some extent, with the argue of Cook et al. [48] and Adriansyah et

al. [83] that a mismatch can be interpreted as either skipping activities or inserting

additional activities. Most of the existing techniques penalize inserting and skipping

activities. Moreover, some of them give different weights to skipping and inserting

the different types of activities [48, 83]. However, none of them count for the

relation between the mismatching events. In reality, inserting/skipping an event

could affect the other events in the same trace. Taking this trace as an example,〈
Create PO, Sign, Send order, Change order, Sign, GR, IR, Pay

〉
, the log indicates

that once an order is changed an additional sign is required. Although this does

not match the model, it could be the case that changing an order specification

is allowed and that it must be directly followed by a ’Sign’ activity. That being

the case, the technique should not penalize executing the second ’Sign’ event.

However, all of the techniques except the LTL do.

Additionally, most of the techniques could not handle the existence of the event

’Change order’ in trace 5 in our example. This is because this event does not

correspond to any of the model activities. Most of the techniques assume that

the events recorded in the log refer to the same set of activities represented in

the model. To meet this assumption, the log file is filtered before the parsing

is performed. This is conflicting with the idea of procedural models which are

designed to represent the process in an easy and understandable way. Normally,

these models represent the normal execution especially when the process is very

complex and has a lot of activities, choices, and parallel execution. For instance,

the ’Change order’ activity does not appear in the model but is executed in reality.

We assume that changing an order does not reflect the normal execution and thus

it is not represented in the model whereas it is recorded in the log file. This issue is

solved automatically in the LTL checker. Using a declarative language any behavior

is accepted unless it violates one of the business rules.

Regardless of the reason, the log could contain events which do not correspond

to any of the model activities. We believe that such events should be considered

when measuring the fitness rather than being filtered before. Going back to the

same example, filtering is another reason why we do not agree with penalizing

the second ’Sign’ activity. By looking at trace 5 after filtering ’Change order’, its

following ’Sign’ event does not make sense any more. The event will be treated
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as a mismatch although it could be obliged in such a case.

In terms of locating the deviation, compliance checking techniques could pro-

vide this feature whereas process discovery techniques do not. This is due to the

purpose of each field. When checking the compliance, process managers aim at

detecting the deviation and locating it. However, a process discovery technique

aims at modeling the actual behavior of the process. The technique generates

different models, evaluate them, and choose the optimal one. So, the location of

deviation is not of any importance. Process managers are interested in the out-

put model rather that the intermediate evaluation procedure. It worth mentioning

here that sometimes there are over 1,000 models to be evaluated. So, it does

not worth locating the deviation in all of these models especially when there is no

added value for this.

Finally, all of the techniques except the earliest one, process validation [48],

provide an overall fitness measure for the entire log file.

Table 2.2: A comparison between the fitness metrics introduced in the literature

Factor
Process vali-

dation

Cost-based

conformance

checking

Conformance

checker
Genetic PM

Heuristics

miner
AGNE LTL

Provide different se-

mantics
no no no no no no no

Modeling language procedural procedural procedural procedural procedural procedural declarative

Comparison mecha-

nism
alignment alignment replaying replaying replaying replaying constraint

Types of requirements sequencing sequencing sequencing sequencing sequencing sequencing all types

Fitness metrics pro-

vided
a a, d a, d d d d a, b, c

Solve mapping prob-

lems
no no no no no no yes

Locate deviation yes yes yes - - - yes

2.3 Process modeling languages

Compliance auditing techniques are based on comparing two parties; the actual

behavior (recorded in log files) and the process design (holding the compliance

requirements). The process design is expressed by means of a process modeling

language. Process modeling languages are categorized into two main categories:

declarative and procedural (imperative). In this section we first introduce each

of the two categories showing their capabilities in terms of compliance auditing.

Then, we conduct a comparison between them with respect to some predefined

requirements. Doing this, we aim to answer the following question: which is better

to use for compliance auditing purposes: procedural models or declarative models?

Process modeling languages are categorized into two main categories: declar-
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ative and procedural (imperative). Each category has a set of modeling languages.

For instance, UML, BPMN, Petri nets are categorized as procedural languages. On

the other hand, LTL, BCL and FCL rules are categorized as declarative languages.

Declarative languages focus on what needs to be done rather than how to do it.

These languages depend on the logic to control the relation between the process

components (activities, performers, data objects) in terms of time [89]. On the

other hand, procedural languages focus on the sequence of activities that should

be performed to execute one process instance [90]. It is worth mentioning here

that some mapping techniques can be used to convert the model from one format

to another such as [91–93]. However, the result is not necessary trusted. Mapping

models is out of the scope of this research.

We agree with the argue of [94] that declarative is no absolute property. Model-

ing languages are located on a line in between pure declarative and pure imperative

languages. In general, control flow models such as Petri nets, BPML, are more re-

garded as imperative languages while rule-based models (business rules) tend to

be more declarative. The authors of [90] position Petri nets at the imperative end

and LTL at the declarative end.

Regardless of the process modeling language used these are the main require-

ments that should be considered for compliance auditing purposes:

• Flexible: keep a balance between flexibility and compliance. In this regard,

languages which is capable of representing more compliant ways are more

suitable to use.

• Comprehensive: to be able to express all types of compliance requirements

(sequence, timing, data, and resources)

• Formal: to have a formal representation that is understandable by the differ-

ent parties involved in the compliance checking procedure, i.e. compliance

checker, process manager, etc.

• Able to represent the compliance requirements at two levels: cases and

events. Process managers should be able to represent requirements about

individual events such as the performer of one specific event. In addition,

they should be able to represent requirements related to the entire process

instance such as: the process instance should be closed automatically under

some conditions.

• Non-monotonicity: given the dynamic nature of the business world, viola-

tions are normal to occur. So, the modeling language should be able to rep-
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resent requirements that could be violated under some conditions and how

to repair the violation if it occurs.

• Individual requirements: to provide the ability to express each compliance

requirement individually to be able to check the compliance against one spe-

cific requirement later on.

• Easy to use and understand by non-experts.

• Maintainability: to be able to change the model in case of re-engineering.

This can be considered as low level requirement since the design process is

compliance auditing. However, it is preferable especially that the compliance

auditing results can be used as a feed back to improve the process design.

Comparing the two categories, i.e. declarative and imperative, there are some

similarities. However, there are major differences. The most important difference

is how each category deal with the flexibility issue. Hereafter, we compare the main

characteristics of each group. Accordingly, we tell which category of languages

can better support compliance auditing techniques. Next, we conduct another

comparison between the languages of the chosen category to select one of its

modeling languages.

In declarative languages, any way to execute the process in accordance with

the identified rules is an alternative way. Usually, more rules means more con-

straints and less alternatives[90]. Hence, declarative languages are also referred

to as constraint-based models [42, 89]. In contrast, in imperative languages, all

execution alternatives should be specified in the model. New alternatives must be

explicitly added to the model [89]. A process instance is compliant with respect to

an imperative model if the way it is executed is given in the model. On the other

hand, the same process instance is compliant with respect to a declarative model

if it does not violate any of the business rules.

Business processes today are executed in a flexible nature. It is difficult to

be stuck to a limited number of ways to execute the process. Sometimes, there

are more efficient ways for execution, however, because of some problems at the

design time, they are not represented in the process design and hence they are

treated as non-compliant. Normally, in compliance checking it is more important

that executed processes are in accordance with the regulations than the way they

were executed. Process managers are interested in achieving their goals rather

than the way it is reached. Actually, the processes are designed in order to reach

these goals.
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In terms of comprehensiveness, imperative languages are superior in terms of

sequential information (immediately ”leading to” and ”proceeding by”). On the

other hand, declarative languages are superior in defining the relations between

the process components such as: if the PO value is greater than a given threshold

then the order should be double signed [95]. In practice, control flow models can

be enriched with some annotations to represent the other types of requirements,

i.e. data flow, temporal and resource requirements [96]. So that to overcome the

shortage of representing one dimension. However, these annotations are attached

to specific activities. So, they can be used to hold compliance requirements at

the event level but not the case. On the other hand, business rules formalism

can represent all types of requirements. Nevertheless, there are some limitations

depending on the logic which is used for representation.

Regarding the non-monotonicity requirement, it is supported by some declar-

ative languages. For instance, in FCL a repairing chain is defined to deal with

non-monotonic rules. However, it is not supported by imperative languages. In

imperative languages, the repairing chain concept does not exist. Any path be-

tween the start and end is a possible execution path without priorities.

Imperative languages are based on the idea of moving the process objects from

one state to another in its state space. In this context, the state space can be seen

as the set of locations that the process objects can move in between. The action

of moving between two states is the event (also called transition or activity). The

focus in imperative languages is to model how the process activities change the

process objects between states. Hence, it is easy to represent compliance require-

ments related to one specific event. However, it is not the case when formulating

requirements related to the entire case. For instance, the requirement: ”the in-

formation about the executed process instances should be kept for at least tow

years” is not easy to represent in the model. To overcome this limitation, pro-

cess manager tends to represent such type of requirements in a separate process.

For example this requirement can be represented in the archiving business pro-

cess. Notice that by applying this solution, the process model is separated in (at

least) two models. In contrast, in declarative languages states and actions are

constructed when interpreting predicates and formulas. Thus, as Fahland et al.

mentioned in [90] a room is left for ”how the process’ changes are continuously

linked to each other”. Consequently, declarative models are superior in represent-

ing compliance requirements controlling the entire case.

As mentioned earlier, maintainability is not highly required for compliance au-

diting purpose, however, it is preferable. Maintainability is not easy to compare
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because there are many factors included in the procedure [97]. However, generally

speaking, when changing an imperative model, we need to make sure that we do

not add execution ways that should not be allowed and vice versa. Normally, the

new model is checked by the process manager to make sure that it represents all

execution paths and that undesired behavior is not represented in the new model.

On the other hand, when changing a declarative model, we need to make sure

that each new rule does not contradict any of the other rules. The contradiction

between rules can be checked automatically by means of design time compliance

checking techniques. Hence, changing a declarative model is, relatively, easier

than changing an imperative model.

In declarative languages, each compliance requirement is expressed by one

business rule. Hence, the process manager can check the compliance of each

requirement individually. However, this is not possible if an imperative language

is used. In imperative languages, all compliance requirements are represented

together in one graph.

As for the other two requirements, i.e. ease of use and formality, a general com-

parison cannot be conducted easily. Each modeling language has its own charac-

teristics regardless of its type, i.e. declarative or imperative. For instance, BPMN

and Petri nets are both members in the imperative languages family. However,

BPMN model are easy to use and understand by non experts whereas Petri nets

requires some knowledge to be able to read the model correctly. Declarative mod-

els in general require the process managers to know semantics and synatx of the

language to be able to define the business rules. Hence, some work [42] introduce

a graphical representation to overcome this problem.

With respect to the above discussion and given our predefined requirements,

we believe that declarative modeling languages are more suitable to represent the

compliance requirements. Table 2.3 shows the results of the comparison conducted

between the two categories. Imperative languages are skipped in the rest of this

thesis. Henceforth, the terms ”designed process”, ”business rules” and ”rules” will

be used interchangeably. Besides, in this context, the term ”process model” refer

to the ”design process model” which is a set of business rules in this case.

2.4 Conclusion

In this chapter we have discussed the related work in the literature. The discussion

is divided into three parts: compliance auditing techniques, fitness measurement

techniques, and process modeling languages. In the first part, existing compliance

auditing techniques are discussed showing the points of strengths and weaknesses

of each technique. Secondly, existing fitness measurement techniques are studied
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Table 2.3: A comparison between imperative languages and declarative languages

with respect to the predefined requirements

Requirement Imperative Declarative

Flexibility − +
Comprehensiveness ± ±
Formality + +
Represent events’ requirements + +
Represent cases’ requirements − +
Non-monotonocity − ±
Individual requirements − +
Ease of use ± ±
Maintainability ± ±

thoroughly with an explanatory example. The study of the first two parts, reveal

the need for a new compliance auditing approach which can be used to measure

the fitness degree at different levels of abstraction. In addition, it shows the impor-

tance of supporting different semantics when measuring the fitness degree taking

into consideration the process manager interpretation for a compliant process. The

last part is devoted to study the process modeling languages used in the litera-

ture to represent the process model. There, we conduct a comparison between

the two main families of process modeling languages: procedural and declarative

and show the importance of using a declarative model to represent the compliance

requirements.





Chapter 3

Business Process Modeling

for Compliance Auditing

In section 2.3 we conduct a comparison between procedural languages and declar-

ative languages. Accordingly, we choose to represent the normative model using a

declarative language. In this chapter we first introduce the concept of declarative

languages. Next, we explain the existing declarative languages in the literature,

study their capabilities and limitations and then conduct a comparison between

them.

The aim is to end up with a declarative modeling language that can be used

to represent the normative model in this research. To this end, we went through

the following steps: 1) Study existing declarative languages which are used in the

field. 2) Conduct a comparison between them with respect to some predefined

requirements. Accordingly, tell whether we can use and existing language or that

we need to develop a new one. 3) According to the result in (2), if there is a need

to develop a new language, then develop it.

In the first section we give an introduction to declarative languages and define

our requirements. In the following two sections, we discuss FCL and LTL languages

as representatives for their logic families. Then, we conduct a comparison between

them with respect to the predefined requirements. Accordingly, we introduce our

new declarative process modeling language.

3.1 Declarative process modeling languages

Declarative languages are logic based languages. A declarative process model is a

set of business rules controlling the relation between the process objects and the

47
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activities that should be performed in terms of time and space. The relations are

characterized by the predicates and They describe the characteristics of a business

process regardless of how the process should be executed.

In the literature there are mainly two fields of logic used to model business

rules: deontic logic and temporal logic. Most of the research in the field extend the

preliminary logic formalism to capture more features that meet their requirements.

Some languages use a combination of both, i.e. deontic and temporal logic, such

as PENELOPE [25].

Deontic logic is the branch of logic that is concerned with three normative con-

cepts: obligations, permissions, and prohibition. The logic extends the first order

logic with three operators to express these concepts: O to express Obligations,

P to express Permissions and F to express prohibition (forbidden). For instance,

deontic logic can be used to represent the business rule: ”It is obligatory that the

person who creates a purchase order is not the same as the person who signs it”.

In the literature, deontic logic is mainly used to represent the norms of business

contracts. Examples for the deontic-based languages are: FCL (Formal Contract

Language), BCL (Business Contract Language) and PCL (Process Compliance Lan-

guage). BCL is a domain specific language that is mainly developed to enable

monitoring the execution of business contracts [38, 98]. PCL is an extension of

FCL with a richer deontic capabilities [1, 99, 100]

As for temporal logic, it is mainly concerned with time. Temporal logic extends

the predicate logic by temporal operators that introduce temporalized modalities.

Usually, there are two basic temporal operators used in the formalism, ”Glob-

ally” and ”Eventually”. In addition, there are operators that denote ”Next”, ”Until”,

”Release”, and ”Weak-until”. Linear Temporal Logic (LTL) and Computational Tree

Logic (CTL) are among the most used temporal based languages for compliance

checking. An example of using temporal logic in business rules representation is:

whenever the goods are received, next it should be checked and then eventually

the supplier is paid.

For the purpose of comparison, we select the most cited language of the each

type of logic. Hence, FCL is selected as a representative of deontic logic and LTL is

selected as a representative for temporal logic. Although CTL is also mentioned in

the literature, we do not consider it here because it does not support the proposi-

tional logic which we believe it is important in our study. Moreover, LTL shows more

capabilities in practice [101]. In the next sections, both languages are studied in

more details. Next a comparison is conducted and finally the conclusion is drawn
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up. However, before going further, we first define our requirements which will be

used later in the comparison.

1. The ability to check all types of requirements: sequencing, temporal, HR, and

data. In addition, it should allow the modeler to represent compound rules

and conditional rules. In this work, a compound rule is the rule representing

more than one type of requirement. For instance, A should be followed by

B within 5 days. A conditional rule is the one which is checked according to

some conditions. For instance, if x>10 then A should be followed directly by

B. Notice that the later rule is checked just in case the value of x is above 10

2. Allow checking compliance at very low level of abstraction (the occurrence

level). This is explained thoroughly in 4, however, the idea is discussed briefly

here to explain this point. Suppose that the case to be checked has the trace

<A, B, C, B, D, E, B, C> and that it needs to be checked against the rule:

‘Activity B should be followed immediately by Activity C’. Notice that the rule

can be checked three times because the event ‘B’ appears three times in the

trace. Hence, there should be three fitness degrees each of which represents

the fitness degree for one of the three B’s. We refer to this as the occurrence

level fitness degree. Its fitness degree against that rule should reflect that the

case is partially compliant. Notice that in this example, the rule is applied

in the first and third ‘B’s whereas it is violated in the second. Hence, it is

almost partially compliant. The modeling language should be able to support

checking the fitness degree at the occurrence level.

3. Ability to represent cases in which the rule cannot be checked. Assume the

case with the trace <A, C, D, F> is to be checked against the previous rule,

‘B’ should be followed directly by ‘C’. However, notice that B does not appear

in the trace. Hence, the rule is actually not checked! Process analysts should

be able to model the scenarios in which a business rule cannot be checked.

4. Ease of use by process auditors analysts. Process analysts should be able to

build and understand the models easily.

Moreover, using LTL, the case trace is checked event by event. However, once

an event is checked it is not possible to return back to it. Hence, a rule such as

A should be proceeded by B cannot be checked using LTL. Moreover, some rules

cannot be represented using LTL rules alone. An example for this is rule number
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13 in table 3.1. In general, LTL rules are superior in representing temporal require-

ments. However, it is weak in representing data requirements. To overcome these

issues, we have developed a new modeling language called BRCA to represent the

compliance requirements.

3.1.1 Formal Contract Logic (FCL)

Also called Formal Contract Language, is a combination of a defeasible (non-

monotonic) formalism [102, 103] and deontic logic of violations [104]. The non-

monotonicity feature of defeasible logic ensures that there is only one conclusion

that can be derived from a set of premises so that contradictory conclusion could

not happen [105]. Defeasible logic defines a superiority relation which can be used

to give priority for a rule over another in case they are contradictory. As a conse-

quence, the rule with the higher priority will override the conclusion of the rule with

the lower priority. Deontic logic provides the ability to reason in case of violations

by means of contrary-to-duty obligations (CTD), also called reparation obligations.

Due to the dynamic nature of the business world, violations is normal to occur.

However, a violation is not always an error. Thus, CTD is used to represent a repa-

ration chain. In this context, a reparation chain is the secondary obligation which

needs to be activated as a response to violating the primary obligations.

One of the advantages of using deontic logic in our case is the ability to de-

fine new business rules in the future. We do not need to consider checking the

consistency between existing rules and the new rules. The modularity feature of

FCL is of particular relevance to represent the compliance requirements. It allows

the revision of a component of a business process without being forced to perform

a complete revision of the business process representation as the case of hard-

coded solutions. Moreover, defeasible reasoning is based on constructive proof.

Hence, for one conclusion there could be different derivations. These derivations

can be used to explain why a specific conclusion has been obtained. This is of high

importance in compliance auditing to provide diagnostic information [11].

A rule in FCL is an expression of the form:

r : A1, ..., An ⇒ B (3.1)

where r is a unique identifier for this rule, A1, ..., An are the premises and

B is the conclusion of the rule. Both premises and conclusion are propositions

that are formulated from a finite set of atomic propositions and the operators: O
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for (Obligation), P for (Permission), ¬ for (Negation) and ⊗ for the non-boolean

connective to express the CTD operator. FCL formulas apply the following rules:

• Every atomic proposition is a proposition

• The negation of an atomic proposition is a proposition, for instance: if p is

an atomic proposition, then ¬p is a proposition
• If p is a proposition, then Op is an obligation proposition and Pp is a per-

mission proposition. Both obligation and permission propositions are deontic

propositions.

• Prohibitions can be represented either as O¬ or ¬P .
• If p1, ..., pn are obligation propositions and q is a deontic proposition, then

p1 ⊗ ...⊗ pn ⊗ q is a reparation chain.

The reparation chain can be interpreted as: if P1 is violated then this can be

repaired by P2. If P2 is violated then P3 is activated and so on until q is activated

as a reparation for Pn. Rationally, the permission can only occur at the end of

a reparation chain because it can be used to repair a violation but it does not

make sense to violate a permission. Moreover, the reparation chain, if any, always

appears in the conclusion side. It goes beyond the scope of this research to explain

the details of the FCL language. However, interested readers may refer to[104,

106] for detailed explanation.

In some work, the deontic operators are indexed with the party/parties con-

cerned in the rule. In [11] the deontic operators are indexed with the normative

position corresponding to the operator. For example, in the procurement process,

the proposition OSupplierSendInvoice means that the supplier has the obligation to

send the invoice to the purchaser. In the work where FCL is used to represent the

norms of business contracts, deontic operators are indexed with the beneficiary

in addition to the role who is responsible to perform the activity. For instance,

OSupplier,ContractorSendInvoice indicates that the Supplier is obliged to send an

invoice to the contractor [26].

To integrate the temporal dimension, Sadiq et al. [11] timestamp all proposi-

tions in the language and then adopt the persistence mechanism presented in [107].

The work of Guido et al. [108] does not consider temporal requirements. However,

it is concern with the different types of obligations and when they are fulfilled or

violated. To this end, the obligations are classified into: persistent maintenance

obligations (Op,m), persistent achievement obligations (Op,a), and non-persistent

obligations (On) according to the classification proposed in [109]. Persistent main-

tenance obligations indicates that given a state s in the executed process instance,
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the obligation prevails for all states that come after s. Hence, any state that comes

after s and does not fulfill the obligation is considered as non-compliant. This is

similar to the ”Globally” operator in LTL. For persistent achievement obligations,

the obligation is fulfilled if it occurs at some point after s and before the dead-

line. This is similar to the ”Eventually” operator in LTL. However, since temporal

constraints are not considered in the work, the authors set the deadline for all

obligations to be the deadline of the entire case. Non-persistent obligations are

evaluated on a state-by-state basis, so when they arise they must be fulfilled and

they do not have consequences on the other states.

After FCL rules are defined, they can be normalized to remove redundancy

and identify conflict rules (if any). The normalization process aims at cleaning

up the FCL representation: identifying loopholes, deadlocks, contradictory rules,

inconsistencies, and making hidden rules explicit. The generated Normal Form FCL

(NFCL) are derived from the defined FCL.

Given a set of FCL rules, normalization process consists of three steps [98]:

1. Merging related rules together by linking an obligation with the obligations

that are triggered in response to violating this obligation so that to produce

the reparation chains. For instance, the rules Γ ` OA⊗OB and ¬A,¬B ` OC

can be merged in one rule: Γ ` OA⊗OB ⊗OC

2. Remove redundant rules. Given the rules Γ ` OA ⊗ B ⊗ C and Γ ` OA ⊗ B

redundancy issue is solved by simply removing the second rule since the first

one includes it.

3. Solve the conflicts between the generated rules if any.

To deal with contradictory conclusions of two rules in the last step, FCL is

equipped with the superiority binary relation (≺). The relation is used to give

priority for one rule over the other. For example, given the rules: r1 : A ⇒ B ⊗C,

r2 : D ⇒ ¬C and the relation r1 ≺ r2 we conclude that r1 has the priority over

r2. Consequently, if both rules are fired concurrently, the conclusion will be that of

rule 1. Notice that C and ¬C cannot be concluded at the same time.

To measure the compliance degree between the rules and execution paths, FCL

is equipped with ideal semantics (ideal, sub-ideal, non-ideal, and irrelevant). An

ideal situation is the situation where execution paths do not violate the FCL rules.

Hence, the process is said to be fully compliant with the FCL rules. A sub-ideal

situation describes the situation where at least one rule is violated. However,
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this can be repaired according to the reparation chains defined in the rule. Sub-

ideal situations are still compliant although they provide a sub-optimal situation.

Non-ideal situations are situations where violation(s) occur but they could not be

repaired. These situations are considered non-compliant and are caused either

by executing prohibited activities or missing some required activities. Finally, an

irrelevant situation denotes a situation where none of the FCL rules is applicable.

3.1.2 Linear Temporal Logic (LTL)

LTL is an extension of temporal logic that is widely used to represent temporal

constraints. In LTL, each state has one possible future. Hence, formulas are in-

terpreted over a linear sequence of states. In the field of business process man-

agement, the linear sequence of states represents one of the possible execution

paths. LTL formulas consist of three types of alphabet:

• atomic proposition symbols such as p, q, r

• boolean connectives: (¬,∧,∨,→)

• temporal connectives: (X,F,G,U,W,R)

The boolean connections are the same operators which are used in standard

propositional logic formulas: ¬ for negation, ∧ for and, ∨ for or, and → for the

implication. Temporal connectives, which distinguish the LTL logic among other

logics, hold the temporal constraints. The first three operators (X,F,G) are unary,

whereas the rest, (U,W,R), are binary. The operator X denotes next time which

is the next state in the sequence. The eventually operator F indicates that the

formula will be true once in the future, i.e. next states of the sequence before the

end. The global operator G indicates that the formula is always true. This implies

that the formula is true in all future states. U represents the until operator. It

states: if the first formula is hold until the second formula is true. We say that the

formula pUq holds on a path if p holds continuously until q holds. The weak-until

operator W can be considered as a special case of U . The only difference is that

in pUq, it is required that q does hold in some future state. However, this is not

the case in pWq. Release is the dual operator of until, that is pRq is equivalent

to ¬(¬pU¬q). Release and weak until are quite similar, the difference is that they
swap the roles of the two operands p, q. The formula pRq indicates that q must

remain true until and including the moment when p becomes true, if any [110].

To formulate an LTL rule, the following rules should be considered:

• If p ∈ AwhereA is a non-empty set of atomic propositions then p is a formula.
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• If p and q are formulas, then ¬p, p ∧ q, p ∨ q, p → q are formulas.

• If p and q are formulas, then X p,F p,G p, p U q, p W q, p R q are formulas.

Given that π is an execution path of the business process and according to

Backus Naur form [110], we can tell whether π satisfies an LTL formula according

to the following syntax:

π := p | True | False

| ¬p | p ∧ q | p ∨ q | p → q

| X p | Fp | G p | p U q | p W q | p R q

(3.2)

In the literature, LTL is used to represent the compliance requirements in differ-

ent compliance checking approaches. This include design-time and run-time com-

pliance checking techniques as well. In [30] the business rules are first captured

by means of a graphical representation language called Business Property Spec-

ification Language (BPSL). Next, they are translated into LTL formulas. The au-

thors argue that LTL is difficult to understand and use by compliance experts [89].

Thus, they start with LTL representation directly. The approach is considered as

a design-time verification approach where the process is designed first and then

verified against the set of regulations. The business process is modeled using BPEL

which is then transformed into pi calculus and then transformed again into finite

state machine representations to meet the model checker requirements.

The linear temporal logic is used in the literature as a base to introduce some

declarative languages such as: ConDec [111], DecSerFlow, CIGDec, and the LTL

language presented in the LTL checker work [80]

LTL checker, introduced in 2005, is a compliance auditing technique based on

LTL [80]. Compliance rules are expressed as (LTL) formulae. The idea is to verify if

a given LTL formula is hold in a set of process instances. The standard LTL logic is

extended to include two quantification operators: for all (∀) and exists (∃) to check
some business rules that cannot be represented using the standard LTL operators

alone. Given an LTL rule, the technique divides the log file into two new subsets:

one contains the process instances where the rule is followed and the other contains

the remaining cases where the rule is not followed. The approach can be used to

check the different aspects of compliance requirements, i.e. sequence of activities,

temporal constraints, human resources, and data objects. However, it focuses

more on sequencing and temporal requirements.

ConDec is a constraint based language which uses the LTL to formulate the con-
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straints [111]. To overcome the complexity problem of LTL formulas, the authors

introduce a mapping method to associate a graphical representation to each con-

straint [89]. Hence, non-experts can easily understand and create process models.

However, the semantic domain of the language is limited to a specific finite set of

activities. For instance, if we need to define a relation between two activities then

we are restricted by the given predefined relations [90].

DecSerFlow [112] and CIGDec [113] are also graphical languages grounded

in LTL. DecSerFlow is presented to support the design and monitoring of web-

services processes. CIGDec is presented to model business processes in clinical

organization. Both languages are suitable to be used in their fields. However, they

have limited capabilities to deal with all types of business processes.

3.2 A comparison between FCL and LTL

To conduct a comparison between LTL and FCL, we select a set of 13 rules among

the most common compliance requirements in the business world [68]. The rules

represent the four types of requirements: sequencing, temporal, human resources,

and data requirements. Then we present them in LTL and FCL. Table 3.1 shows

the 13 rules with their corresponding LTL and FCL rules.

The table shows that both languages have the ability to represent all types

of requirements. However, each language has its own points of strengths and

weaknesses.

LTL is superior in representing the sequencing and temporal requirements as

it is mainly developed for this purpose. It can be used to represent direct follow,

eventual follow, and until requirement easily. On the other hand, FCL is supe-

rior in representing the consistency between rules and the semantic of contrary-

to-duty obligations (CTD) as its mainly developed to represent the compliance

requirements emerging from business contracts. Hence, it is equipped with the

non-monotonicity feature that is important for designing and monitoring business

contracts. The feature allows giving priorities to one rule over another. So that,

non-monotonic rules can be represented as a reparation chain. Concerning com-

plexity, both languages are not easy to use and understand by non-experts. No-

tice that compliance auditors are usually not familiar with such types of modeling.

Therefore, some of the related work propose using a graphical model as a first

representation [30, 31].

For compliance auditing, LTL better matches our requirements. Although, it has
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some limitations such as representing CTD and consistency checking. However,

compared to the FCL limitations, these are less importance in compliance auditing.

Furthermore, capturing the sequencing requirements is of high importance for this

study which is efficiently supported by LTL.
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To conclude, FCL is more suitable for design-time compliance checking. On the

other hand, LTL is more suitable for compliance auditing. The comparison between

FCL and LTL logic shows that LTL is more capable of representing the requirements

for compliance auditing purposes. However, it still has some limitations which

makes it difficult to use in this research alone. The two most important limitations

of LTL is: 1) it cannot be used to represent cases in which the business rules can-

not be checked, 2) it cannot be used to represent rules which needs to be checked

at levels lower than the case level. Hence, we develop a new declarative process

modeling language entitled with BRCAL language. The new language extends the

important feature of LTL which is required in for this research. In addition, it over-

comes the limitations of LTL. In the next section, we describe the BRCAL language

and show how it can be used to build process models.

3.3 BRCA language

BRCAL stands for Business Rules for Compliance Auditing Language. It is devel-

oped to represent the compliance requirements which will be used to audit the

executed process instances. A BRCAL model is a set of business rules each of

which represents one of the compliance requirements.

BRCAL inherits some of the LTL operators such as next and eventually. It can

be used to represent the four types of compliance requirements. It overcomes the

limitations of existing languages in terms of compliance auditing. It can be used to

write business rules that can be checked at very detailed levels (occurrence level).

In addition, the modeler can select cases in which the rule cannot be checked.

Moreover, the language can be used to write conditional rules. A conditional rule,

in this context, is a rule which is checked according to some conditions.

Notice here that the language is developed mainly for compliance auditing.

However, it can be used to check the compliance at the run time.

The input format

The BRCA language is developed to define constraints on a log file of recorded

cases. A log file can be seen as a set of cases, also called process instances.

Each case has a set of attributes and a trace. The attributes hold some data

corresponding to the case. Some attributes are essential such as the timestamp

and the performer. The trace shows the sequence flow of events preformed to
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execute this case. The number of events in one trace is referred to as the trace

length. Each case has a unique identifier (normally called case ID) in the log file.

Figure 3.1 below (resource: [62]) shows information about the first three cases

in a log file. In addition to the case ID, information about the event ID, the times-

tamp, the activity name, the resource and the cost are recorded. Notice here that

an event is a performed activity (also called task), thus the two terms are used in-

terchangeably. As mentioned earlier, the case ID is a value that uniquely identifies

each case. The timestamp attribute shows the time at which the activity is per-

formed. The sequence flow (trace) is generated according to the timestamp. The

resource (also called originator) in the figure shows the person who performed the

corresponding activity. The activity, the timestamp, and the resource are among

the most important attributes that are recorded in the log files. The figure shows

two more attributes, event ID and cost. Notice that the number of events pre-

formed in each case, i.e. the trace length, is not fixed. For instance, case 1 has

five events whereas case 3 has nine events.

In the figure, case 2 is executed by performing five events: register request,

check ticket, examine casually, decide, and pay compensation. The register re-

quest event was performed on the 30th of March 2010 at 11:32. It was performed

by Mike and costed 50 unit.

Figure 3.1: An example for a log file

The attributes are of two types: event attributes and case attributes. Event at-
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tributes are data fields which hold information about one event such as the times-

tamp and performer. Case attributes are data fields which hold information about

the case itself regardless of the executed events. The attributes in the figure are

all event attributes.

The log file is checked case per case. The information recorded about one case

is independent from other cases.

Definitions

Variables are defined as objects regardless of their data type. In BRCAL, it is not

required to define variables explicitly, however, they are allocated on their first

use. Once a new attribute is defined, its value is assigned to 0 automatically.

Notice that an attribute can hold any type of data, integer, real number, text, date,

event, etc. Recall here that there are two types of attributes: case attributes and

event attributes. A case attribute holds information corresponding to one process

instance, i.e. a case. An event attribute holds information corresponding to one

event in the case trace.

Comments

Comments are useful to add explanation to the model. Commented lines are not

considered by the parser. Using comments helps creating an easy readable model,

especially by non-modelers. A one line comment starts with a percentage symbol

(%). Any text written to the right of the (%) symbol is discarded by the parser as

shown in the following example.

Example:

% This is a one line comment, this text is skipped by the parser

Multiple line comments are written between the /* and */ symbols. The /*

symbol defines the start of a multiple line comment. The */ symbol defines the

end of a multiple line comment. These comments are handy when the modeler

wants to write a comment that extends over many lines.

Example:

/* This model holds the procurement process model, it contains 5 business rules

Date: 25/4/2016

Author: Nour Damer

End of multiple line comment */



3.3. BRCA LANGUAGE 61

Operators

Relational operators: Rules are checked according to some relational operators.

The operators used depend on the data type to be compared. The comparison

process includes three elements, these are (in order from left to right): the left

hand side operand, the operator, and the right hand side operand. For example in

the (x < 10) comparison process, the left hand side is the value assigned to the

variable called x, the right hand side is 10, and the operator is less than.

The evaluation starts at the left hand side, then the right hand side, and finally

the values of the two sides are compared. The result of the comparison is either a

True or a False. In this example, if the value of x is less than 10 then the result is

True, otherwise, the result is False. According to this comparison, if the value of x

equals 10 the result is False. Table 3.2 summarizes the logical operators used in

the language with some examples assuming that: Person = ”Maria”, X = 10, Y=5

Table 3.2: Relational operators in BRCA language

Operator Name When True? Example

== Is equal
When the value in the right hand side

equals the value in the left hand side

Ex1:

Person == John

Result = False

Ex2:

X==10

Result = True

!= Not equal
When the values in the two sides are

not equal

Ex1:

Person != “John”

Result = True

Ex2:

Y != X/2

Result = False

< Less than
When the value at the left hand side is

less than the value in the right hand side

Ex:

Y < 5

Result = False

<= Less than or equal

When the value at the left hand side is

less than the value in the right hand side

or equal to it

Ex:

Y <= 5

Result = True

> Greater than

When the value at the left hand side is

greater than the value in the right hand

side

Ex:

X > 5

Result = True

>= Greater than or equal

When the value at the left hand side is

greater than the value in the right hand

side or equal to it

Ex:

X >= 5

Result = True

Temporal comparison operators: Two operators are defined to compare values

of type date. These are: Before and After. Both operators reflect their meaning.

Suppose that T1 = 1/1/2015, and T2=1/1/2016 then:

T1 Before T2 = True

T1 After T2 = False
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Logical operators: BRCAL extends three logical operators from the predicate

logic. These are: AND, OR, and NOT. The first two are binary operators. How-

ever, NOT is a unary operator. The results of logical statement are defined as

follows:

• AND: the result of A and B is true if and only if both of them are evaluated

to True.

• OR: the result of A or B is true if at least one of them is evaluated to True.

• NOT: is simply the negation of A. The result is True if and only if A is false.

Table 3.3 shows the results of the three operators.

Table 3.3: Logical operators in BRCA language

A B A AND B A OR B NOT B

True True True True False

True False False True True

False True False True False

False False False False True

Functions

The BRCAL has a set of functions used to formulate the business rules. Hereafter,

we define these functions showing the parameters (input), result (output) and an

example for each. For the examples, assume that:

t:
〈
A, B, D, C, E, D

〉
x= ”D”, z = ”A”, w = ”M”

• count(x in y)

Parameters:

x: an event of a activity type x.

y: the trace of the case under investigation.

Return: An integer holding the number of occurrences of event x in trace

y.

Example:

count(x in t) = 2.
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• exist(x in y)

Parameters:

x: an event of a activity type x.

y: the trace of the case under investigation.

Return: Boolean. True if trace y contains an event of type x. False

otherwise.

Example:

x: exist (x in t) = True.

exist(w in t) = False.

• first(y)

Parameters:

y: the trace of the case under investigation.

Return: The first event in trace y.

Example:

first(t) = A.

• last(y)

Parameters:

y: the trace of the case under investigation.

Return: The last event in trace y.

Example:

last(t) = D.

• previous(x)

Parameters:

x: an event of activity type x.

Return: The event proceeding x in the trace. The result is null if x is the

first

event.

• next(x)

Parameters:
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x: an event of activity type x.

Return: The event which follows event x directly. The result is null if x is

the

last event in the trace.

Example:

next(B) = D.

• follow(x,y)

Parameters:

x: an event of a activity type x.

y: an event of a activity type y.

Return: The first event of activity type y that follows event x eventually.

The

result is null if x is not followed by an event of type y.

Example:

follow(z, x) = first D in the trace

follow(x, z) = null

• length(y)

Parameters:

y: the trace of the case under investigation.

Return: An integer holding the number of performed events in trace y.

Example:

length(t) = 6.

• position(x)

Parameters:

x: an event of a activity type x

Return: the 1-based index of event x in the trace.

Controls

Two types of controls are defined in BRCAL: the conditional control (if state-

ment) and the looping control (for loop).
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Conditional control

The if statement is defined and used as a conditional control. As usual, if

statement is defined here to control the execution of some statements. According

to some conditions, some statements are either executed or not. The general

structure of the If conditional statement is:

if (condition)

Statement

The statement is executed only if the condition is evaluated to 1. For instance,

if person = “John”, y=0, given the following if statement:

If (person == “John”)

y = y+1

The condition is first evaluated. In this case, the result is True (5 is greater

than 0). Accordingly, the statement (y=y+1) is executed. Hence, the value of y

becomes 1.

Looping control

As a looping control, a for control is defined. In this research, looping is mainly

defined and used to go through all events in a given trace. The beauty of for

looping is that it start from an initial state until an end state. Hence, it better

matched the requirement of this research. For instance, suppose I need to write

a business rule in which I need to check that the events of type “A” are always

executed by person “J”. In this case, we can use a for loop to check each event in

the trace starting from the first event until the last one and check the value of its

HR.

The structure of for looping in the language is defined as the following:

for (param = event in case)

Statement

Writing rules using BRCA language:

The BRCA model is a set of business rules each of which representing one of

the compliance requirements. Hence, each rule can be seen as a constraint which

should be satisfied. Rules are checked per occurrence, i.e. one occurrence against

one business rule per time. To explain the idea of occurrence in this research, we

consider the following example: suppose the trace
〈
A, B, C, B, D

〉
is to be checked

against a business rule indicating that activity B should be followed directly by

activity C. However, the trace contains two events of type B. Hence, the rule is

checked two times; one for each B. In this case we say that the rule can be checked
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twice (two occurrences) each of which has its own result. In our example the rule

is applied in the first occurrence however, it is violated in the second. Notice that

the number of occurrence could be zero. For instance, suppose that B does not

appear in the trace of our example. The occurrence concept is discussed in more

details in Chapter 4.

Given a case and a business rule to be checked. Each occurrence in the case

is checked against the business rule. Hence, each occurrence has its own fitness

degree. The result at the occurrence level is either zero or one. The variable

(result) is declared automatically to hold this result. It is initiated with the value

zero.

Rules are written according to the following syntax:

The languages has a set of predefined business rules which can be used imme-

diately by the end user. These rules are among the most common rules which are

frequently checked.

Hereafter, we use the BRCA to represent the most common business rules.

First, the rules which can be checked only once are discussed, then the others.

1. A should be the first activity: this rule is defined to checked whether the

first event is of type A.

It is written using an if conditional statement and two functions: first and

position. The result is one if the position of the first occurrence of A is 1 and

0 otherwise. Notice that the result value is increased by one just in case

the rule is applied. Also, notice that this rule can be checked exactly once.

Hence, no need to use a for statement to represent it. The rule is used in

case the process should be started in a specific way.

if position(first(A in Case)) = 1

result + 1

2. A should be the last activity: this is very similar to the previous rule,

however, it is defined to checked whether the last event is of type A. Thus,

the position value is compared with the result of calling the length function.

Notice here that the length function returns the number of events in the case

trace which is equal to the position of the last event. The rule is used in case

the process should be terminated in a specific way.

if position(last(A in Case)) = length(Case)

result+1
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3. The process is executed within D days: this is a temporal rule. It does not

depend on the occurrences. However, the difference between the timestamps

of the last and first events is calculated. If it is less than the value D then

the rule is applied in that case. This rule is used to analyze the throughput

time of the process.

If last(A in Case)[time] - first(A in Case)[time] <= D days

result+1

4. A should be executed eventually: simply, if an event of activity A appears in

the case trace then the result is 1. Otherwise it is zero. This rule is used to

check whether a specific activity is performed or not.

if exist(A in Case)

result+1

5. If A exists, then B exists: the rule is checked in cases where executing activity

B depends on executing activity A regardless of their order in the case trace.

if exist(A in Case) and exist(B in Case)

result+1

6. If A exists then B exists where A(X) = B(Y): this can be seen as an extension

of the previous rule. Suppose I have two activities that can be performed

multiple times in the same case. However, each time A is executed a corre-

sponding B should be executed as well. This rule can be used to represent

such a case. key in the rule is an event attribute. It is used recognize the

corresponding event B. The result is one just in case there is a B event in

the trace with a key value equals to the key value of A. Notice that once

the corresponding event is found, the checking procedure is terminated by a

break statement.

for(x = A in Case)

for(y = B in Case)

if x[key] == y[key] % attribute key of x

result+1

exit % break

7. A should be followed directly by B: this rule is equivalent to (A next B) in LTL.

It is a sequential rule representing that if an event of type A is performed
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then it should be followed immediately by an event of type B. Hence, the rule

is checked as much as there are A’s in the case trace. The for loop is used in

the rule to go through all events in the sequence. Notice that each time the

rule is checked, i.e. each occurrence, the result of this check (whether 0 or

1) is recorded.

for(x = A in Case)

if next(x) == B

result+1

8. A should be followed eventually by B: this rule is equivalent to (A eventually

B) in LTL. The rule indicates that once an event of type A is performed, it

should be followed by an event of type B, however, unlike the pervious rule,

B should follow A anytime before the process instance is terminated. This

rule is checked for each A. Notice that regardless of the number of A’s in the

trace, one B at the end is enough to consider all of them compliant.

for(x = A in Case)

if follow(x, B)

result+1

9. A should be followed eventually by B or C: this rule use a complex conditional

statement. Using the Or operator between the two conditions indicates that

at least one of them should be evaluated to True to consider the occurrence

under investigation as completely compliant. The rule is checked as much as

there are A’s in the case trace.

for(x = A in Case)

if follow(x, B) or follow(x, C)

result+1

10. A should be followed directly by B then directly by C: this rule indicates that

if an event of type A is executed then this A should be followed directly by B

and this B should be followed directly by C. In other words, if A is performed,

then the chain (A, B, C) should appear starting from this A.

for(x = A in Case)

if next(x) == B and next(next(x)) = C

result+1
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11. A should be followed eventually by B then eventually by C: this rule indicates

that if an event of type A is executed then this A should be followed eventually

by B and this B should be followed eventually by C. In other words, if A is

performed, then the chain (A,…, B,…, C) should appear.

for(x = A in Case)

if follow(x) == B and follow(next(x)) = C

result+1

12. B before A directly: unlike the above mentioned rules which checked the

following events in the sequence, this rule checks the proceeding events. It

indicates that an event of type B should be proceeded by and event of type

A in the trace. Notice that this is not equivalent to (A should be followed

directly by B). Although both rules are used to detect the sequence (A, B).

However, this rule is checked according to the existence of B. However, that

rule is checked according to the existence of A.

for(x = B in Case)

if previous(B) == A

result+1

13. SOD(A, B): this is the famous segregation of duties rule (also called the 4

eyes principle). It is used to check whether two activities are executed by

the same person or not. The result is True if there is no intersection between

the performers of A and the performers of B.

for(x = A in Case)

for(y = B in Case)

if x[person] == y[person] % attribute person of x

result+1

14. A should be executed by person P: this is a simple rule used to control that

an activity A is executed by a specific person P. It is checked for each A in

the case trace.

for(x = A in Case)

if x[person] <> P

result+1
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15. A is executed between time t1 and t2: this a temporal rule which is used to

check whether an events of type A are executed in a given time slot.

for(x = A in Case)

x[time] >= X and x[time] <= Y

result+1

16. If (Case attribute T [<, <= , 1 = , == , >, >= ] value) then A should be

followed eventually by B:

Notice that this rule can be divided into two parts, the if clause and the main

clause. The if clause contains the condition that should be applied to check

the rule in the main clause. For instance, in this rule, the part after then, i.e.

A should be followed eventually by B, is checked just in case the condition

in the if clause is evaluated to True. Notice that the condition here depends

on the value of a case attribute. As mentioned earlier, case attributes are

different from event attributes. A case attribute is a property for the whole

case. However, an event attribute is a property for one specific event such as

the person who performed the event and when it is performed. For instance,

suppose the process manager aims at checking a rule for a specific type of

customers then he/she can define such a rule.

if Case[T] <= value

for(x = A in Activity)

if follow(x, B)

result+1

3.4 Conclusion

In this chapter, we study the declarative process modeling languages used in the

literature to represent compliance requirements and conduct a comparison be-

tween them with respect to some predefined requirements. Results show that

existing languages have two main problems. They do not allow for: 1) represent-

ing cases in which a business rule cannot be checked, 2)representing rules that

can be checked at the occurrence level. Hence, we introduce a new process mod-

eling language called the BRCA language which is developed mainly to represent

the compliance requirements for compliance auditing purposes. The introduced

language can be used to define a business rule which can be checked at different
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levels. It also provides the ability to represent when the rule should be considered

neither applied nor violated but (not checked)!





Chapter 4

Flexible Compliance Auditing

Framework

The study of existing compliance auditing approaches reveals the need for a new

approach which supports different definitions of a compliant process in the business

context. Given a log file and a process model, all existing techniques provide one

output measure. However, process analysts have different interpretation for the

same value. What is seen as compliant from one perspective, is considered non-

compliant from another perspective. For this purpose we develop a compliance

auditing framework entitled with Flexible Compliance Auditing Framework.

The framework is developed to provide a flexible approach to measure the

fitness degree at different levels of abstraction. It is based on using some different

aggregation operators to measure the compliance degree. Hence, it provides the

foundation to construct compliance measures which have the proper semantics.

This is an important feature for process auditors. It provides them with fitness

metrics that match the context in which they are applied.

In mathematics, aggregation is the process of replacing a set of values by a

single representative one using an aggregation operator such as the average [114,

115]. For instance, the average of the students’ scores in one course is a represen-

tative value for the students performance. In this research we apply aggregation

to combine a set of fitness degrees at low levels to end up with one value repre-

senting the fitness degree at higher levels.

Hereafter, we first introduce the general framework. Then, we discuss the

fitness metrics used to measure the fitness degree at different levels of abstraction.

73
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Later, we explain the concept of aggregation functions and how they are applied

in this research.

4.1 The flexible compliance auditing framework

The framework is developed for compliance auditing purposes. Unlike existing

compliance auditing approaches, which provides one fitness degree regardless of

the context, this framework can be used to check the compliance for a specific

business context. It provides a fitness measurement technique which can be cus-

tomized according to the process manager clue.

The framework, presented in Figure 4.1, starts by reading a log file and a nor-

mative model. The log file, which is extracted from operational databases, contains

information about the executed processes. The normative model represents how

the process should be executed. In this framework, the normative model is ex-

pressed by means of the BRCA language which is introduced in chapter 3. A BRCA

model is a set of business rules. Each of which represents one of the compliance

requirements.

Figure 4.1: Flexible Compliance Auditing Framework

After reading the log file and the BRCA model, the process auditor needs to
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select a suitable aggregation operator. An operator is considered suitable if has

a proper semantic. It is selected according to the process under investigation.

Hence, there is no absolute best operator. Each operator is the most suitable for

a specific business context (environment).

The output of the framework, which we call the fitness matrix, is a two dimen-

sional table. It shows the fitness degrees measured at four levels: process, case,

rule and cell. The process fitness degree is the fitness degree of the entire log file,

i.e. all executed processes with respect to the normative model. The case fitness

degree is the fitness degree of one specific process instance against the normative

model. The rule fitness degree is the fitness degree of all recorded cases against

one business rule (compliance requirement). Recall here that the normative model

is a set of business rules each of which represent one of the compliance require-

ments. The cell fitness degree represents the fitness degree of one case against

one business rule.

Table 4.1 shows the fitness matrix for c cases and r rules. Cases information

are aligned horizontally whereas rules information are aligned vertically. The in-

tersection between a rowi(case) and a columnj(rule) holds the fitness degree of

casei against rulej. For instance, f(C2, R1) is the fitness degree of case 2 against

rule 1. This could be any value in the interval [0-1].

Table 4.1: Fitness matrix given a log file of C cases and a BRCA model of R rules

Rule 1 Rule 2 ... ... Rule(r) Fitness (Cases)

Case1 f(C1, R1) f(C1, R2) ... ... f(C1,Rr) F(C1)

Case2 f(C2, R1) f(C2, R2) ... ... f(C2,Rr) F(C2)

. ... ... ... ... ... ...

. ... ... ... ... ... ...

. ... ... ... ... ... ...

Casec f(Cc, R1) f(Cc, R2) ... ... f(Cc,Rr) F(Cc)

Fitness(rules) F(R1) F(R2) ... ... F(Rr) F

The last column, called Fitness (Cases), holds the fitness degrees of each case

individually. Each cell in that column is the aggregation of all values in the same

raw. For instance, F(C1)represents the fitness degree of Case1. The last row,

called Fitness (Rules), holds the fitness degrees against each of the business rules

individually. Each cell in that row holds the fitness degree of the entire log file

against its corresponding rule. For instance F(R2)represents the fitness degree

against Rule2. The cell at the bottom right, called (F), holds the fitness degree

of the entire log. This value is generated by one of three ways: aggregating the
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values in the last column (cases), aggregating the values in the last row (rules),

or aggregating all the fitness degrees at the cells level.

In addition to these four metrics, the framework generates a fifth metric which

we call the occurrence level fitness metric. However, it is not shown in the out-

put matrix. The occurrence level is the level at which the compliance is actually

checked. It is the atomic unit used to produce the other four metrics. Once the

fitness degrees at the occurrence level are measured, the results can be used to

generate the fitness degrees one level upper, the cells level. Later, the cells fitness

degrees are used to generate the fitness degrees at the remaining three levels:

cases, rules and process.

The beauty of this framework is that it provides the foundation to construct

compliance measures which have the proper semantics. Hence, process auditors

can use it to measure the fitness degree with their business environments. In

addition, it provides fitness metrics at different levels of abstraction. Moreover, it

allows checking all types of compliance requirements: sequencing, temporal, HR,

and data because it is based on a BRCA model which enables representing all types

of compliance requirements.

In the next section we discuss the fitness measurement approach used to mea-

sure the fitness degrees at each of the five levels individually.

4.2 Fitness measurement technique

In this section we explain the fitness measurement approach used in our framework

to measure the fitness degree at the different levels of abstraction. To have a

standard measure, we define the fitness degree to be bounded between [0,1]

where 0 indicates the lower bound (completely violated) and 1 indicates the upper

bound (completely fit).

As mentioned earlier, the developed framework provides five different metrics:

occurrence, cell, case, rule and process. The occurrence fitness degree is the

atomic unit. Hence, the approach starts by measuring the fitness degrees at the

occurrence level. Next, the results are used to measure the fitness degrees at the

cells level. Later, the fitness degrees at the remaining upper levels, i.e. case, rule,

and process can be measured using the cell level fitness degrees.

The occurrence level is the most detailed one. It is the level at which the log file

and the normative model are actually compared. But what is an occurrence? Sup-

pose we need to measure the fitness degree of trace < A,B,C,D,B,E,B,C,G >
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against rule ”Activity ’B’ should be followed directly by Activity ’C’”. That being the

case, we look for B first and then check its direct follow event in the trace. If it is

C then the rule is applied, otherwise, it is not. In our trace there are three events

of type B. Thus, the rule is checked three times. Each time a rule is checked in a

specific case is referred to as an occurrence of this rule in that case.

Sometimes, the number of occurrences k depends on the rule to be checked

regardless of the case under investigation. For instance, the rule ”Activity ’A’ should

be always the first activity” is checked exactly once in any case because there is

always one first activity whose value is compared with ’A’. The rule in our example

can be checked as many as there are ’B’ activities in the trace (three times in here).

If k denotes the number of occurrence and L denotes the trace length of the

case under investigation then: k ∈ Z≥0, k 6 L.

Each occurrence has its own fitness degree which we refer to as the occurrence

fitness degree. Given an occurrence and a rule to be checked, there are one of

two possibilities: the rule is either violated or applied at this occurrence. If the

rule is violated, then the fitness degree of the occurrence is 0. In contrast, if the

rule is applied, then the fitness degree of this occurrence is 1.

Definition: Let c be the case under investigation, r be the rule to be checked,

Ok is occurrence number k of rule r in case c, Fitnessk(c, r) is the fitness degree

of Ok, then:

Fk(c, r) =

0 , if the rule is violated at occurrence k

1 , if the rule is applied at occurrence k
(4.1)

According to this definition, the fitness degrees of the three occurrences in the

above mentioned example are (in order): 1, 0, 1.

However, what if there is no occurrence? Assume the trace < A,C,D > is to be

checked against the same rule: ”Activity ’B’ should be followed directly by Activity

’C’”. In such a case, the rule is not checked because, simply, there is no ’B’.

We believe that in such cases (i.e a rule cannot be checked in a specific case) the

result should be neither compliant (1) nor non-compliant (0). Intuitively, including

these cases in the measurement will bias the result to the compliant border (if they

are considered compliant) or to the non-compliant border (if they are considered

non-compliant). One may argue that in such cases the rule is not violated, thus

these cases should be considered as compliant. On the other hand, on may argue

that they should be treated as non-complaint because the rule is not applied.

Nonetheless, both arguments are not valid! We prove our debate here by means
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of a synthesized data set. Given the log file and a business rule, we computed

the rule fitness degree three times. Once after discarding the non-checked cases,

once with considering them as compliant, and once with considering them as non-

compliant. Details are discussed in section 5.2. Accordingly, we exclude these

cases when computing the fitness degree. However, to distinguish them from

other cases we return a dash (-) in the fitness matrix.

Once the fitness degrees of all occurrences of one rule in a specific case are

measured, the results are aggregated to end up with the cell fitness degree of this

case against that rule. This is called the cell fitness degree in this work. Notice

that although the occurrence fitness degree is the atomic unit to measure the other

metrics, however, it does not represent a valuable information individually. Hence,

we keep it hidden in the fitness matrix.

The cell fitness degree (one case against one rule) denoted by F (C,R) is the

aggregation of the fitness degrees of all occurrences of that rule against this specific

case.

Suppose g is an aggregation function, F (c, r) is the fitness degree of case C

against rule R, Fi(C,R) is the fitness degree of occurrence i of rule R in case C,

k is the number of occurrences of rule R in case C, then

F (C,R) = g(F1(C,R), F2(C,R), .., Fk(C,R)) (4.2)

Notice here that the aggregation function is not applied in two scenarios: 0 and

1 occurrence. If there is no occurrence then the result is simply a dash because

there is no values to aggregate. If there is only one occurrence then there is no

need to run the aggregation function because the result is simply the occurrence

fitness degree.

The cell fitness degree can be seen as an intermediate value between the occur-

rence fitness degree and the other three levels. It is used to compute the fitness

degrees at the upper levels, i.e. case, rule, and process. Figure 4.2 shows the

relation between the fitness degrees shown in the fitness matrix. The case fitness

degree is the aggregation of this case against all rules.

Suppose g is an aggregation function, F (C) is the fitness degree of case C,

F (C,Ri) is the fitness degree of case C against rule i then

F (C) = g(F (c, r1), F (c, r2), .., F (c, rr)) (4.3)

Similarly, the rule fitness degree is the aggregation of fitness degrees of all
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Figure 4.2: Applying aggregation to measure fitness degrees
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cases against this specific rule. If g is an aggregation function, F (R) is the fitness

degree of all cases against rule R, F (Cc, R) is the fitness degree of case c against

rule R then

F (R) = g(F (C1, R), F (C2, R), .., F (Cc, R)) (4.4)

The process fitness degrees can be obtained by three ways: either aggregating

the fitness degrees of all rules, or aggregating the fitness degrees of all cases, all

aggregating the fitness degree of all cells.

Suppose g is an aggregation function, F (C,R) is the fitness degree of case C

against rule R, F (C) is the fitness degree of case C, F (R) is the fitness degree

against rule R then, the process fitness degree can be measured by aggregating

the fitness degrees at the cells level:

F =g(F (C1, R1), F (C1, R2), .., F (C1, Rr)),

F (C2, R1), F (C2, R2), .., F (C2, Rr)), ...

F (Cc, R1), F (Cc, R2), .., F (Cc, Rr)))

(4.5)

or aggregating the fitness degrees at the cases level

F = g(F (C1), F (C2), .., F (Cc)) (4.6)

or aggregating the fitness degrees at the rules level

F = g(F (R1), F (R2), .., F (Rr)) (4.7)

4.3 Aggregation functions

In mathematics, aggregation is the process of replacing a set of values by a sin-

gle representative one using an aggregation function. Aggregation functions (also

called aggregation operators, both terms are used interchangeably in the liter-

ature) are used for this purpose. An aggregation function such as the average

combines a set of input values into one representing the input values [116].

There exist a variety of aggregation functions such as: arithmetic mean, mini-

mum, maximum, weighted arithmetic mean, etc. Each function has some charac-

teristics which make it suitable for some cases [114–116]. For instance, in mutil-

criteria decision making problems, the weighted arithmetic mean can be used to
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evaluate each alternative. It allows the decision maker assigning different weights

to the set of criteria according to their importance. In this research we apply ag-

gregation to combine a set of fitness degrees at low levels to end up with one value

representing the fitness degree at higher levels.

Aggregation functions have two fundamental characteristics: the preservation

of bounds and monotonicity [114].. The preservation of bounds indicates that the

aggregation of n 0s should yield to 0 as well. Similarly, the aggregation of n 1s

yields to 1. Suppose g(x1, x2, ..., xn) is an aggregation function then

g(0, 0, ..., 0) = 0, g(1, 1, ..., 1) = 1 (4.8)

In this research, the preservation of bounds characteristic ensure that if all

fitness degrees at lower levels are 100% compliant/non-compliant, then the fitness

degree at the upper level(s) will be the same. Suppose we aim at measuring the

fitness degree against a rule which is not applied in any of the recorded cases.

In such a case, the rule fitness degree is simply 0 because it is never applied.

Similarly, if all rules are applied, then the case fitness degree is 1.

The monotonicity property indicates that the function is either of never increas-

ing or of never decreasing as the values of the input increase. Suppose x and y

are inputs, (xi ≤ yi) for all i ∈ {1, ..., n} then

g(x1, x2, ..., xn) ≤ g(y1, y2, ..., yn) (4.9)

Assume we have three rules that are checked in two cases. Case 1 scores

(0,1,1), Case 2 scores (0.5, 1, 1). That being the case, the fitness degree of the

second case is less than the fitness degree of the first one.

In the literature, there exist a variety of aggregation functions. However, the

question is: which function(s) should be used in this research? To answer this

question we need first to determine the properties which describe the suitable

operators to aggregate the fitness degrees for compliance auditing purposes.

Hereafter, g refers to the aggregation function. x, y, z indicates three inputs.

f(x), f(y) denotes the output the aggregating x, y, z using function g respectively.

• Compensation (internal): the aggregation function g has the compensation

property if its output is a value in the range between the minimum and max-

imum values of the input.

min(x) ≤ f(x) ≤ max(x) (4.10)
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• Strict monotonicity: an aggregation function is considered strictly monotone

increasing if:

x ≤ y but x 6= y then g(x) < g(y) for every x, y ∈ [0, 1]n (4.11)

Notice that this part: x ≤ y but x 6= y cannot be replaced by x < y because

it has a different meaning. x < y indicates that for all components of x and

y, xi < yi. However, x ≤ y but x 6= y indicates that at least one component

of y is greater than that of x. The later is the requirement in this research.

• Idempotency: an aggregation function is considered idempotent if for every

input x:

x = (t, t, ..., t), t ∈ [0, 1] the output is g(x) = t (4.12)

• Symmetry: the function f is symmetric if its output does not depend on the

permutation of input values. Hence,

g(x1, x2, ..., xn) = g(xP (1), xP (2), ..., xP (n)) (4.13)

• Bisymmetry: is an important property when selecting the aggregation func-

tion(s) at the process level. Recall here that the process fitness degree can

be obtained by aggregating the values at one of three levels; cells, cases or

rules. This is called an extended aggregation function in the literature be-

cause it is a combination of more than one function, i.e. the process fitness

degree can be measured by aggregating the rules fitness degrees which is in

turn the aggregation of some other degrees. Having a bisymmetric function

ensures that the results are always the same regardless of the level at which

the values are aggregated.

If gij represents the fitness degree of case i against rule j, then the aggre-

gation function is bisymmetric if for all i, j = 1, 2, ... and for all x ∈ [0, 1]ij

gij(x) = gi(gj(x11, ..., x1j , ..., gj(xi1, ..., xij))

= gj(gi(x11, ..., xi1, ..., gi(x1j , ..., xij))
(4.14)

• Neutral element: the neutral element is an element which does not affect
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the result such as zero in addition and 1 in multiplication. Having a neutral

element is important in this research to deal with dashes, i.e. cases in which

the rule cannot be checked. An aggregation function g has a neutral element

e ∈ [0, 1] if for every t ∈ [0, 1] in any position it holds

g(e, ..., e, t, e, ..., e) = t (4.15)

The above mentioned points are general properties to measure the fitness de-

grees at the different level. It is not necessary to have an aggregation function

which applies all these behaviors. However, we will select the properties which are

suitable to measure each metric individually. For instance, bisymmetry is suitable

for one metric only, the process fitness degree, because it is the only one which is

extended. On the other hand, having a neutral element is suitable to measure all

metrics because in each metric there is a probability of have a dash (unchecked

rule).

Existing aggregation functions can be categorized, according to their semantics,

into four main categories: averaging, conjunctive, disjunctive, and mixed. An

aggregation function g is said to be an averaging function if min(x) ≤ f(x) ≤
max(x). It is used when there a compensation behavior is required. Conjunctive

functions are bounded by the minimum value at the upper bound, f(x) ≤ min(x).

In contrast, disjunctive functions are bounded by the maximum value at the lower

bound, f(x) ≥ max(x). Conjunctive and disjunctive are both required when a

reinforcement behavior is required. Mixed functions are simply the functions which

cannot be categorized under any of the other three classes. These are a mixed of

more than one category.

Conjunctive and disjunctive functions do not fit in our research because they

are not bounded by the minimum and maximum values. Both types not allow

for compensation behavior which we consider important in this research. Hence,

they are discarded in the procedure of selecting the aggregation functions. Mixed

functions are discarded as well for the same reason. Hence, our discussion will be

limited to averaging functions.

Hereafter we first discuss the properties which should be considered to measure

the fitness degree at each level separately. Then, accordingly, we select a set of

suitable aggregation functions. Notice that the occurrence fitness metric is out

of the discussion here because it is not generated using an aggregation function.

However, it is the input for the cell fitness metric.
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4.3.1 Cell fitness metric

The cell fitness degree (F (c, r)) represents the fitness degree of one case against

one rule. It is generated by aggregating the fitness degrees of all occurrences of

that rule in this specific case.

As an aggregation operator we select the ordered weighted average (OWA)

function because it can represent a set of aggregation operators which are suitable

for this approach. OWA was first introduced in 1988 by Ronald R. Yager to be

used in the fuzzy sets field. It can be seen as the abstract for a set of well-

known aggregation operators including themaximum, minimum, arithmetic mean,

weighted arithmetic mean, the k-order statistics, etc. [114]. The OWA general

formula is given as the following:

OWA(x1, x2, ..., xn) =

n∑
i=1

wixσ(i) (4.16)

where wi is between [0,1] and the summation of weights is equal to 1. σ is

a function which orders the values to be aggregated before applying the formula.

In the equation xσ(i) denotes the value at the position i after the input values are

ordered.

In order to represent one of the operators, we need first to customize the σ func-

tion and then to assign the weights accordingly. The σ function is defined according

to the function we want to present. For instance, we can use the non-increasing

function or the non-decreasing function to represent the operators: maximum,

minimum, arithmetic mean, median and the k-order statistics. Applying any of

these two functions (i.e non-increasing or non-decreasing functions) will produce

a set of ordered elements. In the next step we can assign the weights with respect

to the ordering function. For instance, if the non-decreasing function is used to

represent the maximum operator, the result will be a list of ordered values in which

the maximum value is at the last position. That being the case, the value in the

last position is assigned the weight of 1 whereas all other values are assigned the

weight of zero. Figure 4.3 shows the weights corresponding to each operator if the

non-decreasing function is used.

As mentioned earlier, the OWA function is an abstract for a set of well-known

aggregation functions. Among these function we select the: minimum, arithmetic

mean, weighted arithmetic mean, and median since they are appropriate in our

context.

The OWA operator has the following property: monotonic, idempotent, and has
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Figure 4.3: OWA weights for special cases
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a compensation behavior. The later ensure that its result is bounded by the min

and max value of the input. However, it does not have a neutral number.

Minimum function:

the Min function is an extreme! By using it the process manager indicates that a

single violation is enough to identify the cell as a completely non-compliant case

against the given rule. Hence, it represents a very strict interpretation. This

function should be used when it is important to be stuck to the business rule. For

instance, when the process is very critical and any deviation may cause dangerous

consequences. Or that the manager tends to use an old managerial approach in

which managers do not believe in the flexibility of execution. Normally, this type

of managers would prefer to be stuck to the given prescribed process (this is not

common these days)!

Notice here that the Maximum function represents the other extreme. However,

it is inappropriate in our context. The maximum function indicates that a single

compliant occurrence is enough to consider the cell as fully compliant regardless of

the number of violating occurrences. However, this does not match the compliance

auditing definition. Assume a case in which a given rule is checked 100 times and

that it was applied only once out of the 100 times. In this case, the cell fitness

degree will be considered as completely compliant if the maximum function is used!

Median function:

The median value is the value separating the higher half of the data from the lower

half. Using either the ascending or descending order as a σ function, the value at

the center is returned. If the number of input values is odd then there will be one

value at the center. Otherwise, there will be two values at the center. That being

the case, the arithmetic mean of the two values is the result.

The Median is suitable to use when the process manager has a moderate ap-

proach to interpret the compliance checking result. Using the median operator,

the cell is completely compliant if the majority of occurrences are compliant and

non-compliant otherwise. Suppose a case in which there are seven occurrences

and that the fitness degrees of the seven occurrences are (in order): 0, 1, 1, 0, 0,

1, 0. Using the median operator, the values are first ordered either ascendingly or

descendingly. The result, using an ascending order, is: 0, 0, 0, 0, 1, 1, 1. Then,

the value in the center is selected as the output of the function. However, in case
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there is an even number of input values, then the result is the average of the two

values in the center after the input values are ordered.

Arithmetic mean function:

The arithmetic mean (AM) is a member of the simple means family which contains

the geometric and harmonic means as well. It is an additive operator which is

used to average a set of abstract values. Thus, it is suitable for the purpose of this

research. Usually, we refer to the arithmetic mean as the average in our daily life.

The arithmetic mean formula for a set of n values is:

AM =
1

n

n∑
i=1

x(i) (4.17)

AM is yet another moderate approach. It can be used when input values are

considered to have equal contribution to the output value. However, this is not

usually the case when checking the process compliance. For instance, if the input

is 0, 1, 1, 0, 0, 1, 0 then the fitness degree using the AM is 0.43.

OWA function:

Using AM, occurrences are considered to have equal contribution to the fitness de-

gree. However, in some cases, process managers need to assign different weights.

For instance, suppose the process manager has the following semantics: if the

rule is violated three times out of 5 then the cell is completely non-compliant.

Otherwise, less violations can be compensated to some extent by the compliant

occurrences. To achieve this semantics, we use the OWA function in which the

process manager provides a specific weight vector to each occurrence.

To measure the fitness degree using OWA operator, the input values are first

ordered ascendingly. Then the firstm occurrences are assigned weights equal 1/m

where m is the number of violating occurrences (3 in our example). Accordingly,

if the number of violating occurrence is >= 3 then the cell is completely non-

compliant. Otherwise, if all occurrences are compliant then the cell is completely

compliant. Otherwise, the cell fitness degree is compensated to some extent by

the compliant occurrences. For instance, if m = 2 then the cell fitness degree will

be 0.33

The value of m is provided by the process manager. However, the value of k is

not fixed. The process manager does not know the value of k to provide a suitable

value for m. For instance, m = 5 is relatively high when k = 4. However, it is
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relatively very small when k = 200. Moreover, what if the entered value for m is

less than the value of k. To overcome this issue, we define a new parameter called

the Relv. It represents the percentage of violating cases to the overall number of

occurrences. Relv stands for the relative number of violating occurrences. It is

simply, m/k which is 60% in our example. Having the value of Relv and k which is

generated automatically, m = Relv ∗ k.

4.3.2 Case fitness metric

This is the aggregation of the fitness degrees of one case against all rules (cells

in one row in the fitness matrix). The case fitness metric is important to study

one specific case. Normally it is used to measure the fitness degrees of suspected

cases. As mentioned earlier, dashes are not included in the aggregation procedure.

Hence, if the fitness degree of a given case is a dash then it could not be checked

against any of the business rules. However, this is a weak assumption.

To measure the case fitness degree we define: Minimum, Median, AM, Here-

after, we discuss the semantics of each operator and their description. However,

we skip the discussion of the operators that are already discussed in the cell fitness

metric section, i.e Min and AM.

Minimum function:

as used earlier, the minimum represents an extreme. It can be used just in case all

rules should be applied strictly to accept the case as a compliant one. Any violated

rule is enough to penalize the case and reject it in the compliance context.

Arithmetic mean function:

The arithmetic mean (AM) represents a moderate approach to measure the case

fitness degree. It is the most suitable operator when the checked rules have equal

contribution in the fitness degree. It should be used when the process manager has

a moderate clue with no preferences. Hence, it is defined as the default operator,

i.e. in case the process manager did not select an operator then this one is used.

WAM:

unlike the AM, in which rules are assigned equal weights, the WAM allows the

process manager to assign different weights. Each business rule is assigned a
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weight showing its importance in the aggregated value.

WAM =

r∑
i=1

(F (C,Ri) ∗ wi) (4.18)

Where, r is the number of business rules, F (C,Ri) is the fitness degree of case

under investigation against rule i,wi is the weight assigned to rule i. Notice that

the AM is a special case of the WAM where input values are assigned equal weights.

The WAM is the most appropriate operator to use when some rules are impor-

tant than the others. Suppose the normative model contains five business rules

and that one of them is more important than all other rules whereas the others

are almost equally important. That being the case, the process manager can as-

sign 60% of the weights using the WAM operator and distribute the remaining 40%

among the remaining rules. If a case can be checked against all these rules (no

dashes), then the cell fitness degree corresponding to the 60% weighted rule has

the highest contribution on the fitness degree of this case.

In WAM, the summation of weights assigned to rules should be equal to one.

However, what if there are some rules which cannot be checked, i.e. a dash in the

input. In this case, the rule should not be considered in the calculation. To solve

this, we define a flexible weighting function which can deal with the any scenario.

First, the user should enter a value between 0 to 10 for each business rule to

show the importance of this rule. We call this value the importance degree. A 0

importance degree indicates the least importance whereas a 10 indicates the most

importance. Once the importance’ degrees are determined, the weighting function

is used to assign the weight for each rule automatically taking into consideration

the dashes in the aggregated values.

WRi
=

importance degree of Ri∑
importance degree of all checked rules

(4.19)

Assume the normative model contains four business rules, the importance’ de-

grees are (in order): 5, 8, 3, 10 , the case under investigation has the cells fitness

degrees: 1, 0.5, -, 1) against each of the four rules in order. Notice that the case

is not checked against rule number 3. Given these values, the weights will be:

1/23, 8/23, -, 10/23 where 23 is the summation of the importance’ degrees (5, 8,

10) of all checked rules (R1, R2, R4).

Add Chouquet integrals ...
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4.3.3 Rule fitness metric

The rule fitness degree is the aggregation of the fitness degrees of all cases against

this rule. In the fitness matrix it is the aggregation of the cells values in one column.

To measure the rule fitness degrees we use: minimum, AM and WAM functions.

Hereafter we discuss the semantics of each aggregation function. The description

of the functions are not given here because it is already discussed earlier in the cell

fitness degree point. However, we discuss the weighting function which is used to

assign weights in the WAM function. As mentioned earlier, when measuring the rule

fitness degree dashes are not considered regardless of the aggregating function

used. It could happen that the fitness degree of one rule is a dash. Although this

is a weak assumption, however, if it happens then it indicates that the normative

model and the compliance requirements should be re-engineered.

Minimum function:

This function is used when the rule should be applied very strictly to consider

it as a completely compliant one. Any violating case is penalized heavily. AM:

this function is used for a moderate semantics. Thus, we select it as the default

function.

WAM:

The WAM function is used when cases do not contribute equally to the rule fitness

degree. The weights are assigned according to the cases attributes. For instance,

in the procurement process, cases in which the PO value is high are more impor-

tant than those with low PO value. The process manager should select the attribute

which control the weighting function. For the moment, only one attribute is con-

sidered. Intuitively, to be able to assign a weight to a specific case, it should hold

a value for this attribute. Cases in which it does not appear are treated as less

important cases.Notice that this does not apply to cases with a dash value.

Weighting function depends on the data type of the selected attribute, i.e. nu-

merical, nominal, date, etc. If the attribute has a numerical value then, the user

enters some thresholds which can be used in the weighting functions. For instance,

if the user defines two thresholds: 1000 and 2500. Then the cases which could be

checked are categorized into three groups: cases in which the selected attribute

value is less than 1000, cases in which it is between 1000 and 2500 and cases

in which the attribute value is above 2500. Hence, there are three weights. The
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groups are ranked according to their importance, i.e. the least important group

gets the rank 1, then the second least important is ranked by 2 and so on. Once

the groups are ranked, each group is assigned a weight equal to its rank over the

summation of ranks.

W groupi =
ranki∑# of groups

i=1 i
(4.20)

In our example, suppose that the user consider the first group as the least

important, then the three groups are assigned the weights (in order): 1/6, 2/6,

3/6.

In case the attribute contains a nominal data, things become easier. Unique

values are grouped according to their importance. The process manager can cat-

egorize two or more values to the same group to give them equal weights. In

addition, values that are not categorized by the process manager are grouped to-

gether automatically and are assigned the least rank. Later on, the weights are

assigned according to the above mentioned formula.

Attributes holding date values are treated in a way similar to that used for

numerical values. The process manager should provide some thresholds to rank

the values. However, in date values the comparison condition is before and after

instead of greater than and less than. After ranking the cases, they are assigned

weights in the same manner.

Regardless of the data type, just in case the selected attribute does not appear

in some checked cases then these cases are categorized in a new group and will be

assigned the least weight. In the above example, suppose that some cases do not

have this attribute then the weights are shifted one step. New weights are: 1/10,

2/10, 3/10, 4/10, where the first group is the one in which the attribute does not

appear.

Notice that normally the selected attribute is related to the business rule whose

fitness degree is measured. Hence, having cases in which the attribute does not

appear is a weak scenario. However, we consider it her to keep the technique as

flexible as possible.

4.3.4 Process fitness metric

If the aggregation function is a bisymmetric one, then there are three approaches

to measure this degree: either aggregating the fitness degrees at the cells level,

or aggregating the fitness degrees of cases, or aggregating the fitness degrees of
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rules.

Among the above mentioned functions, there are only two functions which can

be considered: minimum and AM functions. However, the minimum function is

not suitable to measure this degree. Suppose 1000 cases are checked against 5

rules and that all rules could be checked in all cases. This generates 5000 fitness

degrees at the cells level. Lets assume that all these values are 1 (completely

compliant) except one cell in which the result is zero. That being the case the

process is the process is almost 100% compliant. However, using the minimum

function the result will be zero. So, the whole process is completely violated just

because the result of one cell is zero. Hence, the minimum function is not used to

measure this degree.

However, what is the need for three approaches if the result is always the

same? Actually, the first approach, i.e. aggregating the values at the cells level,

is the default one. However, the other two approaches are defined to allow the

process manager using the WAM function. Suppose the process manager aims at

measuring the process fitness degree taking into consideration the weights of the

business rules. In this case, he can measure the fitness degree of cases using

the WAM function and then measure the process fitness degree. Similarly, if the

recorded cases are not equally important and the process manger aims at measur-

ing the process fitness degree taking into consideration the different contribution

of each case then the WAM can be used at the rules level and then another fitness

degree to measure the process level fitness degree.

4.4 Example

Hereafter we introduce a simple example to illustrate how the aggregation is ap-

plied. Assume that the business process under investigation is the procurement

process and that it is a collection of seven activities; ’Create PO’, ’Sign’, ’Release’,

’Invoice receive’, ’Goods receive’, ’Pay’, and ’Change line’. For the sake of simplic-

ity we will use symbols instead of the real activities’ names. So: A represents the

event ’Create PO’, B for ’Sign’, C for ’Release’, D for ’Invoice receive’, E for ’Goods

receive’, F for ’Pay’, and G for ’Change line’. Given a log file of 10 cases and a set

of five business rules, we aim to fill out the fitness matrix shown in Table 4.1) as

presented earlier in this chapter. The traces of the cases recorded in the log file

are (in order):

1. < A,B,C,G,E,D, F >
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2. < A,B,C,E,D, F, F, F >

3. < G,A,B,C,D, F >

4. < A,B,C,G,E,G,E,E,G,B,C,E,D, F, F, F >

5. < F,A,B,C,G,D,E >

6. < A,B,C,E,G,B,G,B,C,G,B,C,E,E,E,D,D, F >

7. < A,B,C,G,D, F >

8. < A,B,G,C,G,E,D,D, F, F >

9. < A,G,B,C,D, F >

10. < A,C,D, F >

The five business rules holding the compliance requirements are:

Table 4.2: The business rules representing the compliance requirements

Rule Description

R1 A should be the first activity

R2 B should be followed directly by C

R3 C should be followed eventually by F

R4 SOD (A, E)

R5 If G.modification_value >1,000 then G should be followed eventually by B

The first three rules represent sequencing requirements. The fourth one rep-

resents an HR requirement and the last one represents a data requirement. To

check the fourth rule we need to know the performers of events A and E for each

individual case. Similarly, we need the modification values to check the last rule.

Modification value mentioned in R5 is an attribute for activity G. It indicates to

which extent the PO value has been changed. According to the rule, if this value

is above a threshold of 1,000 Euro the purchase order should be signed before the

case is closed. The information required about performers and modification values

are given in table 4.3.

Below we consider two different scenarios and select the suitable aggregation

functions for each scenario.

Scenario A

The process manager has a moderate clue. He aims at measuring the fitness

degree using a moderate function in which all cells have equal contribution to the

fitness degree.

That being the case, the AM is the best to use. It provides a moderate semantic

and equal weights. Table 4.4 shows the fitness degrees at the cells level. The

values in the table are the result of using the AM function to aggregate the values
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Table 4.3: Originators and modification values required to check the fitness

T Originators

1 < A(OrgX), B, C,G,E(OrgY ), D, F >
2 < A(OrgX), B, C, F,E(OrgZ), D,C >
3 < G,A(OrgX), B,B,C,D, F >
4 < A(OrgX), B, C,G,E(OrgX), G,E(OrgZ), E(OrgX), G,B,C,E(OrgW ), D, F >
5 < F,A(OrgX), B, C,G,D,E(OrgY ) >
6 < A(OrgX), B, C,E(OrgY ), G,B,G,B,C,G,B,C,E(OrgZ), E(OrgX), E(OrgW ), D,D, F >
7 < A(OrgX), B, C,G,D, F,C,C >
8 < A(OrgX), B,G,C,G,E(OrgX), D,D, F, F >
9 < A(OrgX), G,B,C,D, F >
10 < A(OrgX), C,D, F >
T Modification values

1 < A,B,C,G(mod. = 200), E,D, F >
2 < A,B,C, F,E,D,C >
3 < G(mod. = 0), A,B,B,C,D, F >
4 < A,B,C,G(mod. = 0), E,G(mod. = 1500), E,E,G(mod. = 0), B, C,E,D, F >
5 < F,A,B,C,G(mod. = 1750), D,E >
6 < A,B,C,E,G(mod. = 0), B,G(mod. = 7560), B, C,G(mod. = 1354), B, C,E,E,E,D,D, F >
7 < A,B,C,G(mod. = 5163), D, F,C,C >
8 < A,B,G(mod. = 0), C,G(mod. = 0), E,D,D, F, F >
9 < A,G(mod. = 1100), B, C,D, F >
10 < A,C,D, F >

Table 4.4: Fitness matrix for scenario A

R1 R2 R3 R4 R5 Fitness (Cases)

Case1 1.00 1.00 1.00 1.00 - 1.00

Case2 1.00 1.00 0.50 1.00 - 0.88

Case3 0.00 0.50 1.00 - - 0.50

Case4 1.00 1.00 1.00 0.00 1.00 0.80

Case5 0.00 1.00 0.00 1.00 0.00 0.40

Case6 1.00 0.66 1.00 1.00 1.00 0.93

Case7 1.00 1.00 0.33 - 0.00 0.58

Case8 1.00 0.00 1.00 0.00 - 0.50

Case9 1.00 1.00 1.00 - 1.00 1.00

Case10 1.00 - 1.00 - 0.00 0.25

Fitness (Rules) 0.80 0.80 0.78 0.67 0.50 0.73
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at the occurrence level. Starting from these values, the fitness degrees at the

other three levels are measured using some aggregation functions.

Cases (1 and 9) are completely fit. Case 6 comes on the second place. It is

completely fit against all rules except for rule 2. Case 5 scores the least fitness

degree. It violates three rules out of the five. Rule 5 could not be checked in 4

cases and the fitness degree against this specific rule is 0.50 which is lower than

the fitness degree against all other rules. Notice that all fitness degrees against

rule 1 are either 0 or 1 because the rule can be checked only once in each case.

This is also the case against rule 4 as well. The rule represents an HR compliance

requirements. Thus, only the first occurrence is checked so that the values are

either 1 or 0. On the other hand rules 2 and 3 are sequencing rules so are checked

as much as they occur.

Scenario B

The process manager aims at measuring the cases fitness degree. However, he/she

considers R3 as the most important business rule and then R4. Rules 2 and 5 are

equally important. R1 is the least important one.

Given this scenario, we can use the WAM operators to measure the cases fitness

degrees. According to the process manager, the rules are assigned the following

degrees of importance: 1, 2, 4, 3, 2 to the five rules in order. Notice that rules 2

and 5 are assigned equal values. Accordingly, if all rules are checked, the weights

would be: 1/12, 2/12, 4/12, 3/12, 2/12. Using these weights, the result will be

as shown in table 4.5.

Table 4.5: Fitness degrees at the case level for the scenario B

Cases fitness degrees

Case1 1.00

Case2 0.80

Case3 0.71

Case4 0.75

Case5 0.41

Case6 0.94

Case7 0.48

Case8 0.50

Case9 1.00

Case10 0.71
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4.5 Conclusion

In this chapter we have introduced the Flexible Compliance Auditing Framework to

support the business world with more applicable metrics. The framework provides

different semantics for a compliant process. Hence, it can be used to check the

compliance taking into consideration the business context in which it is applied. A

set of fitness metrics are defined to measure the fitness degree at different levels

of abstraction. In addition, the concept of ”not checked rules” is introduced to the

field of compliance auditing. We show why it is important to distinguish them from

the remaining cases.



Chapter 5

The Loan Approval Process:

A Synthesized Data Set

To evaluate the proposed technique we use a real log file and a synthesized log

file. In this chapter we discuss the results obtained by running the implemented

tool on the synthesized log file. The process of generating the log file and defining

the business rules is discussed in section 1. Results are discussed in section 2 in

which the results of each metric is discussed separately. The description of the

implemented tool is given in Chapter 9.

5.1 Generating the log file and defining the busi-

ness rules

To evaluate the proposed technique, a synthesized log file is generated using the

the SecSy tool. The file is generated for the loan approval process which is exe-

cuted daily in banks and other lending organizations. When selecting the business

process, we aim at using a common process which is easy to understand and de-

fine business rules for. Figure 5.1 below shows the BPMN model representing the

sequence of activities to perform the process.

97
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Once a loan application is received, a new process instance is triggered. The

staff in the lending department works on checking the application form complete-

ness. If there is any missing information then the form is returned back to the

client until the form is completed. Next, the property is appraised in parallel with

checking the history of the client credit and assessing the loan risk. The risk ana-

lyst is responsible for assessing the loan risk. The estimated value of the property

in addition to the loan risk analysis are forwarded to the eligibility analyst who is

responsible for assessing the eligibility. Accordingly, the application is either ac-

cepted or rejected. If it is rejected then the process is terminated. If it is accepted

then an acceptance pack is prepared and the home insurance quote is checked to

continue the process and verify the payment agreement. Next, it is the applicant

decision to agree or disagree. If he/she agrees then the loan is approved and

the process is terminated. Otherwise, the process is terminated with a canceled

application.

To generate the log file, we started with a synthesized data set from the

3TU.Datacentrum website [117]. The selected data is suitable to check sequenc-

ing and temporal requirements. However, it cannot be used to check the human

resources and data requirements. This is because the log file does not contain the

information required to check these two types of requirements. Hence, we use the

Alpha Miner plugin [118] under ProM 6.5 [119] to build a Petri net representing

the data set. In a next step, we use the mined model to generate the required

data set using the SecSy tool. Alpha miner is used because it generates a Petri-net

model which is the required input format for SecSy.

SecSy is a log generator tool [120]. It is based on simulating the control flow

of a business process using a Petri net model. SecSy can be used to define some

originators and attributes and attach them to the generated events. It can also

be used to include detailed timing properties such as activity durations and delays

between activities. The most important feature of the SecSy tool is the ability

to consider compliance requirements. For instance the tool can be configured to

generate cases which deviate a given business rule such as the segregation of

duties and delay of events.

The generated log file contains 1000 cases with a total of 10662 events. The

originators defined are: loan department manager, risk analyst, eligibility analyst

and loan department staff. The attributes defined are shown in table 5.1 with their

corresponding data.

The log file is generated in two steps: first the process is simulated to generate
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Table 5.1: Attributes defined for the loan approval log file

Attribute Type Activity Value

1 Loan type String Loan application received housing, car, personnel

2 Client group String Loan application received G1, G2, G3, G4

3 Property value Numeric Apprise Property

4 Risk level String Assess risk low, medium, high

5 Number of points Numeric Assess eligibility

6 Loan value Numeric Verify payment

7 Payback period Numeric Verify payment

the required number of cases. In this step, events are attached with the defined

data according to the requirements. Next the modifiers are applied to modify the

generated cases in a way that creates some non-compliant cases. In our case

we used two types of modifiers: unauthorized execution and SOD. Unauthorized

execution modifier works on the originator field. It adjusts the originator in a way

that violates some HR requirements. For instance if an event should be executed

by an originator X then this modifier changes the value X to have a non-compliant

case. The SOD modifier is used to create cases that violates segregation of duties

requirement.

The log file generated using the SecSy tool does not contain cases violating se-

quencing requirements. So, we run the Add Noise plug-in [reference] under ProM

6.5 framework to have some violating cases for the purpose of this research. The

plug-in reads two parameters; the percentage of adding events and the percentage

of removing events. Both parameters are adjusted to 5%.

To formalize the set of business rules which will be checked, we took into con-

sideration the process model provided to the log generating tool and the data

attached to the events. Accordingly, we define five business rules: three sequenc-

ing requirements and two HR requirements. It was difficult to check the other two

types because of the limitations of the log generating tool. The defined rules are:

• R1: Prepare acceptance pack should be followed directly by Check if home

insurance quote is requested

• R2: Check application form completeness should be followed eventually by

Assess eligibility

• R3: Check application form completeness should be the first activity

• R4: SOD( Assess loan risk, Assess eligibility)

• R5: Approve application should be executed by the Loan department man-

ager
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According to the process model, Rule 1 is checked whenever the application is

not rejected. The activity ’Prepare acceptance pack’ appears in 476 cases out of the

1000 cases forming the entire log. Since it detected 490 times in the entire log then

it should have been performed more than once in some cases. The activity ’Check

application form completeness’ appears 1564 times in the log file, however, it does

not appear in 24 cases although it should be always the first activity according to

Rule 3!

Rationally, Rule 3 can be checked only once in each case. The result is either

one or zero, no other possibilities. This is because there is always a first activity

for each cases that is either ’Check application form completeness’ or not. Rule 4

is one of the most common business rules for HR compliance requirements. The

rule implies that the activities ’Assess loan risk’ and ’Assess eligibility’ should not

be performed by the same person. According to the results, the rule is checked in

all cases.

Rule 5 is checked, normally, as much as there are approved applications. Ac-

cording to the process model, the process is terminated in one of three ways;

either the application is approved, rejected, or canceled by the client. Apparently,

238 (1000-762) applications are just approved. When generating the log file, we

assume that this is the most important rule that should be strictly applied.

Notice here that the number of occurrences does not reflect the number of cases

in which the rule is checked. It could be the case that the rule is checked different

times in the one case but is never checked in another case. In our example this

happened in Rules 1, 2 and 5.

5.2 Result analysis

The results are studied at the different levels starting by the most abstract level

(the log file level) and moving down to the most detailed level (one case against

one rule level). The tool is run using the different aggregation operators except

for the median since it is not implemented yet.

5.2.1 The process level fitness degree

According to our definition, the process fitness degree is measured by aggregating

the fitness degrees of: cells, cases, or rules. Regardless of the aggregated values,

the AM operator is used to end up with one value representing the fitness degree of
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the entire log. Table 5.2 shows the fitness degrees using different aggregation op-

erators. The operator used at the cells level is given in the first column. The other

columns show the fitness degrees measured by aggregating the fitness degrees of

cells, rules and cases in order. The fitness degree of each rule (third column) and

case (last column) is measured using the AM operator. The reason behind using

this operator among the others is to avoid the bias towards any of the two edges.

Table 5.2: The fitness degree at the process level

Aggregation operator for cells AM of cells AM for rules AM for traces

Min 92.74% 92.24% 92.42%

AM 93.33% 92.83% 92.97%

WAM 93.22% 92.75% 92.86%

Results show that the majority of cases are compliant. As expected, results

are bounded between the Min and the Max results. AM and WAM outputs are in

between. Notice that the difference between the results of the different operators

is relatively small. The is because the input values are very close. For instance,

there is only 39 cases making the difference between the results of the different

operators.

The process fitness degree is a good indicator to measure the overall perfor-

mance. Nevertheless, it cannot be used to check more details such as which cases

are completely compliant, non-compliant, partially compliant? Which rule is the

most applied one and which one is most violated one? How many times a given

rule is checked in a specific case? What if some rules are more important than

others? To answer such questions, we use the tool to check the fitness degree one

level lower. At this level, two measures are provided; cases and rules.

5.2.2 Rule level fitness degree

This measure is of high importance for process managers. It helps them measur-

ing the fitness degree against each compliance requirement separately. Table 5.3

shows some basic statistics about the results using the AM operator for both cells

and rules. A general look shows that the different rules have close fitness degrees

(range [89% - 95%]. However, this is not necessarily true! The fitness degree

is affected by the number of aggregated values, i.e. how many times each rule

is checked. For instance, comparing the results of rules 4 and 5, the difference

between the two values is less than 1%. However, Rule 4 is checked in all cases
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(100% of the log file) whereas Rule 5 is checked in only 238 cases. Mathematically,

using one of the averaging operators, the fitness degree against one specific rule

is affected by the number of cases that are checked. More checked cases means

less contribution of each case on the final result. For instance, in our example, the

fitness degree of each case used to calculate the fitness degree of Rule 4 affects

the final result by (+/-) 0.0010 whereas each trace used to calculate the fitness

degree of Rule 5 affects the final result by (+/-) 0.0042!

Table 5.3: Rules fitness degrees: statistical information

R1 R2 R3 R4 R5

Fitness degree 89.81% 94.08% 94.50% 93.30% 92.44%

No. of cases with Fitness degree = 1 421 903 945 933 220

No. of cases with Fitness degree = 0 42 47 55 67 18

No. of cases with Fitness degree = (0-1) 13 26 0 0 0

No of cases which are not checked 524 24 0 0 762

Table 5.4 shows the fitness degree against each of the five rules using the

different operators. Given that the fitness degree is the aggregation of the fitness

degrees of individual cells (i.e. one case against one rule), the operator used to

compute the fitness degree of cells is important. Recall here that the proposed

technique provides three aggregation operators at the cell level; Min, AM, and

WAM. In this section, we use the AM and WAM operators. The other operators

are discarded because they bias the result to one of the two edges. For this case,

there is a very small deviation between the results of AM and WAM (less than 1%)

except for one value, Rule 2. The result is 95% using the AM to measure the cells

fitness degrees and 94% using the WAM operator. The reason is that the number

of occurrences in this data is relatively small compared to other log files (at most

7 occurrences). According to the result, Rule 3 is the most applied one. On the

other hand, Rule 1 is the most deviated one.

To prove our idea about discarding cases which cannot be checked, we repeat

the calculation if these cases are encountered. The results of rules 3 and 4 are not

affected because all cases are checked. However, the results of rules 1 and 5 are

totally different! If these cases are considered non-compliant, then the result of

Rule 1 is 52% instead of 90% and only 27% for Rule 5 instead of 92%. The result

of Rule 2 is a little bit less 93%. This is because the number of non-checked cases

is relatively smaller than those of rules 1 and 5. This shows the importance of not

considering these cases as compliant or non-compliant.
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Table 5.4: Rules fitness degrees using the different aggregation operators

R1 R2 R3 R4 R5

Min 0.00 0.00 0.00 0.00 0.00

AM 0.90 0.94 0.95 0.93 0.92

WAM 0.90 WAM 0.94 0.95 0.94 0.92

Percentage of cases checked 47.6 97.6% 100% 100% 23.8%

Regardless of the operator used, results can help managers making important

decisions such as re-engineering the process model, i.e the business rules, in the

future. Process re-engineering is out of the scope of this research. However, the

output of our technique is important to make such decisions. A rule that is never

applied or checked in the entire log needs to be revised to make sure it represents

the required performance accurately. In this example all rules are checked at least

once. None of the rules is completely applied or completely violated. However,

some of them are checked in the entire log, whereas others are checked in less

than one fourth of it. Rule 1 is checked just in case the application is not rejected.

Rule 5 is checked just in case the application is approved.

Rule 2 represents a requirement that should be checked in each case. However,

there are 24 instances in which the rule is not checked. If it is a real data then

process managers can check these cases in more details to detect the problem. It

could be that the activity ”Checking the application form completeness” is executed

but simply not logged or maybe not executed. In this example, if it is not executed

then it may affect the approval decision made by the loan department because

missing information can be considered as negative point against the applicant.

Otherwise, the process instance may take more time to be executed. It is also

possible that some applicants have enough experience about the procedure, and

hence, it is not required to check their applications’ forms. Unfortunately, studying

these cases is not possible since this is a synthesized log. Notice that this activity

is common between rules 2 and 3. According to Rule 3, this activity should be

executed as first state in all cases which indicates the importance of executing this

specific activity. According to Rule 2 this activity should be followed eventually by

the assess eligibility activity.

Starting by the Min operator, using this operator we assume that the rule should

be followed strictly, one non-compliant case is enough to say that this rule is vio-

lated. This indicates that each rule is completely violated at least once. According

to this result, the process manager can go through the aggregated values to check
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which cases are completely violated. In the case study, we assume that Rule 5

should be followed strictly. Thus, this operator is suitable to be used to check the

fitness degree against this rule. That being the case, Rule 5 is considered com-

pletely violated. According to the result of the AM operator, the application is not

approved by the correct person in 8% of the approved applications. These cases

can be checked in more details when going one level down, i.e the cells level.

We compare our results with the LTL checker [80]. The technique is used to

check the compliance of a log file against a set of linear temporal rules. In LTL

checker, business rules are categorized as either satisfied (completely applied) or

unsatisfied (completely violated). A partial satisfaction is not an option. Given the

generated log file and the set of business rules for this case study, all rules are

categorized as unsatisfied rules. All rules are considered unsatisfied because none

of them is applied 100% in all cases. Moreover, it does not differentiate between

violating cases and not-checked cases. The cases in which the rule cannot be

checked is considered as non-compliant. The technique does not provide a fitness

measure but a coverage rate showing the percentage of cases in which the rule is

applied to the total number of cases in the log file. In this case study, the coverage

rate of the five rules are; 43%, 92%, 94%, 94%, 22% in order. However, the

definition of the SOD rule (Rule 4) in the LTL checker is not the same as the one

defined in this work. In the LTL checker, the rule used is (exists person doing tasks

A and B). The rule is considered satisfied if there is a person doing the two tasks.

In contrast, and with respect to the business rules agreed on with the process

manger, we consider this as a violation in this research.

5.2.3 Case level fitness degree

The fitness degree of case Ci is generated by aggregating the fitness degrees of

this specific case against all business rules. In our example, there are at most five

values to be aggregated (five rules). Since there are no dashes in the result, then

all cases are checked at least once. A first look indicates that almost 76% of the

recorded cases completely fit the five rules, i.e. their fitness degrees are equal

to 1. On the other hand, there are only two cases which are completely violated

(fitness = 0). The rest are partially compliant. By partially compliant here we

refer to the cases in which some rules are applied and some are not. The fitness

degree of these cases depends on the aggregation operator used. For instance,

using the Min operator these cases are considered non-compliant. However, using

the averaging operators, the same cases are considered partially compliant, i.e.
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score fitness degrees between 0 and 1.

We had a closer look at the completely violating cases (207 & 995). We noticed

that both cases violate only two rules: 3 and 4 whereas the other rules could not be

checked. This proves our point that one fitness degree does not necessarily reflects

the compliance situation accurately. For a process analyst there is a difference

between a case which is completely non-compliant and a case in which only 40%

of the rules can be checked. In the loan approval process and given that there are

three paths to terminate the process, it is very normal that some rules, such as

Rule 5, cannot be checked. We have discussed this earlier in section 5.1.

To reveal the importance of discarding dashes (not checked cases) before mea-

suring the fitness degree of each individual case, we recalculate the fitness degrees

of the two non-compliant cases another two times with different inputs. In the first

time, the dashes are replaced by ones based on the debate that the three rules are

not violated. That being the case, the new fitness degree becomes 60% for each

case. Accordingly, the two cases are as compliant as case 719 in which three rules

are applied and two rules are violated. In the second time, dashes are replaced

by zeros based on the debate that the three rules (1, 2, and 5) are not applied.

Although this does not affect the fitness degrees of the two cases. However, it will

lead to a totally different interpretation as follows:

• Rule 1: it seems as if the ”Prepare acceptance back” activity is executed but

it is not followed directly by the activity ”Check if home insurance quote is

requested”.

• Rule 2: it seems as if the ”Check application form completeness” activity is

executed but is not followed by the ”Assess eligibility” activity.

• it seems as if the application is approved but by the wrong person.

Notice here that none of these three points are true. Saying this, we assume

that all cases will go through the same execution path. However, this is not true

in our case study. The process is terminated by one of three ways: it is either

accepted, rejected, or canceled. For instance the third point is reached just in case

the application is approved which occurs in less than 25% of the recorded cases

as mentioned earlier. Actually, this is the main reason why declarative models

are more suitable to represent the compliance requirements than the procedural

models. See section 2.3.

The results, i.e. fitness degress, of the different operators are equal for com-

pletely compliant and completely non-compliant cases. However, they are not
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equal for partially compliant cases. These cases are considered once non-compliant

(using the Min operator) and once partially compliant (using an averaging opera-

tor). Table 5.5 shows the fitness degrees of cases using the four operators. The

AM operator is used to measure the fitness degree at the cells level.

Table 5.5: The case fitness degrees for some selected cases

Min AM WAM1 WAM2 WAM3 Range

7 0.00% 37.50% 57.14% 17.50% 39.47% 39.64 %

260 0.00% 80.00% 70.00% 60.00% 95.00% 35.00%

284 0.00% 80.00% 90.00% 60.00% 80.00% 30.00%

647 0.00% 75.00% 85.71% 33.33% 78.95% 52.38%

82 50.00% 87.50% 92.86% 66.67% 89.47% 26.19%

121 50.00% 87.50% 85.71% 95.83% 81.58% 14.25%

6 66.67% 88.89% 88.89% 91.67% 84.44% 7.23%

269 75.00% 91.67% 91.67% 93.75% 88.33% 5.42%

All selected cases are partially compliant. Other cases are not considered be-

cause the result is the same no matter which aggregation operator is used. The

results are ordered ascending according to the result of the Min operator. The fifth,

sixth and seventh columns of the table shows the results of the WAM operator us-

ing different set of weights. The weights assigned to WAM1, WAM2, WAM3 are:

(10%, 20%, 10%, 30%, 30%), (40%, 5%, 7%, 8%, 40%), (5%, 30%, 30%,

30%, 5%) respectively. Notice here that the weights assigned to run WAM1 is the

most realistic one for this example. The other two are used for comparison reasons

only. When assigning the weights for WAM2 and WAM3 we take into consideration

the number of checked cases and the fitness degree against each rule. The aim

is to study the effect of the input weights on the case fitness degree. Notice here

that according to our research, the weights are assigned by the process analyst.

The entered values should reflect the importance of the business rules.

All fitness degrees are bounded by the minimum and maximum values of the

inputs. Recall that this is because the aggregation function used have a com-

pensation feature. The result of the WAM operator is interesting. It shows the

importance of using it as an aggregation operator to measure the cases fitness

degrees’. To explain our idea we will take case 647 as an example. This case is

only 33% fit in WAM2, however, it is 85% in WAM1. This big difference (52%)

is just because of the weights assigned at each run time. The last column shows

the range of difference between the highest and lowest fitness degree using WAM.

Normally, rules are not of the same importance. For instance, the fitness degree of
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Case 7 is 37% if all rules are treated equally (AM result) however, it is 57% if the

realistic weights are used (WAM1). Case 7 has the second highest range (almost

40%) after case 647. In contrast, case 269 has the smallest range of difference

(around 5%) and then case 6 (around 7%). The reason is that the range between

the Min and Max output is already small. Recall here that the WAM is one of the

median approach operators and its output is a value between the Min and Max

values inclusively.

Cases 82 and 121 score the same fitness degree using Min and AM. However,

the result of the WAM is different. We checked the detailed value for these two

cases. Both of them are checked against all rules except Rule 5. The fitness

degrees for Case 82 are (0.5, 1, 1, 1) and the fitness degrees for Case 121 are

(1, 0.5, 1, 1). Swapping the two values caused this deviation in the case fitness

degree. The same situation is repeated with cases 260 and 284.

Comparing with the LTL checker [80], the technique provides two lists: one

for correct PI(s) and another one for incorrect PI(s). A correct PI is the case in

which all business rules are applied. In our case study 12 cases are listed in the

correct PI(s) list. Others are listed in the incorrect instances no matter how many

rules are violated. The LTL checker provides a measure called the ”health degree”

of the PI. It is used to measure the percentage of the applied rules to the total

number of business rules. The ”health degree” of a given case is similar to the AM

result in our proposed technique, however, with some limitations. For instance,

the aggregated values are either zeros or ones, no fractions. In addition, it does

not consider the cases in which the rule cannot be checked. Using the LTL checker,

these cases are listed in the incorrect PI(s). Recall here that the result of the LTL

checker when checking the SOD rule is not equal. Thus, using our technique, the

result of Rule 4 is different.

5.2.4 Cell level fitness degree

Given 1,000 traces and 5 rules, the tool generates 5,000 values (cells). Each value

tells to which extent a single case is compliant against one specific rule. This is

the most detailed measure which the end user have. It is important because it

is used to calculate the other three metrics: cases, rules and the process. Recall

here that the fitness degree of one case against one rule (cell) is computed by

aggregating the fitness degrees of all its occurrences. There are four possibilities

for the output: a dash, 0, 1 or in between (0-1). A dash indicates that the case
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could not be checked against this specific rule. Rationally, this is the same no

matter which aggregation operator is used. In our case, almost one fourth of

the values are dashes. The majority (around 70% of the cells) are completely

compliant. Around 5% of the cases are completely non-compliant. The remaining

(39 cases) are partially compliant.

Mathematically, the output of the different operators are the same if there is

only one occurrence. The result is also the same if the fitness degrees of all oc-

currences are equal. Recall here the aggregation operators have preservation of

bounds property. The process manager perspective does not affect the result in

any of these two cases and the result will be either 1 (completely compliant) or

0 (completely non-compliant). However, what about the cases in which some oc-

currences are compliant and some are not. These cases are considered partially

compliant. As mentioned earlier, we have 39 cases which are partially compliant.

The fitness degree at the cells level is the atomic unit to measure the other three

metrics. Hence, the aggregation operator used at this level affects the results of all

other metrics. To study this effect, we select the cases fitness degree as an exam-

ple. The cases fitness degree is chosen among the other two metrics, i.e. process

and rules, because it has the minimum number of input values. Consequently, the

contribution of each input value on the final result is more obvious. In this case

study, the contribution of each cell in its corresponding case fitness degree is (at

most) 20% whereas it is 0.1% and 0.02% for rules and process respectively.

For the comparison, six cases are checked against Rule 2. Rule 2 is selected

because it is the most common one in the log file. As for the six cases, they

are selected to cover the different scenarios. Cases 23 and 24 represent one

occurrence for Rule 2. One of them is a compliant occurrence and one is not. The

other four cases represent multiple occurrences. The scenario of zero occurrence

is not represented because it is not considered in the calculation. For the purpose

of comparison, the six cases are selected to have equal fitness degrees against

the other four rules no matter which operator is used. For instance, the fitness

degree of Case 121 is 1 against Rules 1, 3 and 4 and is not checked against Rule 5.

This is the output regardless of the aggregation operator used. As an aggregation

operator at the case level we select the AM operator. The AM is selected because

it generates moderate values. In addition, it assigns equal weights to the cases

no matter how long the trace is.

Results are shown in table 5.6. Staring by cases 23 and 24, Rule 2 is checked

only once, thus, the result is the same no matter which operator is used. However,
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it is not the case for the other four cases . Each of these cases is considered

once partially compliant (AM and WAM) and once completely non-compliant (Min)

according to the operator used.

Table 5.6: The effect of the operator used at the cell level on the fitness degrees

for their corresponding cases

Case# Min AM WAM

6 0.00 0.67 0.67 0.89 0.50 0.83

23 0.00 0.80 0.00 0.80 0.00 0.80

24 1.00 1.00 1.00 1.00 1.00 1.00

121 0.00 0.75 0.50 0.88 0.33 0.83

206 0.00 0.67 0.80 0.93 0.67 0.89

269 0.00 0.67 0.75 0.92 0.60 0.87

average 0.17 0.76 0.62 0.90 0.52 0.87

The operator is chosen according to the situation. For a process manager, some

business rules cannot be violated. Recall here that when we define the business

rules for this process we consider the last two rules as the most important rules

which should be applied strictly. One violating occurrence is enough to say that the

case violates the given business rule. For instance, according to Rule 5 if the loan

department manager approves the application once then this is enough to consider

it as compliant. The AM and WAM is used when it is important to consider each

occurrence. This is normally the case when checking sequencing requirements

such as Rule 2 (the rule under investigation). Using the AM, all occurrences have

equal weights. In contrast, using the WAM occurrences are assigned different

weights according to their order in the trace. The first occurrence is assigned the

highest weight. This is yet another perspective to tell whether a case is compliant

or not. Notice that the AM result is higher than the WAM result in the four cases.

However, this is not always the case.

5.3 Conclusion

In this chapter we have used the Flexible Compliance Auditing Framework to check

the compliance of a synthesized data set. The loan approval business process is

selected for this purpose. The log file is generated using the SecSy tool. The

implemented tool is run to measure the fitness degree at the different levels of

abstraction and using different aggregation operators. Results show that given
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the one log file and a BRCA model, the tool produces different results. Each of

which can be interpreted in a different way according to the business context in

which it is used.





Chapter 6

The Procurement Process: A

Real Life Data Set

The proposed technique is applied to a real data set of 10,000 cases. The coop-

erative organization is an international financial services provider. The input data

file was derived from the procurement process cycle configured in an SAP® sys-

tem. The cycle starts with creating a purchase order and ends with the payment

of the associated invoice(s). Each case in the log file represents an item line of

a purchase order. The procedure of process selection and data preparation was

described thoroughly in the work of Jans [121].

A new process instance is triggered by creating a purchase order with its item

line(s) and then signed before being released. In some cases the PO can be re-

leased without an additional signature. After a release, goods and an invoice are

received. Finally, after both goods and the invoice are received, the payment can

be made. However, if the purchased product is a service then no goods are re-

ceived. The item line of the PO can be changed according to some business rules.

There are seven activities executed in this process: Create PO, Sign, Release,

GR, IR, Pay. GR and IR refer to Goods receive and Invoice receive respectively.

The business rules representing the process model are:

1. Sign should be followed eventually by release

2. SOD (Sign and Release)

3. SOD (GR and IR)

4. SOD (Release and GR)

5. Every case should be released at least once

6. A process instance should be executed within 60 day

113
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7. If the PO value is 12,500 or less then an order change up to 5% is permitted

without a new approval. Otherwise, if the PO value is between 12,500 and

125,000 then an order change up to 2% is permitted without a new approval.

Otherwise, if the PO value is above 125,000 then it cannot be changed without

a new Sign

8. Pay should be the last activity

9. If ’Pay’ exists and then ’IR’ exists where Pay(payObjectKey) = IR (IRObjec-

tKey)

The rules represent all types of compliance requirements: sequencing, human

resource and data, temporal. Rule 1 is an example of a sequencing requirement.

It is defined to ensure that each ’Sign’ activity is followed by a ’Release activity’

in the future. Rules 2-4 are of the same type; human resource. They are set to

check that each pair of activities are not executed by the same originator. At the

cell level, the result of the SOD rule is 0, 1, or a dash. A dash indicates that at least

one of the two activities is not executed. Hence, the rule is neither applied nor

deviated. If there is no intersection between the originators of the two activities

then the rule is applied and the result is one. Otherwise, it is zero. According to

Rule 5, the ’Release’ activity should be executed at least once per case. Rule 6

is an example of a temporal rule. A case is compliant if it is executed within 60

days. Rule 8 ensures that the last event in the trace is of type ’Pay’. According to

the process analyst, Rule 9 is the most important one. It is used to ensure that

whenever there is a payment there should be a corresponding invoice received.

According to the rule, it does not matter which one comes first so any order is

considered compliant.

Rule 7, is the rule which controls the ’Change line’ activity. The rule is checked

according to the PO value (case attribute) and the relative modification (an activity

attribute). The Change line activity allows the user to do some changes on the

purchase order created per line. This can be a change in quantity, description, etc.

If the requested change increases the PO value then it needs to be controlled. The

relative modification attribute is used to quantify the percentage of change on the

PO value. The relative modification is zero (in case the PO value is not affected),

positive (if the PO value after change is greater than the original one) or negative

(otherwise). This rule is concern with cases in which the relative modification is

positive. The rule is divided into three branches according to the PO value. If

the PO value is less than 12,500 then a change up to 5% is permitted without a

new signature. If it is between 12,500 and 125,000 then a change up to 2% is
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permitted without a new signature. Otherwise, i.e. above 125,000, there must be

a new signature. A new signature mean that the ’Change line’ activity should be

followed by a ’Sign’ activity and then this ’Sign’ should be followed by a ’Release’

activity. Notice here that according to the rule, it is not necessary that the three

activities followed each other directly but sometime in the future. Notice that this

rule is not checked if the trace does not contain a ’Change line’ activity. Also, if

the relative modification is negative or zero then the rule is not checked as well.

Before discussing the results we would like to notify the reader that the aim

here is to show the importance of the following points rather than interpreting the

violating cases. The interpretation of the violations is discussed in details in the

work of Jans [121].

1. The importance of measuring compliance at different levels of abstraction

starting from the top level (entire log) and moving down to the bottom level

(cells)

2. The importance of using different aggregation operators to measure the fit-

ness degree and how each of which support a different perspective

3. The importance of differentiating between the cases in which the rule can be

checked and others

4. How declarative modeling languages can support compliance checking tech-

niques better than procedural languages

Hereafter, we start with the most abstract level, the entire log. Next we discuss

the results of the rules and traces and then the cells results.

6.1 Process level fitness degree

The fitness degree of the entire log using the proposed technique is affected by the

aggregation operator used at the cells level. In our case there are 10000 cases

which are checked against 9 rules. So, if all rules can be checked, there are 90000

values to be aggregated. Hence, the contribution of each value is very small. The

fitness degree of the entire log using the different operators at the cells level are

shown in Table 6.1. The first column shows the operator used at the cells level. The

other three columns show the process fitness degrees using the AM function as an

aggregation operator. In the second column, the fitness degrees are computed by

aggregating the fitness degrees of all cells (unless it is a dash). Column 3 shows

the results if the rules fitness degrees are aggregated. In our case, nine values are

aggregated. The last column shows the results if the fitness degrees of cases are
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aggregated. In the third and fourth column the AM operator is used to calculate

the fitness degree of rules and cases respectively.

Notice that the results of one column are very close no matter which operator

is used. It seems as if the operator used does not affect the final result. However,

this is not the case. The difference between the minimum and maximum of the

input values is (at most 0.03%) indicates that there is a very small deviation in

the input values. Talking about the second column, we find out that there are only

20 values out of the 90,000 making the difference!

Table 6.1: The process fitness degree

Aggregation operator for cells AM of cells AM for rules AM for traces

Min 97.67% 90.10% 97.69%

AM 97.68% 90.11% 97.70%

WAM 97.68% 90.11% 97.70%

A noticeable remark about the results is the difference between the results

of cells and cases on one hand and the results of rules on the other hand. For

instance, if the Min operator is used, the log file fitness degree is 97.67% and

97.69% using the cells and cases values respectively. However, it is 90.10% if the

rules fitness degrees are used for the calculation. This is because the number of

aggregated values (input) in case of rules is very small comparing to that of cells

and cases. By aggregating nine values using the AM operator, the contribution of

each value is 0.11. Whereas, aggregating 10,000 values (in case of cases), the

contribution of each value is 0.00001!

To show the importance of the modeling language used for compliance checking

purposes, we compare our model with the Petri net model for the same process.

Figure6.1 shows the Petri net for the procurement process. It is taken from Jans

work [121], as agreed on with the process manager.

As a procedural model, Petri nets represent sequencing requirements only.

Hereafter, we compare the capabilities of the two process models, i.e. the Petri

net and the business rules. Before starting, we would like to notify the reader that

both models are agreed on with the process manager. Of course, this does not

mean that the process manager has two different prescribed models for the same

process. However, he is restricted with the capabilities of the process modeling

language used in each case. Notice here that using a Petri net, the process man-

ager cannot differentiate between following directly and eventually. Moreover, it
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Figure 6.1: The procurement process Petri net

does not differentiate between proceeding and following. It can just represent the

sequence of activities.

Starting with Rule 1, the rule indicates that a ’Sign’ activity should be followed

by a ’Release’ activity in the future, no matter what is in between (if any). Ac-

cording to the Petri net model, there is a limited number of compliant paths. For

instance, the path
〈
’Sign’, ’GR’, ’Release’

〉
is compliant according to the rule but

not compliant according to the Petri net. Similarly, Rule 5 is represented in the

Petri net with new constraints including what should follow and proceed a ’Release’

activity.

Rules 2,3, and 4 cannot be represented using this type of Petri nets. These rules

can be represented if a colored Petri net is used. However, the Replay technique

reads a Petri net not a colored one. Hence, these requirements are not checked

here. Rules 6 and 7 are yet another two rules that cannot be represented using the

Petri net. The former is a temporal requirement and the later is a compound one.

Rule 8 is represented in the Petri net with some constraints about which activities

should proceed it. The last rule, Rule 9, is weakly modelled. The Petri net shows

that ’IR’ is followed by a ’Pay’. The data value checking which ’IR’ is corresponding

to which ’Pay’ is not considered. Moreover, according to the rule the order of ’IR’

and ’Pay’ is not important. However, it is important according to the Petri net.

Someone may argue that we conduct the comparison here with respect to the

rules. However, it is not the case. Recall that both models are agreed on with

the process manager. The difference between the two representation refers to the

capabilities and limitations of each language. In case of the Petri net, the process

manager has to specify all execution paths. On the other hand, using LTL rules,

the process manager has to specify the violating cases. Even if a colored Petri

net is used, as a procedural model, only specific paths are accepted, others are
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considered non-compliant. Whereas, using a declarative language such as LTL,

everything is allowed unless it is defined as a violating case. Taking into account

the nature of the business world and the flexibility issue, process managers prefer

to keep a balance between compliant processes and flexible execution. This cannot

be guaranteed using a procedural language in which only specific compliant paths

are defined.

We believe that Petri nets are capable of representing the process behavior

in process discovery techniques. Nonetheless, they are weak in representing the

compliance requirements in compliance checking techniques unless there are very

specific paths to follow while executing the process and a flexible execution is not

an option.

6.2 Rule level fitness degrees

Although the process fitness degree can be used as a performance indicator. How-

ever, it does not tell something about the fitness degree of each rule separately;

the most applied rule, the most violated rule, rules that are 100% applied or vio-

lated, etc. To answer such question, we need to check the fitness degree of each

business rule individually. The implemented tool is run different time to compute

the fitness degrees of the nine rules using the different operators. Results are

shown in table 6.2.

Checking the fitness degree of the nine rules, Rule 3 (SOD (GR and IR)) and 8

(Pay should be the last activity) are completely applied. Both rules score a fitness

degree of 1 no matter which aggregation operator is used. On the other hand,

Rule 7 (the Change line rule) is the most violated one. Its fitness degree using

the AM operator for both cells and rules is around 22% whereas the next lowest

fitness degree is around 86%. However, it is checked just in 9.27% of the cases.

Hereafter, we discuss the results of each rule and then compare the results of the

different operators taking into consideration cases in which the rule is not checked.

In addition, we show the importance of considering a dash in the result.

Rule 1 is a sequencing requirement. The rule is checked as much as there are

’Sign’ events in the case trace. This rule is not checked in 9.54% of the log file

which indicates that we have 954 cases in which the ’Sign’ does not appear.

The SOD rules (2-4) cannot be checked if (at least) one of the two activities is

not executed. If the rule is checked, then the result is either 0 or 1. The result is

1 if there is no intersection between the originators of the two activities and zero
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Table 6.2: The fitness degree of the business rules using the different aggregation

operators

1 2 3 4 5 6 7 8 9

Min 50.00% 0.00% 100.00% 0.00% 0.00% 0.00% 0.00% 100.00% 7.69%

AM 99.99% 99.36% 100.00% 99.79% 99.99% 89.63% 22.37% 100.00% 99.89%

WAM 99.98% 98.66% 100.00% 99.79% 99.99% 85.84% 32.14% 100.00% 99.74%

Cases not

checked
954 0 0 0 0 0 9073 0 0

otherwise. Results show that each of the three rules is checked in each case. Rule 3

is completely applied in all traces. Rule 2 is violated 64 times and Rule 3 is violated

21 times. According to the process manager, Rule1 should be checked pairwise.

To explain the idea we will use the following trace as an example: (’Create PO’,

’Sign’, ’Release’, ’Sign’, ’Release’, ’GR’, ..). The originators of the first ’Sign’ and the

second ’Release’ is the same so that its fitness degree against Rule1 is 0. However,

according to the process analyst the result is 0 just in case the originators of the

’Sign’ and its direct follow ’Release’ is the same. Checking the 64 cases (at the cells

level) reveals that none of them is a violation [121]. The result we got shows the

need for a new SOD function in which the segregation of duties is checked pairwise.

As for Rule 4, extra analysis reveals that there are four persons responsible for the

21 violating cases. For further information readers may refer to [121]. Recall here

that the aim is to locate the deviation rather than interpreting it.

Rules 5, 6 and 8 are examples of rules that are checked exactly once in each

case. The results of the three rules is either 0 or 1. No other possibilities. According

to Rule 5, the case is compliant just in case it contains a ’Release’ activity. The

rule is violated only once. Rule 6 is the only temporal rule. The rule is defined to

control the throughput time. It is checked by calculating the difference between

the timestamps of the first and last activity. If the difference is within 60 days

then the case is compliant. Result show that this is the second most violated rule

after rule 7. Over 10% of the cases took more than 60 days to complete. To get

more insight, we run the ’Replay a log on petri net for performance/conformance

analysis’ under prom. Results, see figure 6.2, show that some cases took around

a year before it is completed. These cases need to be checked by the process

manager. Rule 8 is defined to ensure that the last event in each case is of type

’Pay’. The rule is completely applied in all cases.

Rule 7 is the most violated and the least checked rule (less than 10% of the
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Figure 6.2: The distribution of cases throughput time

cases). The rule is a good example to show the importance of considering a dash

in the result of compliance checking technique. Recall here that a dash indicates

that the rule could not be checked. In the log file there are 9073 cases in which the

result is a dash for some reasons. Let us assume that these cases are considered

compliant. Then the new fitness degree using the AM operator would be would

be 92.80% instead of 22.37%. On the other hand, if these cases are considered

non-compliant then the results would be only 2.07%! For a process manager, each

result can lead to a different decision. Hence, we believe that cases in which the

rule is not checked should never be included when calculating the fitness degree.

Finally, Rule 9, is an example of a compound rule in which a sequencing re-

quirement and a data requirement are merged together in one rule. According to

the process manager recommendation, the rule is checked according to the ap-

pearance of the ’Pay’ event. The aim is to ensure that each payment activity has a

corresponding invoice received. This is the most important rule since it is assigned

the highest weight (20%) among all other rules which are assigned 10% for each.

Checking the results at the cells level we found out that the rule is violated in 16

cases with a total of 71 times. The process manager needs to check these cases

thoroughly.
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In what follows we compare the results of the same input using different op-

erators. The results of rules 3 and 8 are discarded in the discussion because the

results are equal no matter which operator is used.

Comparing the results of AM and WAM especially for Rules 6 and 7, the same

input produces two different outputs just because the trace length is considered.

In general, the results of AM and WAM will be close in two cases. First, when the

length of the different traces is close to one value. Second, when the majority

of traces have equal fitness degrees against this specific rule. The first case, i.e

similar lengths, is not applied here. In the log file there are traces of only four

events, on the other hand, there are traces of 202 events. However, the second

case is applied. The results of AM and WAM are equal for some rules, such as

Rules 4 and 5, because the aggregated values are equal. In contrast, there is a

relatively big difference in the results of Rule 7. It seems like long traces are less

compliant against Rule 6, whereas they are more compliant against Rule 7.

With respect to the results we got, the main question is when to use each of

the six operators? And how they can support the different perspectives of process

analysts?

The Min operator can be used when the rule should be followed strictly. This is

the best choice just in the following case: the rule is considered 100% applied if

it is never violated in the entire log.

The AM and WAM are used when the process analyst aims at checking to which

extent a rule is applied. A fraction in the result indicates that the rule is partially

applied. Choosing AM or WAM depends on different factors such as the nature

of the process under investigation and the business rules defined. If the process

analyst believes that long traces are expected to have more deviations then he

should use the WAM operator. Notice here that this could be the case when the

rule can be checked more than once such as Rule 1 in our example. However, it is

not possible for rules that are checked exactly once such as rules: 5 and 8. Rule

6 is an exception here since it is defined to check the trace length.

To test the relation between the number of occurrences and the results of AM

and WAM, we run the tool again using the WAM as an aggregation operator at the

cells level. Results show a very small deviation in the result. This needs more

investigation in the future.
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6.3 Case level fitness degree

A log file which is 98% compliant indicates that there are some non-compliant

cases. Checking the fitness degree at this level, i.e case level, can help process

managers get insights and check the fitness degree of each case individually. A

non-compliant case could be a fraudulent one. In this work, we propose three

metrics to check the compliance of one case: Min, AM and WAM. The measure

to use is selected according to the process manager perspective. Using the WAM

operator, rules are assigned weights according to some input from the process

manager.

The implemented tool is used to compute the fitness degrees of the 10,000

cases. The AM operator is used to compute the fitness degree at the cells level. A

general look at the results shows that each case is checked against at least one rule.

No dashes in the result. Almost, 85% of the 10000 cases score a fitness degree =

1. The results of the AM and WAM operators are very similar. The weights defined

by the process manager are in order: (10%, 10%, 10%, 10%, 10%, 10%, 10%,

10%, 20%). Recall here that the AM operator can be seen as a special case of

WAM in which weights are equal. In addition, when there is a very small deviation

in the input, such as our case study here, the output is not affected heavily by the

operator used. Notice here that cases in which the rule could not be checked are

not considered in the calculation.

6.4 Cell level fitness degree

The cell fitness degree represents the fitness degree between a specific case and a

business rule. This value is affected by the number of occurrences. Three aggre-

gation operators are used for this purpose: Min, AM and WAM. The weights in the

WAM operator are assigned automatically according to the position of occurrence.

In our case study, we compare the results of AM and WAM for Rule 9 to study the

effect of the occurrence location. We found out that the deviation between the

results of AM and WAM operators is at most 0.16. Rule 9 is selected because of

the number of occurrences. Most of the other rules are checked at most once.

Thus, the output of the four operators are not comparable.

Normally, process analysts start their analysis from an abstract level. Hence,

this metric is not used unless a deviation at the higher levels is detected. That being

the case, this metric can be used to support the analyst with further diagnostic
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information.

6.5 Conclusion

In this chapter we have used the Flexible Compliance Auditing Framework to check

the compliance of a real data set. The cooperative organization is an international

financial services provider. The log file contains information about 10,000 cases

extracted from the procurement process operational databases. The process man-

ager provides a process model of nine business rules. The process model is pre-

sented by means of the BRCA language presented in chapter 3. The implemented

tool is run to measure the fitness degree at the different levels of abstraction. Re-

sults show the importance of providing different aggregation operator to measure

the fitness degree. Process managers can select the suitable operator according

to the semantic they have.





Chapter 7

Clustering Based Compliance

Checking Approach

In compliance auditing literature, existing techniques provide an overall fitness

degree measuring the fitness degree of the entire log file. The computed degree

cannot distinguish between cases that are more compliant with the designed pro-

cess and those which are less compliant. By investigating the included cases, we

may find that there are some common characteristics between the less compliant

cases. For example, in the procurement process, we may find that most of the

less compliant cases are created by a single person or that they are purchased by

the same group. Revealing such relations would be a good start for process man-

agers to investigate these cases in depth. According to the investigation results,

managers can take some actions to improve the process in the future. To this end,

we propose a clustering based compliance checking approach in which the log file

is clustered before the process compliance is checked.

We believe that clustering the log file before compliance checking can reveal

important diagnostic information [122, 123]. Hence, we introduce a clustering

based compliance checking approach in which the log file is divided into a set of

sub-logs before the process compliance is checked. Next, the fitness degree of

each generated cluster is measured separately and compared with the fitness de-

gree of the entire log. Generated clusters are profiled according to some features

to find the common characteristics. We assume that clusters with lower fitness de-

gree with respect to the overall fitness degree have some common characteristics

which leads to, relatively, less compliant cases. The proposed approach is applied

125
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to the procurement process discussed in chapter 6.

This chapter is organized as follows: first, we discuss clustering techniques in

the process mining field and made a decision about which is the most suitable

clustering technique for this research. Next, we use the multi-perspective compli-

ance checking technique proposed in Chapter 6 to measure the fitness degree of

each cluster separately. Fitness degrees are calculated for the entire cluster and

per rule. Later, the generated clusters are profiled according the process manager

recommendation. Finally, the results are discussed and some recommendations

are made.

7.1 Clustering in process mining

To the best of our knowledge, two clustering techniques are introduced in the pro-

cess mining literature: sequence clustering and trace clustering. Using sequence

clustering, the log file is divided into k clusters according to the similarity of se-

quences. However, trace clustering techniques use a set of features to measure

the similarity between the process instances. Similar cases are grouped together

in one cluster.

Sequence clustering was first developed in bioinformatics to group large protein

data sets into different families [124]. Later on, the idea is applied in the process

mining field to study the different behaviors within a single process [125, 126]. It

is useful to discover the behavior of different traces in the log file and divide them

into clusters. Hence, it is applied to deal with spaghetti models [127].

Initially, the sequence clustering algorithm generates k number of clusters

where each cluster is associated with a Markov chain model. After the clusters

and their corresponding Markov chains are generated, each individual sequence in

the input log file is assigned to one of the generated clusters. To assign a given

sequence to a cluster, the probabilities of all generated clusters to produce this

sequence is computed first. The sequence is assigned to the cluster with the high-

est probability to produce this specific sequence. In a next phase, these steps are

repeated in an iterative Expectation-Maximization procedure to re-estimate the

models. The sequences assigned to a cluster are used to re-estimate the Markov

chain of that cluster. This produces more accurate models to be used to assign

the sequences again in the next iteration. By repeating the procedure again and

again, the models (Markov chains) become more stable which no longer change.

The final output Markov chains are the models that represent the behavior of its
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associated cluster [125].

As for trace clustering, it is a hierarchical clustering technique. First, the traces

are assigned to different clusters. Next, similar clusters are combined together

until it ends up with one single cluster. In process mining, trace clustering is

used to support both process discovery and conformance checking. In [123], the

authors propose a process discovery technique based on trace clustering. The au-

thors in [128] presnet a trace clustering approach based on profiling the traces.

To compute the distance, a combination of bag-of-activities and k-gram is used.

Bose et al. [129] propose a generic edit distance based approach to measure the

(dis-)similarity between two sequences. The edit distance (also called Levenshtein

distance) between two sequences is defined as the minimum number of edit op-

erations needed to transform a sequence into the other. An edit operation, in this

context, can be an insertion, deletion, or substitution of two events. The minimum

variance criteria is used to choose the two clusters to be combined.

In this work, we use a trace clustering technique to cluster the log file. Se-

quence clustering is discarded for two reasons. First, it does not consider any

dimension other than the sequencing one. However, we aim at checking the four

types of compliance requirements. Second, sequence clustering is used in a pre-

vious work [130] for the same purpose and it did not provide promising results.

7.2 Clustering based compliance checking approach

In this section, we describe the clustering based compliance checking approach. In

a first step, we cluster the log file into more homogeneous subsets. Next, we used

the multi-perspective compliance checking technique (See Chapter 4) to compute

the fitness degree for each cluster separately. The fitness degrees are calculated

at two levels, the entire log and the rules. Next, the results are compared with

those of the original log file. Finally, we profile each cluster according to the process

manager recommendation to find out the common characteristics. This way mutual

benchmarks are created. Process analysts are provided with multiple compliance

degrees and therefore gains insights in the compliance of separate groups. By

analyzing the characteristics of a cluster with a higher/lower compliance degree,

insights on compliance determinants are developed.
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7.2.1 Clustering the log file

As mentioned earlier, trace clustering is chosen to divide the log file into k clus-

ters. The value of (k) is predefined by the user as an input parameter to run the

clustering algorithm. But, how to determine the value of (k)?

This question has no general answer in the data mining field because each

data set has its own case. In practice, the clustering algorithm is run different

time and then, according to the results, the data analyst determines the most

suitable solution. In this research, we leave this decision to the process analyst

because he/she has the highest level of understanding the process under analysis.

However, we provide a recommendation, later on, which can help in making the

decision.

In our case, the fitness degree of the original log file is 97.68%. The majority

of cases (almost 85%) are 100% compliant regardless of the aggregation operator

used. With respect to the proposed clustering based approach, these cases should

be assigned to one cluster. Accordingly, the clustering result should contain one

big cluster and that cluster should have a fitness degree higher than that of the

original log because it contains the most fitting cases.

We started running the clustering technique with k = 2 and stopped at k = 7.

The number of cases in each cluster is recorded in Table 7.1. When running the

technique with k = 7 we noticed that the big cluster generated in the previous run,

i.e. 6 Clusters, is divided into, relatively, two big clusters. This indicates that the

most fitting cases are not grouped together in one cluster any more. This is an

important remark to determine the value of k. In our case, the majority of cases

are 100% compliant. Accordingly, we made the decision to stop incrementing value

of k when the big cluster, which we assume it contains these compliant cases, is

divided into two big cluster.

Notice that each time the value of k is incremented by one, one of the clusters

in the previous output is divided into two clusters. For example, the 9900 cases

in (3 clusters run time) is divided into two clusters one with 9815 cases and the

other with the remaining 85 cases in (4 clusters run time). This is because trace

clustering is a hierarchical clustering technique as mentioned earlier.

Although our results cannot be generalized because each log file has its own

cases. However, we can end up with a general recommendation to help process

analysts determining the value of k. Start running the clustering technique with

k = 2 and increment the value by one each running time. Each time you run the

algorithm, you need to write down the number of cases assigned to each cluster.



7.2. CLUSTERING BASED COMPLIANCE CHECKING APPROACH 129

In addition, you need to check the fitness degree at the case level to have an

idea bout the compliance of recorded cases individually. It would be better if you

can run the framework presented in chapter 4 to measure the fitness degree of

generated clusters. However, this is not necessary. Notice that, according to the

clustering based approach, fitness degree is measured after clustering the log file.

Once you have the results of different run times and an idea about the fitness

degree of individual cases, then you need to stop when the clustering results show

that the majority of cases are divided into two clusters. In case you want to check

the fitness degree of generated clusters, then you need to stop when you find a

cluster with fitness degree higher than the process fitness degree.

Table 7.1: The number of clusters generated at each run time to determine the

best value for k

2 Clusters 3 Clusters 4 Clusters 5 Clusters 6 Clusters 7 Clusters

Cluster 1 51 51 51 51 12 12

Cluster 2 9949 49 49 49 39 39

Cluster 3 — 9900 85 85 49 49

Cluster 4 — — 9815 138 85 85

Cluster 5 — — — 9677 138 138

Cluster 6 — — — — 9677 5362

Cluster 7 — — — — — 4315

The log file is divided into six sub-logs using the guide tree miner plugin un-

der ProM version 6.5.1. For clustering, the plugin is configured as follow: entire

trace as a feature type, the generic edit distance as a distance metric and the Min

variance as a join type of agglomerative hierarchical clustering [129].

7.2.2 Measuring compliance

After clustering the log file, the fitness degree of each cluster is checked separately

using the implemented tool. The fitness degrees are checked at two levels: the

entire log and the rules. The others, i.e. cases and cells, are discarded because

comparing their results is not applicable. For comparison reasons, we prefer using

one of the median operators to avoid any bias. Among the two median operators,

i.e. AM and WAM, we choose the AM function because we wanted to treat all traces

equally regardless of their length.

1. The entire log: the fitness degree of the entire log for each cluster is mea-

sured and then compared with the fitness degree of the parent log. Results
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are shown in table 7.2. As mentioned earlier, the AM is used as an aggre-

gation operator. To measure the fitness degree of the entire log, the fitness

degrees at the cells level are used as input. Recall here that the fitness de-

gree of the entire log is calculated by aggregating the fitness degrees at one

of: cells, rules, or cases.

Table 7.2: Fitness degrees of the generated clusters and the original log

Percentage of cases The entire log fitness degree

Cluster 1 0.12% 91.16%

Cluster 2 0.39% 89.36%

Cluster 3 0.49% 83.48%

Cluster 4 0.85% 90.84%

Cluster 5 1.38% 88.37%

Cluster 6 96.77% 98.00%

The original log 100% 97.68%

Results reveal a noticeable remark. The largest cluster is the only one for

which the fitness degree is higher than that of the original log file. On the

other hand, the fitness degrees of all other clusters are lower than that of

the parent log. Results indicate that the most fitting cases are grouped in

one cluster. This goes with our assumption when clustering the log file and

selecting the most suitable value for k, i.e. the number of generated clusters.

2. Rules: the rules’ fitness degrees are measured for each generated cluster.

Results are show in table 7.3. Notice that the results of rules 3 and 8 are not

given in the table because the two rules are 100% applied in the parent log.

The discussion will be narrowed to include three rules only: 6, 7 and 9. The

others are discarded for the following reasons.

(a) Rule 1 is discarded because the violating cases are divided into three

clusters. Additionally, there is a slight difference in the results of these

clusters and the parent log.

(b) Rule 2 is discarded because, as mentioned earlier, the rule is not violated

according to the process analyst.

(c) Rules 3 and 8 are discarded because they are 100% compliant in the

entire log.

(d) Rules 4 and 5 are discarded because the cases in which these rules are

violated are grouped in one cluster, the largest one, containing 96.77%



7.2. CLUSTERING BASED COMPLIANCE CHECKING APPROACH 131

of the cases. Hence, the results cannot be compared.

Table 7.3: The fitness degrees of each cluster against each of the nine rules

Rule 1 Rule 2 Rule 4 Rule 5 Rule 6 Rule 7 Rule 9

Cluster 1 100.00% 100.00% 100.00% 100.00% 33.33% 66.67% 100.00%

Cluster 2 100.00% 97.44% 100.00% 100.00% 20.51% 88.89% 97.05%

Cluster 3 99.49% 53.06% 100.00% 100.00% 26.53% 36.36% 99.32%

Cluster 4 100.00% 98.82% 100.00% 100.00% 50.59% 14.29% 90.68%

Cluster 5 99.64% 73.91% 100.00% 100.00% 32.61% 91.43% 100.00%

Cluster 6 99.99% 99.97% 99.78% 99.99% 91.45% 18.69% 99.99%

Original log 99.99% 99.36% 99.79% 99.99% 89.63% 22.37% 99.89%

Before going to the next step, we would like to consider the number of not

checked cases for each of the three rules: 6, 7 and 9. Recall here that using the

AM operator, the number of cases that are not checked affects the fitness degree

measure. Starting with Rules 6 (the 60 days rule) and 9 (the Pay _IR rule), their

results are never affected. Both rules are checked in each specific case in the

entire log. In contrast, Rule 7 (the Change line rule) is strongly affected by this

factor. The rule is not checked in over 90.73% of the cases recorded in the parent

log. Only 927 cases out of the 10,000 cause the deviation in the results. However,

these cases are divided into 6 clusters. Notice, here that since there are no dashes

in Rule 7 column then each cluster has a share of these 927 cases.

After this discussion, the results table is eliminated to include the results of

rules: 6, 7, and 9 in addition to the number of cases in which Rule 7 is checked in

each cluster.

Table 7.4: Fitness degrees of each cluster against rules 6, 7, 9 and the original log

file

Rule 6 Rule 7 Rule 9 entire log

Cluster 1 33.33% 66.67% 100.00% 91.60%

Cluster 2 20.51% 88.89% 97.05% 89.36%

Cluster 3 26.53% 36.36% 99.32% 83.48%

Cluster 4 50.59% 14.29% 90.68% 90.84%

Cluster 5 32.61% 91.43% 100.00% 88.37%

Cluster 6 91.45% 18.69% 99.99% 98.00%

The original log 89.63% 22.37% 99.89% 97.68%

By comparing the results in the table we could prove our point of view that

the overall fitness degree is not representative enough to measure the process
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compliance. The fitness degrees against individual rules could reveal much more

information about violating cases. For instance, although Cluster 6 is 98% compli-

ant and Cluster 5 is only 88.37% compliant, however, the result of the two clusters

against Rule 7 tells something totally different. Cluster 6, which is the most fitting

one, records the second lowest fitness degree (18.69%) among all other clusters.

Whereas, Cluster 5 records the highest fitness degree against the same rule.

Similarly, the results of rules 2 and 4 reveal that the overall fitness degree is

not enough to measure the conformity degree. Although the two clusters have

a relatively close fitness degrees (89.36% and 90.84%), however, their fitness

degrees against the individual rules are not close. Cluster 2 has the lowest fitness

degree against Rule 6. However, is has the second highest fitness degree against

Rule 7. In contrary, Cluster 4 has the second highest fitness degree against Rule

6 whereas it records the lowest fitness degree against Rule 7. Notice that the

number of checked cases is considered when comparing the results of Rule 7 to

make sure that it did not affect the fitness degrees. As for Rule 9, there is also

a relatively high difference between the fitness degree of the two clusters against

this rule.

Notice that by clustering the log file, the most fitting/violating cases against

one specific rule are grouped together in one cluster. This way, the procedure

of analyzing these cases becomes much easier. In the next step, we profile the

six clusters to find out the common characteristics between clusters with relative

high/low fitness degree to get insights.

7.2.3 Profiling the clusters

The output of the previous two steps is a set of clusters with their corresponding

compliance degrees. In this step, we profile the clusters by means of case infor-

mation to have a closer look at the characteristics of each cluster. The selected

information depends on the case under study. However, some recommendations

from the process managers would be a good start. The recommendations in this

case will be a set of attributes that the process manager thinks might affect the

compliance degree whether positively or negatively. The output of this step will

be a set of relations between the compliance degree and the selected attributes’

values such as the cluster where the majority of cases created by the originator X

have a lower compliance degree.

In our case study, four attributes are analyzed according to the process man-

ager recommendation. These are: the document type, the purchasing group (PG),
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the purchase order (PO) value and the purchase order (PO) creator.

1. Document type

Starting with the document type, there are mainly five types of documents.

Each case is related to only one type. Originally there were nine types but

the remaining five are discarded because of having very low frequencies. The

idea behind discarding the less frequent values of document types is that the

number of cases for these types is not enough to do the comparison so that

including them does not add a value to the results.

Figure 7.1 shows the distribution of document types over the six clusters.

The values are normalized over the document types count to overcome the

large difference in the number of each type in the six clusters and therefore

to better represent the results. The normalization was done by dividing the

number of each document type in one cluster by the total number of this type

in the entire log file. Moreover, the values related to cluster 6 are divided by

10 to better visualize the values in other clusters. This was necessary because

a relatively high number of cases fall under cluster 6. The normalization

described here is applied to all other attributes for the same reasons.

Figure 7.1: The distribution of document types over the six clusters

The distribution shows that cluster 1 is dominated by document type FO and

that document types: MA, NB, FSD does not appear in this cluster. Cluster 2

is dominated by DI and does not contain any case of MA or NB. As for cluster
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3, the both DI and NB appears with close distribution. However, FSD and MA

do not appear in the cluster. Cluster 4 contains all types of documents. The

most frequent one is MA and then DI. Similarly, Cluster 5 is dominated by

MA and DI. However, unlike Cluster 4, the percentage of DI is higher than

that of MA.

FO is the most frequent one. It appears in more than 75% of the cases in the

original log. On the other hand, MA is the least frequent one among these

five types. Recall here that we discarded four types because of having very

low frequencies.

2. Purchasing group

There are mainly 11 purchasing groups registered in the original log file. Only

seven groups are considered in the analysis. Again, the remaining four are

discarded because of their low frequencies.

Figure 7.2: The distribution of purchasing groups over the six clusters

The PG LOG is the most frequent one (more than 78% of the cases). Results

show that Cluster 1 is dominated by OBS. Both clusters 2 and 3 are dominated

by ISE.

3. PO value

According to the process manager recommendation, the purchase order val-

ues are categorized into 4 using the thresholds 1,000, 1,250 and 12,500. We
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profiled the four clusters according to the values of these four attributes.

Figure 7.3: The distribution of PO values over the six clusters

Figure 7.3 shows the distribution of each category with respect to the original

log. Results show that the cases in clusters 1 and 2 are all under category 4.

The cases assigned to cluster 3 are mostly under category 4.

4. PO creator There are 81 different PO creators, most of them are less fre-

quent (74 creators). However, these could not be discarded because, in total,

they have the probability of 17% in the original log. So, they are treated as

one group called others.

Figure 7.4 shows that the ’others’ PG are assigned to all clusters.

7.3 Results discussion

We summarize the results obtained by profiling the clusters in table7.5. The table

presents the main characteristic captured by each of the six clusters. The analyzed

characteristics included the most represented type of attribute and the most vio-

lated rule (measured by the fitness degree of the rule) for each cluster. Using this

table, we aim at explaining the correlation between the clusters, the attributes,

and the fitness rules. This correlation will point out the clustering role in identify-

ing certain combinations of attributes that will affect certain fitness rules and will

lead to a lower fitness values. Notice here that the fitness degrees of the entire
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Figure 7.4: The distribution of PO creators over the six clusters

log is not considered since the rules results are more representative as discussed

earlier in the chapter.

Table 7.5: Summary of profiling results

Cluster Rule with Rule with Dominant Dominant Dominant Dominant

lowest fitness second lowest doc. type PG PO value PO creator

degree fitness degree Category

Cluster 1 R6 R7 FO, DI OBS, RBB 4 others

Cluster 2 R6 R7 FO, DI ISE, Build. 4 others

Cluster 3 R6 R7 NB, DI ISE, Build., RBB 4, 2 G51429, others

Cluster 4 R7 R6 MA, DI ISE, Build., Branches 4, 1 others, U21356, U32028

Cluster 5 R6 R7 MA, DI ISE, Buil., RBB 4, 3 others, G77089,

U32028

Cluster 6 R7 R6 FO, DI, Log, Branches, RBB 3, 1 U47966, G13254, U65500

FSD MMSDBATCH, U45859

The results indicate that there is a general detection of document type ’DI’,

purchasing groups ’Buildings’ and ’ISE’ (except Cluster 1), PO value ’category 4’

(except Cluster 1), and PO creator ’others’ in all clusters with lower fitness degrees.

Moreover, the distribution of the PO creators in the most fitting cluster ’Cluster 6’

is the lowest! This indicates that the appearance of PO creator ’others’ in the

other five clusters affects their fitness degrees negatively. Recall here that ’others’

groups the less frequent PO creators in the entire log file. Thus, we assume that

these creators do not have enough experience to perform the procurement process

which in turn leads to lower fitness degree.
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The most noticeable remark in the table is the clear representation of certain

patterns in the cases included in each cluster. For example, clusters 1 and 2 contain

common document types, PO value categories and PO creators. However, the two

clusters record different fitness degrees. Cluster 1 is dominated by PG ’OBS’ and

’RBB’. However, Cluster 2 is dominated by PG ’Buildings’ and ’ISE’. This maybe

the reason behind the difference between the results of the two clusters against

Rule 6. The rule is only 20.5% applied in Cluster 2 whereas it is 33.3% applied in

Cluster 1. Recall here that Rule 6 is the rule to check the throughput time. Thus,

it could be the case that these purchasing groups consume extra time.

Cluster 3 represents the pattern where Document type ’NB’, PG ’ISE’ and ’RBB’,

PO value ’Category 2’, and PO creator ’G51429’ appear. This indicates that cluster

3 grouped the cases with lower fitness degree (related to rule 6 and 7) caused by

this pattern.

The highest Rule 7 effect on the fitness degree was isolated in clusters 6 and

then 4. A noticeable remark about the distribution of the two clusters is that these

are the only clusters containing cases of PO value ’Category 1’. In cluster 4, this was

associated with document type ’MA’, PG ’ISE’ and ’Branches’, PO value ’Category

1’, and PO creators ’U21356’ and ’U32028’. In Cluster 6, this was associated with

document type ’FO’ and ’FSD’, PG ’Log’, ’Branches’ and ’RBB’, PO value category ’3’

and ’1’, and PO creators ’U47966’, ’G13254’, ’U65500’, ’MMSDBATCH’, ’U45859’.

Regarding Rule 9, cases in Cluster 4 were the most violating cases and then

those in Cluster 2. Comparing this with the results of clusters 1 and 5, which are

100% compliant against the same rule, we noticed that PG ’RBB’ does not appear

in Cluster 2 and has a relatively small distribution in Cluster 4. We assume that

the presence of this PG affects the fitness degree positively.

7.4 Conclusion

In this chapter we present a new approach for compliance auditing based on clus-

tering. The idea is to cluster the log file and then check the compliance of generated

clusters. Later on, the clusters are profiled to reveal common characteristics in the

least compliant and most compliant clusters. The aim is to provide diagnostic in-

formation about the reason behind violation. This chapter can be seen as a first

step towards extending this research in the future to support the process manger

with diagnostic information.





Chapter 8

BRCA Tool

The BRCA tool is developed as an implementation for the Flexible Compliance Au-

diting Framework. The tool can be used by process analyst to check the compliance

of executed processes with respect to a normative model. The log file should be

in the xml format. The normative model which is a BRCA model is a file with the

extension *.br. It contains the set of business rules that should be checked. The

tool provides the ability to create a new model, save it, and load a predefined

one. However, to measure the fitness degree the the normative model is required.

The output of the tool is a csv file containing the fitness degrees at all levels of

abstraction. The tool is developed using the C#.net programming language.

Figure 8.1 shows the main screen. To run the tool, the user should have the

log file in xml format. Other formats are not supported for the moment. However,

if the log file is an mxml file or an xes file then they can be converted to an xml file

easily by changing the extension. In some cases, the structure of the mxml does

not work properly this way. In such cases, we recommend converting the file into

xes file first using the ProM tool [119] and then change the extension.

Once the log is located, it is parsed and then the tool is tuned according to the

recorded cases. In case the file could not be parsed, then the message (Cannot

parsed the selected XML file) appears to notify the user. Once the log file is parsed,

the business rules can be defined. The user has two options at this stage; he/she

can either build the model from scratch, or open a predefined model using the

(Load) option. In the former case, the new model can be saved to be used later.

The normative model is a BRCA model with the extension (*.br). To build a new

BRCA model, the tool provides a set of predefined rules representing the most

frequent checked requirements as shown in figure 8.2.
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Figure 8.1: The main screen of the BRCA tool

Figure 8.2: List of predefined business rules
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Selecting one of the rules, the user needs to tune the parameters according to

his/her needs. For instance, if the rule: If A exists then B exists where A(X) =

B(Y) is selected, then the user should select the values of A, B, X, and Y among a

list of values such as shown in Figure 8.3. Notice that there is no need to type the

values of the parameters. Expected values are listed next to their corresponding

parameters. Users can just select the values from the list.

Figure 8.3: Tuning parameters according to the selected rule

Once the model is ready to use, the user needs to select a suitable aggregation

operator which has a proper semantics (see figure 8.4). In case the WAM operator

is selected to measure the cases fitness degree, then the user can tune the weights

according to the importance of each rule.

After setting the process model, the tool can be run to measure the fitness

degrees. For this purpose, the user needs to press the (Save matrix) button and

choose a suitable location to save the output file. The output is an excel file contains

the fitness matrix such as shown in Figure 8.6.
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Figure 8.4: Selecting the suitable aggregation operator
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Figure 8.5: Assigning weights to WAM operator to measure the cases fitness de-

grees
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Figure 8.6: Fitness matrix



Chapter 9

Conclusion and Future Work

Compliance auditing techniques are of high importance for process managers.

They can help them analyzing the performance of their executed processes. The

result is a good indicator to evaluate the organizational performance. Although ex-

isting techniques provide quantitative metrics to measure the conformity between

a log file and a set of executed processes. However, they have some important

limitations. The study of the literature reveals the need for a flexible approach for

compliance auditing which can be customized to meet the process analyst needs.

Some major factors have been underestimated in the exiting work such as the

flexibility of execution, the different interpretation for a compliant process, and

the ability to check the compliance at different levels of abstraction.

In this work we present our Flexible Compliance Auditing Framework to support

the business world with more applicable metrics. The framework provides different

semantics for a compliant process. Hence, it can be used to check the compliance

taking into consideration the business context in which it is applied. The devel-

oped framework supports the business world with a fitness measurement technique

which can be customized according to the process under investigation. This en-

ables the process analysts to consider important factors affecting the procedure

such as: the nature of the process under investigation, the different perspective of

process analysts when interpreting the results of compliance auditing techniques,

the balance between ensuring process compliance and flexible execution, and the

dynamic nature of the business world.

Flexibility and compliance are conflicting terms. Keeping the balance between

them is not easy. In this work, we handle the flexibility issue in two ways: firstly,

we use a new declarative language called the BRCA language which we developed
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to represent the compliance requirements. Hence, the process can be executed

in a very flexible way. Notice here that procedural models and flexible execution

never meet. Secondly, we define different functions to measure the fitness degree

of executed processes with respect to the normative model. Selecting the suitable

function is left to the process analysts. This way, they can customize the fitness

measurement technique according to their needs.

The BRCA language is introduced to represent the compliance requirements for

compliance auditing purposes. The study of the declarative languages used in the

literature reveal the need for a new language. Existing languages have two main

problems which make it difficult to use one of them in this research: 1) they do not

provide the ability to represent cases in which a business rule cannot be checked,

2) they do not allow formulating rules that can be checked at the occurrence level.

Hence, the BRCA language is introduced to overcome these limitations. Using

BRCA, the process analyst can define a set of business rules. Each of which can

be checked at different levels of abstraction. In addition, it provides the ability to

represent when the rule is applied, violated, or cannot be checked!

Given a log file and a BRCA model, the fitness degree can be measured at four

levels of abstraction: process, rule, case, and cell (one case against one business

rule). These metrics are formulated using different aggregation operators. Each

operator provides a different semantic. This is an important feature for process

analysts. It provides them with fitness metrics that match the context in which

they are applied. In addition, the proposed technique considers the different types

of compliance requirements. This is another added value for using a declarative

language other than flexibility.

Moreover, to the best of our knowledge, this is the first work to introduce the

concept of ”not checked rules”. Not checked rules are those that cannot be checked

in an executed process. Previously, these processes are considered either compli-

ant or non-compliant. We believe that these cases should be treated differently.

However, this concept needs more investigation. For the moment, these cases

affect the result when using an averaging aggregation function.

In addition, we propose a new clustering-based approach to provide diagnostic

information for compliance auditing. The idea is to cluster the log file and then

check the compliance of each cluster individually and then profile the clusters to

reveal common characteristics. The results provide diagnostic information about

the reasons behind violations.

The developed framework is evaluated by means of a synthesized data set for
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the loan approval process and a real data set for the procurement process. Re-

sults show the importance of providing different semantics to measure the fitness

degree.

Future Work

Although the framework developed in this research has solved the limitations de-

tected in the existing work, however, nothing is complete. This work can be further

improved in a number of ways:

1. Extend the framework to provide diagnostic information: the framework can

be extended to support the user with diagnostic information. The idea is

to include the clustering based compliance auditing technique presented in

chapter 7 in the developed framework. Notice that, for the moment, the two

sides are not integrated. Process analysts can use each of them separately.

2. Find a neutral element which can replace the dash in the fitness matrix:

currently, when a case cannot be checked against one of the rules, a dash

is assigned to the corresponding cell. However, when measuring the fitness

degree at higher levels, these dashes affect the result. Assume that we

need to measure the fitness degree at the case level for two cases C_1 and

C_2 and that the process model contains 5 business rules. Lets assume

that C_1 could be checked against one of rules only and that this rule is

applied in that case. C_2 could be checked against the five rules, two of

them are applied and the remaining are not. That being the case, the fitness

degree of C_1 and C_2 would be 1 and 0.4 respectively. Notice that the

C_1 is considered completely compliant although it is applied in only one

rule, whereas, C_2 is partially compliant although it is applied in two rules.

We believe, as mentioned earlier, that it is important to distinguish checked

cases from others. However, it should be handled in a different way when

measuring the fitness degree using an averaging aggregation operator.

3. Enrich the BRCA language with the contrary-to-duty (CTD) feature. Due to

the dynamic nature of the business world, violations is normal to occur. How-

ever, a violation is not always an error. Thus, CTD is used to represent a

reparation chain. In this context, a reparation chain is the secondary obli-

gation which needs to be activated as a response to violating the primary

obligations.
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4. Define some thresholds between 0 and 1 to categorize the measured pro-

cesses accordingly. In this research we define the fitness degree to be a

value between 0 and 1. Defining some thresholds can help process analysts

categorizing their business processes, process instances and business rules

into predefined categories according to their fitness degree. For instance, we

can define the thresholds: 0.35, 0.75 to categorize cases of the procurement

process. Accordingly, cases with fitness degrees below 0.35 are categorized

as low compliant, cases with fitness degrees between 0.35 and 0.75 are cat-

egorized as moderate compliant and the remaining cases are categorized as

high compliant. Notice that each process should have its own thresholds to

keep on the flexibility feature of the work and that these thresholds should

be defined taking into consideration the process analyst point of view.



Appendix: The Syntax of

BRCA Language

1. Variables

1.1. Declaration

Variables are allocated on their first use and initialized with 0, there is

no need to declare them explicitly.

1.2. Identifier

Variable identifier should match the following regular expression:

[a-z]+[a-z0-9]1,63

2. Expressions

2.1. Arithmetic Expression

Any arithmetic expression should satisfy the following grammar:

Arithmetic_Expression Term Expression’

Arithmetic_Expression’ +Term Arithmetic_Expression’ |-Term Arithmetic_Ex-
pression’ |

Term Factor Term’

Term’ *Factor Term’ |/Factor Term’ |

Factor Identifier |Number |true |false |null |(Arithmetic_Expression) |(Con-
ditional_Expression)

Number 0 |[1-9] Number’

Number’ [0-9] Number’ |

true and false factors evaluate to 1 and 0 respectively in arithmetic ex-

pressions.
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2.2. Assignment Expression

Variables can be assigned an expression using the following grammar:

Assignment Expression Identifier = Expression

2.3. Conditional Expression

Conditional_Expression Condtional_Term Conditional_Expression’

Conditional_Expression’ or Condtional_Term Conditional_Expression’ |
Condtional_Term Factor Condtional_Term’

Condtional_Term’ and Factor Condtional_Term’ |(Conditional_Expres-
sion) |
Condtional_Term’’ |
Condtional_Term’’ not Factor |not (Condtional_Expression) |not (Arith-
metic_Expression) |
null and number 0 are treated as false in conditional expressions, whereas

any other number is treated as true.

3. Functions

3.1. Count Function

count(x in y):

x: an event type (?).

y: a trace

return: the number of occurrences of x in trace y.

3.2. Exist Function

exist(x in y):

x: an event type.

y: a trace.

return:

true: if there exists at least one event of type x in y.

false: otherwise.

3.3. First Function

first(x in y):

x: an event type.

y: a trace.

return: the first event of type x in trace y.
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3.4. Follow Function

follow(x,y):

x: an event.

y: an event type.

return: the first event of type y that eventually follows the event x, or

null if no such event.

3.5. Last Function

last(x in y):

x: an event type.

y: a trace.

return: the last event of type x in trace y.

3.6. Length Function

length(x):

x: a trace.

return: the number of events in trace x.

3.7. Next Function

next(x):

x: an event.

return: the next event in the same trace of x, or null if x is the last

event.

3.8. Position Function

position(x):

x: an event.

return: the 1-based index of event x in the trace.

3.9. Prev Function

prev(x):

x: an event.

return: the previous event in the same trace of x, or null if x is the first

event.
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