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Abstract. The efficiency of e-mail campaigns is a big challenge for any e-

commerce venture in terms of the response rate of e-mail campaigns and cus-

tomer segmentation based on loyalty.  Data mining techniques are useful tools 

to extract customer information related to response rate from e-mail campaigns 

data. This study aims at predicting customer loyalty and improving the response 

rate of e-mail campaigns, specifically open rate and click through rate, using 

data mining techniques such as logistic regression and clustering. 

The models are trained using chi square and logistic regression techniques to 

detect the effect of customers’ loyalty based on their demographic and behav-

ioural characteristics. Furthermore, a clustering technique is used to segment 

customers based on their behavioural characteristics . The models reported sat-

isfactory results in predicting customer loyalty based on open rate and click 

through rate values. In addition, the clustering of customers suggest that com-

panies will have a better understanding of their customers in terms of their de-

mographic and behavioural characteristics. The response rates also increase at 

the preferred moment at which e-mails should be send to customers in email 

campaigns. 

 

 

Keywords: E-business, e-mail campaigns, logistic regression, chi square, open 

rates, click through rates. 

1 Introduction 

Due to the rapid development and popularization of internet use, e-commerce and 

online shopping have grown extraordinarily [1]. In this paper we understand e-

commerce to be the buying and selling of products or services through electronic 

media, such as Internet and other computer networks [2].  

One important element of e-commerce practices is web advertising, through which 

companies can deliver advertisements directly to customers using different channels 

such as e-mail campaigns and contextual advertising [3].  

The appeal of e-mail communication as a direct channel to talk to customers is 

double: cost effectiveness and time efficiency [4].  However, if companies want to use 
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e-mail as a direct communication channel with their customers, they need to under-

stand the process through which e-mail campaigns affect customers' attitudes and 

behavior thoroughly [5]. This knowledge can then be turned into a competitive ad-

vantage by optimizing the design of e-mail campaigns. 

This subject has attracted much attention in recent years. But although e-mail mar-

keting research studies have been conducted either by online surveys, by in-depth 

interviews, by controlled experiments or by tracking behavior patterns such as click-

through links and the visiting patterns, few of these studies have really investigated 

the effects of e-mail characteristics on consumer attitudes and behavioral intentions 

[6]. 

Loyalty and response rates have been an important focus of attention of this re-

search stream. Since e-mail campaigns (i.e., more than one email sent by a company) 

from one specific company are usually designed with the same architecture as the 

website of the company[4]. Other research wants to build models to improve response 

rates by using individual preferences of customers to personalize e-mail newsletters. 

Marketing campaigns and products can then be customized to appeal better to groups 

of customers or to individuals [6].   

These data are in most companies abundantly available. They can be turned into a 

very valuable resource through efficient access to the data, sharing them, extracting 

information from them. Making efficient use of the information has become an urgent 

need. Data mining is the process of posting various queries and extracting useful in-

formation, patterns, and trends often previously unknown from such large quantities 

of data [7]. Essentially, for many organizations, the goals of data mining include im-

proving marketing capabilities, detecting abnormal patterns, and predicting the future 

based on past experiences and current trends. The reason is that data mining tech-

niques can extract or detect hidden customer characteristics and behaviors from large 

databases [7, 8]. Data mining also defined as “the exploration and analysis of large 

quantities of data in order to discover meaningful patterns and rules. It allows corpo-

rations to improve its marketing, sales, and customer support operations through a 

better understanding of its customers” [9]. It is thus not surprising that  the result of 

data mining can be used for target advertisement, improving web design, improving 

satisfaction of customer, guiding the strategy decision of the enterprise and market 

analysis [10]. 

 

This research builds on the previously mentioned researches and uses on of the 

several types of models in data mining such as logistic regression and classification 

techniques. It aims at “predicting the loyalty of customers based on their response to 

email campaigns and linking that to their demographic and behavioral characteris-

tics.” The phases of data classification described are those associated with the extrac-

tion and pre-processing of the data, the extraction of knowledge and the analysis of 

results. Among the techniques employed  to analyze the data set are chi square analy-

sis, logistic regression and clustering techniques [2]. 

 

The rest of this paper is organized as follows. Section 2 specifies  the methodology. 

Section 3 presents the data and describes the research hypotheses. In section 4 the 

analysis and the results of the study are presented. Section 5 shows the managerial 
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implications of the results . Finally, section 6 outlines the conclusions and the future 

research. 

 

2 Methodology 

In the previous section we have indicated that the main idea of this paper is to find a 

way of predicting the loyalty of customers based on their response to email campaigns 

and linking that to their demographic and behavioral characteristics.  

We could have achieved this goal by experimenting with different campaigns and 

comparing the resulting customer behavior and linking these data to demographic 

characteristics of the respondents. This is however very difficult to realize since com-

panies are reluctant to experiment with real life campaigns because they fear that the 

response rate will drop due to wrong experimenting , while our methodology uses 

data mining techniques of web data that allows to experiment with campaigns yield-

ing a high potential for increased response rate levels . 

Data mining of web data indeed allows to achieve the two major steps needed to 

achieve the required objective, namely: (1) analysing the impact of customers demo-

graphic and behavioural characteristics to customer’s loyalty and (2) finding homoge-

nous groups of customers based on customer demographic and behavioural character-

istics, thus identifying groups with different loyalty.  

Web mining is the use of data mining techniques to automatically discover and ex-

tract knowledge from data available on the use of websites [11]. The importance of 

web mining is considering  the behavior and preferences of the user of websites [12].  

Several authors subdivide web mining in several stages: (1) Finding resources,  (2) 

Selecting information and pre-processing of the data, (3) Discovering knowledge and 

finally (4) Analyzing the obtained patterns [13] [14]. This paper uses web usage min-

ing, which is defined as  “The process of applying data mining techniques to the dis-

covery of usage patterns from Web data” [15].  

In our research data are represented as a collection of e-mails campaigns opened 

and websites visited both by customers. These data can be employed to understand 

the main features of the visitors’ behaviors in order to find ways to improve the re-

sponse rate to the e-mail campaigns, more specifically increasing their open and click 

through rates [2].  

The data mining techniques we used in our research are descriptive in nature and 

threefold: K-means clustering, chi-square and logistical regression techniques , below 

a brief description of these techniques. 

Cluster analysis seeks to separate data elements into groups or clusters with similar 

characteristics, such that both homogeneity of elements within clusters and the heter-

ogeneity between clusters are maximized [16]. It has been applied in a wide variety of 

fields, ranging from engineering, computer sciences (web mining, spatial database 

analysis, and segmentation), life and medical sciences, to earth sciences, social sci-

ences and economics (in marketing, business analysis and CRM management) [6]. 

Cluster analysis is based on heuristics that try to maximize the similarity between in-
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cluster elements and the dissimilarity between inter-cluster elements [17]. We have 

performed  this task through the k-Means algorithm. The main objective of this algo-

rithm is to partition the data set into k clusters in which each instance belongs to the 

cluster with the nearest mean [2]. K-Means algorithm starts from k central point’s 

chosen randomly and every instance is assigned to the closest central point. Next, the 

heuristic performs a reassignment of the central points. The algorithm is finally 

deemed to have converged when the assignments of the individual instances no longer 

change. 

Chi-square analysis uses a numerical test that measures deviation from the ex-

pected distribution considering that the featured event is independent of the class 

value. The chi-square statistic is also used to test the hypothesis of no association 

between two or more variables or criteria [18].  

Calculating  the chi-square statistic for the A and B  variables  requires creating  

observed and expected tables  as follows[19] .  

 
Table 1. Observed table for (A;B) 

 B B 

A n P(A \ B)  n P(A \ B) 

A n P(A \ B) n P(A \ B)  

   

 
Table 2. Expected table for (A;B) 

 B B 

A n P(A) P(B) n P(A) (1 - P(B)) 

A n (1- P(A)) P(B) n (1 - P(A)) (1 - P(B)) 

   

 

The Chi-square equation is : 

 X2= ∑  (( observed – expected )2/ expected) (1) 

 

X2 represents a summed normalized square deviation of the observed values from the 

corresponding expected values. 

Logistical regression is regularly used when there are two categories of the inde-

pendent and dependent variables. In instances where the independent variables are 

categorical, or a mix of continuous and categorical variables, and the dependent vari-

able is a  categorical variable for instance, logistic regression is necessary. The goal is 

to correctly predict the category of outcome for individual cases using the proposed 

model. To accomplish this goal, a model is created that includes all predictor varia-

bles that are useful in predicting the response variable. There are two main uses of 

logistic regression: (1) To predict  group memberships and (2) to provide additional 

knowledge on the relationship between the variables.  In this sense logistic regression 

calculates the probability of success over the probability of failure and indicates the 

results of the analysis in the form of an odds ratio and gives an indication on the 

strength of the relationship (e.g the customers who have high click rate have a higher 

probability to buy the product).[20] 
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The Logistic regression equation is : 

 P= 1/(1 + exp (–(b0 + x1*b1 + x2*b2 + . . . +xp*bp))) (2) 

3 Data and research hypothesis 

Data have been obtained using the webmaster tool of Google Analytics from an E-

commerce website. Cleaning and pre-processing of the data has been applied in order 

to obtain the final data set. As such we filtered out customers who received all 32 

campaigns,  resulting in a sample  of 1428 customers (n=1428).  For each customer 

we collected information such as Id, gender, age, country , language, total e-mails 

received, total e-mails opened and total e-mails clicked.  After that we calculated the 

click rate, open rate and the average time of opening the e-mail for each customer.  

As we wanted to analyze the impact of customers’ demographic and behavioral 

characteristics to customer’s loyalty and find homogenous groups of customers based 

on customer demographic and behavioral characteristics, we first had to identify the 

effect of “Loyalty segment” based on  gender, age, parts of day and country as de-

scriptive variables. We used these as independent variable in our study to define this 

segment using chi-square analysis.  

We then proposed the following research hypothesis: 

“Open rates and Click rates are a significant predictor of  loyalty” (or “belonging to 

the loyalty segment”). We tested this hypothesis using a logistic regression technique. 

Fig 1 shows this conceptual model. 

 

Fig. 1. The conceptual model 
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4 Analysis and results 

The results of the both the chi-square analysis and the logistic regression are present-

ed in the first part of  section (4.1.). Next we present three models according to which  

we have tried to predict customer loyalty (4.2.).  Finally, we have used cluster analy-

sis on the behavioral characteristics of the observed case data. The results are in the 

last part of this section (4.3.) 

4.1 Chi square analysis and logistic regression results 

Chi-square analysis results. Chi-square test has been used to identify the effect of 

“Loyalty segment” based on  gender, age, parts of day and country as descriptive 

variables. Table 3 shows the results of the description of the loyalty segment accord-

ing to the demographic variables using the chi square test. 

Table 3 : Chi square results 

 Independent variable Dependent variable Chi square result P value 

Var 1 Gender 

(Male , female) 

Loyalty segment 

 

X2 (2,N=1428)=46.6   P=0.000 

Var 2 Age 

( younger than 18, 18-29, 

30-45, 46-59 , older than 59) 

Loyalty segment 

 

X2 (8,N=1428)=779   P=0.000 

Var 3 Parts of day 

(6-9, 9-12, 12-15, 15-18, 

18-21 , 21-24,  00-03, 3-6) 

Loyalty segment 

 

X2 (14,N=1428)=539 P=0.000 

Var 4 Country 

(Belgium, Netherland) 

Loyalty segment 

 

X2 (2,N=1428)=1.93   P =0.380 

     

*P-value<0.001 

 

It’s clear that gender, age and parts of day are a significant parameters in describing 

customer loyalty since P-value < 0.001 , while country is not a significant parameter 

in describing customer loyalty since P-value = 0.380. 

 

Logistic regression analysis. Logistic regression has been used to assess if open and 

click rates are a significant predictor of customer loyalty. The results of the research 

hypothesis are presented in Table 4. We can observe that for both open and click rates 

the p-value is <0.001.  The pseudo R2 =0.4  and the X2 model is (526.4, df=2, p-

value<0.001). We can conclude that open and click rates are thus a significant predic-

tor of customer loyalty. 
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Table 4. Logistic regression results ( dependent variable is loyalty segment) 

Independent variable B S.E. Wald df P Value Odds ratio 95% C.I 

Click Rate .084 .009 80.538 1 .000 1.088 1.068-1.108 

Open Rate .055 .007 65.076 1 .000 1.056 1.042-1.071 

   

Model X2 526.4 , df=2 , P value<0.001  

Pseudo R2 0.4  

N 1428  

Hosmer and Lemeshow 

Test 

45.6 , df=8 , P<0.001 
 

   

 

 

4.2 Prediction models and classification measures tests  

We have created three models to predict customer loyalty based on demographic and 

behavioral variables using logistic regression technique . They can be described as 

follows:   

Model 1: Customer loyalty based on customer demographic attributes. 

Model 2: Customer loyalty based on customer behavioral attributes. 

Model 3: Customer loyalty based on customer age, gender, part of day, open and  

click rates. 

To evaluate the quality of these models three classification measures, accuracy, re-

call and precision have been used to see which of the three models predicts customer 

loyalty best. 

Table 5 shows the confusion  matrix. Where TP is defined as normal behavior that 

is correctly predicted, FP indicates normal behavior wrongly assumed whereas ab-

normal TN specifies the normal performance that is detected as correct and FN indi-

cates the abnormal performance that is misidentified as normal [18, 21]. 

Table 5. Confusion  matrix 

                           Observed 

        Predicted True Positive (TP) False Positive (FP) 

False Negative (FN) True Negative (TN) 

   

 

Based on this confusion  matrix we can measure accuracy, recall , precision and F-

score  as defined in equations 4 to 7 [22]. 
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Accuracy is used to measure the effectiveness of proposed models based on the 

variables in the equation , it is defined as the  ratio of correctly predicted observation 

to the total observations. 

 Accuracy = TP+TN /(TP+TN+FP+FN) (4) 

Recall is the ratio of correctly predicted positive observations to the all observations, 

recall used to measure whether the selected variables that are relevant. 

 Recall = TP / ( TP+FN)  (5) 

Precision is the ratio of correctly predicted positive observations to the total predicted 

positive observations, precision detects the  fraction of all recommended variables 

that are relevant. 

 Precision = TP / (TP+FP)  (6) 

F-measure combined precision and recall which is the  harmonic mean  of precision 

and recall. 

 F1= 2* ((Recall*Precision)/(Recall+Precision)) (7) 

These metrics are focused on the performance of the models , all the three derived 

metrics should be close to 1 for a good model. 

 

Fig 2 shows the classification analysis results of the created models. 

 
 

Fig.2 . Classification Results  

 

The accuracy of models 1 and 2 respectively are 78.8% , 79.6% whereas in the model 

3 it is 80.2% , The highest recall and precision values are achieved also by  model 3. 

The F-score of models 1,2 and 3  respectively are 76.1%,77.1% and 77.8%. We thus 

conclude that model 3 can predict customer loyalty somewhat better than model 1 and 

model 2. 
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The results also show that the company should focus on the attributes that have a 

significant impact on customer loyalty when they send the e-mails to  customers in 

order to  increase open and click rates of these customers. 

4.3 K-means cluster analysis 

In this section we presented the results of the application of the K-means cluster algo-

rithm using SPSS software  on the data set in order to find homogenous groups of 

customers based on their demographic and behavioral characteristics. To increase 

customer loyalty we used the attributes of model 3 as a parameters of K-means algo-

rithm since they are more likely to predict the loyalty accurately. K-Means algorithm 

obtains the number of clusters indicated by customers interests and variables.  

Three separate cluster models were created  to find groups of customers sharing the 

same interests in order to increase customer loyalty as follows . We have experiment 

the analysis for 2, 3 and 4 clusters and have chosen the best cluster fit in each  model.  

Cluster Model A. The variables used in cluster model A are open rate , click rate , 

parts of the day and the loyalty segment. Fig 3 shows the cluster results of the cluster 

A model. Fig 3A uses a 2 cluster solution, Fig 3B a three cluster solution and Fig 3C a 

four cluster solution. 

 

 
Fig.3. Cluster A model results 

 

Fig 3A  shows that  the customers in cluster 1 have a higher percentage of open and 

click rates and they are more loyal than the customers in cluster 2 in the two cluster 

solution.  In Fig 3B the customers in cluster 2 of the three cluster solution seem to 

have a higher value of open and click rates and they also are more loyal than custom-

ers in cluster 1 and cluster 3. Finally in Fig 3C the customers in cluster 1 have the 

highest percentage of click and open rates and they are more loyal than in the other 3 

clusters of the four cluster solution. 

Post hoc test has been used to compare the means of the variables in each cluster 

with the other clusters to validate if the variables are significantly different between 

the clusters groups. Fig 4 shows a sample of post hoc test table for the 3C (four clus-

ter solution) model in cluster A. 
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The results show that open rates in cluster 2 compared to cluster 3 are not  signifi-

cantly different since the p-value = 1, and that the click rates in cluster 2 compared to 

cluster 3 are not significantly either since the p-value = 0.083. This indicates that the 4 

cluster solution of clustering model A is not a good model for clustering the variables 

in the A model. All variables in the three cluster solution model (3B) are significantly 

different based on the post hoc test as shown in Fig 5. Thus this 3 cluster solution is 

capable of grouping customers in low, medium and high open and click rates and 

loyalty. This solution also indicates at which time of the day companies should pref-

erably send  e-mail campaigns.  

 

 
Fig. 4. Post hoc test results of the means of the variables for the four cluster solution in clus-

tering model A , thus related to Fig 3C 

 

 
Fig. 5. Post hoc test results of the means of the variables for the three cluster solution in 

clustering model A , thus related to Fig 3B. 
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Cluster Model B. The variables used in cluster model B are customer age , gender, 

open rate , click rate and  loyalty segment. Fig 6 shows the cluster results of this mod-

el, again in a two, three and four cluster solution option. 

 
Fig. 6. Cluster Model B results 

Fig 6A shows that  the customers in cluster 2 have a higher percentages of open and 

click rates when compared to the customers in cluster 1 in a two cluster solution.  In 

Fig 6B the customers in cluster 3 seem to have a higher percentages of open and click 

rates and are also  more loyal than customers in the other clusters of the three cluster 

solution. Finally in Fig 6C, which shows the four cluster solution , the customers in 

cluster 3 have the highest percentages of click and open rates compared to  the other 

clusters. Fig 7 shows a sample of a post hoc test table for the four cluster solution in 

cluster model B (Fig 6C). 

 

 
Fig. 7. Post hoc test results of the four solution model in cluster model B (related to Fig 6C) 

 

The results show that open rates in cluster 1 compared to cluster 4 are not  significant-

ly different which is indicated by a  p-value = 0.079. Moreover  gender in cluster 2 

compared to cluster 3 is not significantly different either with a p-value = 1. This 

again  indicates that a four cluster solution does not offer a good model fit for the 

variables in cluster model B.  All variables in the three cluster solution on the contrary 

are significantly different indicates P-value < 0.05 based on the post hoc test as shown 
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in Fig 8. This solution that can group the customers in low, medium and high open, 

click rates and loyalty with a good fit . 

 

 Fig. 8. Post hoc test results of the three solution model in cluster model B (related to Fig 6B) 

 

Cluster Model C. The variables used in cluster C are customer age , gender, open 

rate, click rate,  loyalty and part of day. Fig 9 shows the cluster results of this model 

in a two, three and four cluster solution. 

 Fig. 9. Cluster Model C results 

Fig 9A shows that  the customers in cluster 2 of the two cluster solution have a higher 

percentages of open and click rates compared to the customers in cluster 1.  In Fig 9B 

the customers in cluster 2 have the highest percentages of open and click rates com-

pared to the two other clusters  of this three cluster solution, whereas the size of clus-

ter 1 is only 6% which indicates that the three solution model is in this case a weak 

model.  Post hoc test also shows that. Fig 9C finally indicates that the customers in 

cluster 4 have the highest percentage of click and open rates compared to the other 
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clusters of the four cluster solution.  Fig 10 shows a sample of post hoc tests table for 

the three solution model in cluster model  C. 

 
Fig. 10. Post hoc test results of the three cluster solution of cluster model C (Fig 9B) 

 

The results show that loyalty  in cluster 1 compared to cluster 2 is not statistically  

significantly different since the p-value = 0.598, whereas age in cluster 1 compared to 

cluster 2 are not significantly either at a p-value = 1. This indicates that the three clus-

ter solution in Model C does not offer a good model for the variables of the model. 

Post hoc tests have been applied on the four solution model (9C) as well and the re-

sults show that open and click rates in cluster 1 are not significantly different com-

pared to cluster 2, Fig 11 shows a sample of post hoc test of four cluster solution . 

Thus this model is not a good model fit solution either. 

 

 
Fig. 11.  Post hoc test results of the four cluster solution of cluster model C (Fig 9C) 
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4.4.  Major conclusions of the clustering analysis 

 

When comparing the three cluster models in their three different forms (two, three 

and four cluster solution) with one another, we can observe that although all three 

models have a certain predictive value, the best fit with the demographic and behav-

ioral characteristics of the respondents is obtained by model B with a three cluster 

solution. The variables used in this model  are customer age, gender, open rate, click 

rate and  loyalty. All variables in the three cluster solution of this model are signifi-

cantly different as their p-values are lower than 0.05, whereas most of the other mod-

els and different cluster number solutions have higher p-values for the variables. Thus 

it is the best one in finding homogenous groups of customers with different loyalty 

based on customer demographic and behavioral characteristics. 

  

5 Managerial implications of the results 

The results of the logistic regression have already learned us that any e-commerce 

company should focus on the attributes that have a significant impact on customer 

loyalty when wanting to  increase open and click rates of these customers. 

If the company intends to increase the response rates of the customers that have 

low click rates, it should send relevant advertisement to the customers based on their 

demographic characteristics to avoid that customers unsubscribe  from their website . 

Thus the results of K-mean cluster analysis recommend the web master team of the e-

commerce company to use the variables used cluster model B (three cluster solution) 

more than the ones used in the other cluster models as this model promises the best 

cluster fit.  This solution groups the customers into three clusters based on their de-

mographic variables and interests. The sending process of the e-mails should consider 

the different cluster groups and at which time the customers usually open the e-mail 

campaigns in their e-mail.  Fig 12 explains the different steps of  the e-mail cam-

paigns that we recommend the company to use. 

 

 
Fig. 12. The steps of the E-mail campaign process 

 

The first step in this process is to know which content of the e-mail campaigns are 

relevant to the customer clusters, then the company will choose the best cluster to 

send the e-mail based on its demographic characteristics  (age and gender) . Finally 

the web master team they should consider parts of day to send the e-mail to customers 

which should be the appropriate time that the customers normally open their e-mail 

campaigns.  
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This process based on our results can decrease the percentage of  customers unsub-

scribing to the website since they will be receiving  relevant e-mails campaigns.  Us-

ing this model can also increase open and click rates when the company considers the 

sending time and the content of the e-mail campaigns carefully. Moreover it can help 

the company in increasing customer loyalty. 

6 Conclusions and further research 

In this paper, we have analyzed and examined the loyalty of  receiving daily e-mail 

advertisements  as a part of an e-mail marketing campaigns.   The aim of this study 

was predicting customer loyalty and improving the response rate of e-mail campaigns, 

specifically open rate and click through rate, using data mining techniques.  

First we have analyzed the impact of customers demographic and behavioral char-

acteristics on customer loyalty using chi square and logistic regression techniques.  

Second we applied the k-means cluster algorithm to the data to find homogenous 

groups of customers based on their demographic and behavioral characteristics. 

Results of our logistic regression research show that it is indeed possible to predict 

customer loyalty based on response rates of e-mail campaigns thus allowing web 

master teams of an e-commerce company to group customers in different segments. 

Clustering results show that identification of the profiles of these groups is possible 

on the basis of demographic and behavioral characteristics linked to click rates.  Clus-

tering results  indeed  show a good fit of one of the models with these characteristics. 

A process describing how to go about stepwise was depicted as well.   

The future work will be applying predictive and descriptive models using decision 

tree analysis as a segmentation technique for each cluster we have obtained based on 

the customer demographic and behavioral characteristics. On the other hand custom-

ers buying behavioral should be addressed , that will help the company to attract the 

customers depending on their buying history by sending e-mails depending on the 

products which they like to buy. 
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