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Highlights

• The reliability of a complex ED simulation model depends on input
data quality

• Electronic health record data used in ED simulations often contains
quality issues

• Automated assessment techniques provide an efficient way to evaluate
data quality

• Framework and assessment techniques are generalisable to other appli-
cation domains

• Case study shows necessity and usefulness of our data quality assess-
ment approach
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Abstract

Operations research techniques are widely used to analyse and optimise emer-
gency department operations. The complex and stochastic nature of an emer-
gency department makes simulation a suitable and frequently used technique.
Simulation can provide valuable insights to hospital managers on how to im-
prove the efficiency of an emergency department. However, the output of
the simulation study is only as reliable as the input data used as basis for
simulation modelling. As a result, high quality input data are essential for
the construction of a realistic simulation model. This paper provides a data
quality framework that categorises possible data quality problems in elec-
tronic healthcare records of emergency departments. Electronic healthcare
records are a common source of input data for emergency department sim-
ulations, but often suffer from data quality issues. For the data quality
problems identified in the framework, data quality assessment techniques are
described. These techniques enable researchers and practitioners to identify
and quantify the potential data quality issues present in input data. In order
to facilitate data quality assessment, an implementation to automate this
process is developed and applied to a real-life case study. This case study
demonstrates the need for thorough and structured data quality assessment.
Possible ways to deal with identified data quality problems are also described.
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1. Introduction

Emergency departments (EDs) are a crucial component in the healthcare
system. They serve as one of the main access points to a hospital and provide
treatment to a large variety of patients, with a major focus on critically
ill patients [1]. Providing timely and high-quality care to these patients is
the primary objective of an ED. However, EDs worldwide are faced with
the problem of (over)crowding, which undermines their ability to fulfil these
requirements [2]. Crowding is defined as a situation in which the demand
for emergency services exceeds the capacity of the available resources in the
ED [3]. Due to the risks associated to crowding, hospitals search for ways to
alleviate the pressure on EDs [4, 5].

The challenge for EDs is to mitigate crowding by improving their effi-
ciency without reducing the quality of care [6, 7]. Operations Research and
Operations Management (OR/OM) techniques have been widely applied to
model, analyse and optimise processes in healthcare organisations, includ-
ing ED operations [8]. Because of the complex and stochastic environment,
simulation techniques are frequently used and well-suited to investigate most
healthcare systems. Examples of application areas for simulation in health-
care are outpatient clinics, intensive care units, EDs, inpatient units, and
even whole hospital systems [9]. As a result, simulation is increasingly used
to analyse ED operations and to examine possible process improvements [10].

A simulation study typically results in recommendations to hospital man-
agement on how to improve ED efficiency. These are only reliable if the simu-
lation model is a good reflection of the actual ED operations [11]. Therefore,
the basis of any simulation study is the construction of a realistic simulation
model. When developing a simulation model, input data plays a critical role
as it is used to determine the simulation model structure, key model parame-
ters and for validation purposes [12, 13]. Given the ‘garbage in, garbage out’
principle, the quality of data used as input for the simulation model has a
direct impact on the validity of the simulation study [13].

Input data collection and analysis is often identified as the most diffi-
cult, expensive and time-consuming part of a simulation study [14]. This
is confirmed by Skoogh et al. [15], who state that input data collection and
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analysis counts for up to 31% of the total simulation study time. Input data
can be acquired from multiple sources, for example through interviews, ob-
servations, surveys or electronic health records (EHRs) [13]. The increased
use of EHRs to store clinical data offers benefits to researchers, both for
clinical and operations research [16]. Despite the wide availability of EHR
data, the quality and suitability of this data for research purposes can be
questioned [16, 17]. Examples of quality problems in EHRs are incomplete
and inaccurate patient records. Especially for simulation studies, which often
rely more on detailed and realistic inputs than other OR techniques, data
quality issues may impede the validity of the results [13]. However, most
research on simulation in EDs does not take data quality into account or
lacks a description of the data cleaning process.

This paper focuses on data quality assessment of input data extracted
from the EHRs of a hospital. Since EHRs are increasingly used as input
data in ED and other healthcare simulation studies, and data quality issues
tend to be present, there is a need for a structured approach to assess the
quality of this data. The contribution of this paper is fourfold. Firstly, data
quality problems in EHRs are identified, and a comprehensive framework for
categorising these problems is developed. Secondly, data quality assessment
techniques are described to identify and, whenever meaningful, quantify the
problems mentioned in the framework. Thirdly, the developed theoretical
foundation is used to implement the data quality assessment techniques in
the R programming language. The implemented functions facilitate data
quality assessment and enable the identification of quality issues in a dataset
prior to its use in a simulation model. Furthermore, the functions are defined
in a generic way and bundled in an R-package, which standardises and facil-
itates the identification and quantification of data quality problems. Finally,
the implemented functions are applied to a real-life dataset to show their
functionality in assessing input data quality. The real-life dataset consists
of data extracted from the EHRs of the ED of a Belgian university hospital.
Even though the framework and assessment techniques are described and il-
lustrated from the viewpoint of ED simulation, this does not preclude its use
in other research contexts such as other OR studies in healthcare. Examples
are the simulation of outpatient clinics for appointment scheduling research,
or a simulation of inpatient units to investigate admission policies.

The remainder of this paper is structured as follows. Section 2 gives an
overview of related literature on ED simulation and data quality. In Section
3, the developed data quality framework and the accompanying assessment

4



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

techniques are discussed. In addition, a description of the implementation is
provided based on an illustrative example. The implemented functions are
applied to a real-life case study in Section 4. Section 5 provides a discussion
on how to deal with data quality problems. The paper ends with a conclusion
and future research opportunities in Section 6.

2. Related literature

The related literature is divided in two subsections. In Section 2.1, the
importance of simulation to investigate ED operations, and the role of input
data in simulation research, are discussed. Section 2.2 gives an overview of
existing general and healthcare-specific data quality frameworks, indicating
the need for a new comprehensive data quality framework that covers data
quality problems present when using EHR data for simulation purposes.

2.1. Related literature on ED simulation

Simulation is the preferred technique to model and analyse the complex,
stochastic and dynamic nature of ED operations for several reasons [18, 8].
Firstly, a great level of detail can be taken into account, such as individual
patient characteristics, making the assumptions in a simulation model less
restrictive [10, 8]. Secondly, time-dependent and stochastic characteristics
can be included [19]. These characteristics make a simulation model capable
of approximating real-life behaviour, and allow for reliable what-if analyses.
Thirdly, simulation makes it possible to investigate the simultaneous effect
of different improvements by taking interdependencies into account. Since
patient flow through the ED results from the interplay of many factors, this
can lead to valuable insights [10]. Finally, it is possible to analyse the effect
of different process changes on a set of ED performance measures such as
length of stay, door to doctor time, patient throughput, etc., and to identify
trade-offs between these key performance indicators (KPIs).

Gul and Guneri [20] and Paul et al. [21] published reviews on ED sim-
ulation. These review papers emphasise the widespread use of simulation
as an effective technique to analyse ED operations and to identify solutions
to alleviate the negative effects of ED crowding. More general review pa-
pers on OR in an ED context also mention simulation as an appropriate and
widely applied method to investigate and improve ED operations [8]. Imple-
mentations of operational improvements based on simulation findings mostly
confirm the simulation results. This shows that simulation findings can be
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reliable and valuable. Examples of successful implementations can be found
in Konrad et al. [22], Oh et al. [23] and Paul and Lin [5].

Although simulation is a suitable technique to investigate ED operations,
the generated output is only valuable when the model closely resembles the
real system. Consequently, the construction of a realistic simulation model
forms the basis of any simulation study [10]. This requires the presence
of accurate data on the real system, i.e. input data [14]. Input data can
facilitate both the specification of the model structure and its parameters.
An overview of key simulation model components (i.e. entities, activities,
resources and the control-flow), and accompanying simulation parameters
(e.g. entity arrival rates), is provided in Martin et al. [24]. The reliability
and granularity level of the simulation model depend on the availability,
level of detail and quality of the input data [25, 26]. A lack of high quality
input data necessitates the use of a higher abstraction level or simplifying
assumptions, which impairs the validity of simulation results [13, 14].

Several methods exist to assess input data quality in a simulation context,
ranging from subjective to more objective methods, with validation runs of
the simulation model being the most frequently used method [27, 28, 15].
However, these methods do not always assess data quality in an objective or
unambiguous way. This paper identifies and structures common data quality
problems with input data for ED simulation. This facilitates the data quality
assessment process, as researchers have some guidance on which type of prob-
lems may be present. In addition, this paper extends the state-of-the-art on
data quality assessment by introducing a more objective and automated tool
to systematically determine the presence and extent of the possible data qual-
ity problems. Based on the findings of data quality assessment, researchers
have to find ways to resolve the problems or minimise their effect [14].

2.2. Related literature on data quality frameworks

To support the classification of data quality issues, this section explores
existing literature on the classification of data quality problems, both general
and healthcare-specific. Table 1 gives an overview of these frameworks and
the main classification basis used to categorise data quality problems. While
the first part of the table contains the general frameworks, the three rows in
grey refer to healthcare-specific frameworks.

Looking at the general frameworks, four different classifications for data
quality problems can be distinguished: (i) fitness for use, (ii) single or multi-
source, (iii) schema or instance level, and (iv) problem manifestation classifi-
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Table 1: Overview of existing data quality frameworks and their main classification basis

Framework

Main classification

Fitness for use Single or multi-source Schema or instance level Problem manifestation

Wang and Strong [29] X

Rahm and Do [30] X X

Kim et al. [31] X

Mueller and Freytag [32] X

Barateiro and Galhardas [33] X X

Oliveira et al. [34] X

Gschwandtner et al. [35] X

Bose et al. [26] X

Kahn et al. [27] X

Weiskopf and Weng [17] X

Mans et al. [36] X

cations. Data quality frameworks built around the concept of fitness for use
focus on the fact that data can be unsuitable for the application, even if the
data is accurate. These frameworks take the viewpoint of the end user into
account. The framework of Wang and Strong [29], one of the first frameworks
proposed in literature, is based on this concept.

The second classification present in literature is based on a distinction
between single-source and multi-source problems. Single-source problems
are concerned with only one dataset and multi-source problems with the
integration of multiple datasets. Barateiro and Galhardas [33], Gschwandtner
et al. [35] and Rahm and Do [30] classify data quality problems into single-
and multi-source problems, while Oliveira et al. [34] additionally focus on
the number of datasets to integrate.

Thirdly, Barateiro and Galhardas [33] and Rahm and Do [30] distinguish
schema and instance level problems in addition to their classification based
on single-source and multi-source problems. Schema level problems refer to
data quality issues that emerge because of a poor data model design and
a lack of enforcement of data entry rules. Instance level problems are data
quality problems inherent to the data values.

Finally, the main classification of Kim et al. [31], Mueller and Freytag [32]
and Bose et al. [26] is based on the possible types of data anomalies. Mueller
and Freytag [32] divide data quality problems into syntactical anomalies,
semantic anomalies and coverage anomalies. Kim et al. [31] also developed
a comprehensive classification of dirty data based on the manifestation of
quality problems. A main distinction is made between missing and not-
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missing data. Not-missing data is broken down further into wrong data
and not wrong, but unusable data. Bose et al. [26] recognise four problem
categories: missing data, incorrect data, imprecise data and irrelevant data.

Even though the main classifier differs between the existing frameworks,
most frameworks overlap in the final data problems identified. In some frame-
works these final problems are very specific, such that they can be measured
by specific tests (e.g. [33, 26, 35, 31, 34, 30]). Examples of those final problem
types are missing values, spelling errors, duplicated records, values outside
domain ranges, etc. Other frameworks define broad problem categories, like
accuracy, completeness, believability, timeliness, etc. (e.g. [29]).

The previously discussed frameworks are general data quality frameworks,
applicable and adjustable to nearly every research context. Focusing on data
quality in healthcare, three frameworks have recently been developed. Mans
et al. [36] apply the framework of Bose et al. [26] to a healthcare context.
The classifications of Kahn et al. [27] and Weiskopf and Weng [17] are based
on the framework of Wang and Strong [29]. The latter framework is adjusted
to only incorporate data quality problems relevant in a healthcare context
and especially in the reuse of EHR data for clinical research.

Since the approach used in the framework of Mans et al. [36] is rather
general (i.e. a value is either missing, incorrect, imprecise or irrelevant) and
the frameworks of Kahn et al. [27] and Weiskopf and Weng [17] focus on
the reuse of EHR data in clinical research, there are still deficiencies with
regard to the use of EHR data in OR contexts in general and simulation
in particular. Also, the end categories of the healthcare-specific frameworks
tend to be too general, with every category still containing a very diverse
collection of problems. To be able to define quality assessment methods
and to avoid overlooking problems that are not immediately recognisable in
a dataset, a greater level of detail is necessary. In this regard, this paper
develops a comprehensive data quality framework that covers data quality
problems present when using EHR data for simulation purposes in general,
with ED simulation as a specific application. The framework is constructed
in such a way that the end categories refer to specific data quality problems
that are observable in a dataset. By presenting a functional data quality
assessment framework, this paper provides an important extension of the
state-of-the-art in literature.
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3. Data quality framework and assessment techniques

This section outlines the developed data quality framework and the ac-
companying assessment techniques. Subsection 3.1 provides a general overview
of the developed data quality framework. The implementation and automa-
tion of the data quality assessment techniques is described in Subsection 3.2,
and illustrated by means of a fictitious example in Subsection 3.3.

3.1. General overview of the data quality framework

The new data quality framework can be found in Figure 1. It is based on
insights from the existing frameworks - both general and healthcare-specific.
The framework focuses on data quality problems present in EHR data of an
ED, which is intended for use in an OR context, especially simulation. It is
assumed that the hospital is the only authorised user of the EHR system, so
they compose a data file with the requested information for the simulation
study. This file is made available to the researcher, which implies that a
distinction between single or multi-source problems is superfluous. The de-
sign of the data gathering system is also not considered in this paper, as the
focus is on the quality of existing EHR data as input to a simulation study.
Consequently, only instance level problems are identified. Since the context
is already defined, we decide to use a problem manifestation classification
instead of a fitness for use classification.

The main classification used in the framework is based on the framework
of Kim et al. [31]. The problem classes of Bose et al. [26] and Mans et al.
[36] are also covered by the framework. Data quality problems are split into
missing data and not-missing data. Not-missing data is further divided into
wrong data and not wrong but not directly usable data. The name of the
last subcategory is changed compared to the framework of Kim et al. [31],
where this category is named not wrong but unusable data. With regard to
the intended use, the new name covers the category’s content better. The
category contains data that is not wrong, but some data preprocessing is
required to make it usable for the purpose at hand. The main classification
is further subdivided until specific, non-overlapping data quality problems
are identified. These problems are indicated in grey in Figure 1.

3.2. Data quality assessment: the DAQAPO-package

In order to identify and quantify data quality problems, assessment tech-
niques are required. Instead of executing ad hoc tests on a dataset, a more
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Figure 1: Data quality framework
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systematic approach for data quality assessment is proposed in this paper.
Generic data quality assessment techniques are developed for several quality
problems in the framework.

The data quality assessment functions are implemented in R, which is a
programming language that provides extensive functionalities for data ma-
nipulation and statistical analysis. All functions are bundled in an R-package
called “DAQAPO”: Data Quality Assessment for Process-Oriented data1.
Packages are developed in R to make functionality and associated documen-
tation easily accessible for its users. The functionality of the DAQAPO-
package uses, amongst others, dplyr for data manipulations such as sorting
and data summarisations, and lubridate to work with timestamps.

An overview of the functions in the DAQAPO-package is provided in
Table 2. The table contains the function names, their purpose and their
parameters. Each function has a set of input parameters, and the values of
these parameters are user-defined and context-specific. This enables users
to customise the function to the specific dataset, process and application,
improving the generalisability of the DAQAPO-package to applications other
than ED simulation. An overview of the input parameters of each function
can be found in the ‘parameters’-column of Table 2, and detailed information
on these parameters is provided in the Appendix. While the parameters
in bold should be defined explicitly, the other ones are optional as default
values are specified. The function’s output highlights a potential data quality
issue. Based on this information, the package’s user will need to determine
whether this constitutes an actual and sufficiently important issue. Whether
data are of sufficient quality depends on the purpose and the context of the
simulation study. Examples of determining factors are the desired level of
detail captured by the simulation model, the presence of other input data, the
specific ED and the attributes under study (some attributes are considered
more important and introduce more bias in the model than others).

Table 2: Overview of implemented functions in the DAQAPO-
package

Function Purpose Parameters
missing values Detect missing values at activity log

different levels of aggregation level of aggregation

1The DAQAPO-package is publicly available at https://github.com/nielsmartin/

daqapo.
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(overview, column or activity) colname
details
filter condition

incomplete cases Detect incomplete cases in activity log
terms of the activities which activity vector
need to be recorded for a case details

filter condition
inactive periods Detect periods in which no activity log

information is recorded in the threshold in minutes
dataset timestamp

only consider start activity
details
filter condition

activity order Detect violations in activity activity log
order activity order

timestamp
details
filter condition

attribute dependency Detect violations of attribute activity log
dependencies condition vector1

condition vector2
details
filter condition

related activities Detect missing attribute activity log
registrations for a case activity1
which should be registered activity2
given the fact that another details
activity is registered filter condition

conditional activity presence Detect the presence of activity log
an activity which is required condition vector
under a particular condition activity vector

details
filter condition

duration outliers Detect duration outliers activity log
activity considered
bound sd
lower bound
upper bound
details
filter condition

time anomalies Detect negative or zero activity log
durations anomaly type

details
filter condition

multi registration Detect the registration of activity log
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multiple activities for the level of aggregation
same case or by the same timestamp
resource at the same point threshold in seconds
in time details

filter condition
attribute range Detect violations of attribute activity log

range column
domain range
timestamp format
details
filter condition

3.3. Data quality issues and assessment techniques

This section describes the functionality of the data quality framework and
DAQAPO-package using an illustrative example. Section 3.3.1 introduces the
illustrative example used to explain the data quality problems (Figure 1) and
implemented assessment functions (Table 2). All data quality problems of
the framework are outlined in Sections 3.3.2 to 3.3.4. The numbers between
brackets in Figure 1 are used in the discussion to refer to the structure of the
framework. For each problem, the accompanying assessment technique(s)
and - if applicable - the implemented function(s) are explained by use of
the illustrative example. Coding details are not presented, but for each
implemented function the purpose and obtained output are described.

3.3.1. Illustrative example

An artificial dataset is constructed representing an extract from the EHRs
of an ED. For illustrative purposes, it is assumed that the patient flow only
consists of registration, triage, clinical examination, radiological examination
(optional), treatment and discharge.

The artificial dataset describes the process that six patients followed in
an ED at a specific date. The dataset has the form of an activity log, where
each line describes the execution of an activity (e.g. clinical examination) on
a particular case (i.e. patient). For each activity execution, additional infor-
mation can be recorded about the activity such as its start time, completion
time, and the resource that executed the activity. Moreover, case attributes
can be recorded in an activity log, which are characteristics of a particular
case [36]. For an ED patient, this can be the age, sex, triage code, diagnosis,
etc. When data is structured in another format, R provides extensive data
manipulation functionalities to convert the data to an activity log format.
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The artificial dataset can be found in Figure 2. Each patient has a unique
case id which identifies the patient on which the activity is executed. The
second column indicates the activity, while the third column refers to the
resource that performed the activity. Resource information is represented
by the type of resource and an identification number. In column four and
five, the start and complete timestamp of the activity are registered. The
last three columns contain case attributes (cattr), namely the age, triage
code and specialisation a patient is assigned to. The activity log is ordered
based on the start times of the activities. As an example, the first row in the
illustrative dataset indicates that patient 508 is registered in the ED by clerk
4 on 20/11/2017 at 10:14:12. Registration ended at 10:17:50. The patient
was 89 years old, had triage code 3 and was assigned to urgency medicine
(i.e. URG).

Figure 2: Artificial dataset used in the illustrative example

3.3.2. Missing data

The first part of the data quality framework concerns missing data (1).
This is data that is missing in a field while it should not be missing [31]. Miss-
ing data are a very common and inevitable problem [37]. The fact that some
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data values are missing can have two important negative effects. Firstly, it
can lead to biased estimates for simulation parameters and statistics such as
central tendency, dispersion or correlation, especially when the missingness
is related to the (unknown) value of the attribute itself or another attribute
in the dataset. Secondly, missing data reduces the statistical power of the
data analysis results, because there are less cases available for the analysis
[38]. There are three types of missing data: values, attributes and entities.

Missing values
Missing values (1.1) are mandatory attribute values that are missing for cer-
tain patients. The presence and quantity of missing values seems straight-
forward to identify, but an important consideration has to be made. In case
null values are not possible for an attribute, every n.a., zero or empty field
indicates a missing value. If missing values are not consistently represented,
all representations have to be defined before quality assessment. In the other
case, if null values are possible for an attribute, a distinction has to be made
between missing and null values. A possible way to do this is by identifying
dependencies with other attributes. For example, in an ED context, a bed
request is not assigned if the patient is discharged home, otherwise this value
is missing in the EHRs.

In the DAQAPO-package, the function missing values is developed in
order to detect missing values in a dataset. This function makes no dis-
tinction between missing and null values. When null values are possible, the
missing values function can be used in combination with a function to detect
mutual dependency (see Section 3.3.3) in order to distinguish null values from
missing values. The output of the missing values function provides statis-
tics on missing values in the dataset. Figure 3 shows the output obtained
in R when applying the function to the complete artificial dataset. The ab-
solute and relative number of missing values is defined for each column in
the dataset. As can be seen, one start time and two triage code attributes
are missing. Furthermore, the specific records in the activity log that con-
tain missing values are shown. In the illustrative example, the triage code is
missing for patient 513 and the start time of the clinical exam is missing for
patient 511. Instead of identifying all missing values in the dataset (overview
level), the function can also be applied at the activity level to determine the
missing values for each activity as shown in Figure 4. This way activities
with insufficient data registration can be identified easily.

An important consequence of missing values is the existence of incom-
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Figure 3: Detailed output of the missing values function at the overview level in the
illustrative example

Figure 4: Detailed output of the missing values function on the activity level in the
illustrative example

16
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plete records. When a large number of records is incomplete, it becomes
more difficult to reconstruct the exact patient flow through the ED. So be-
sides assessing the missingness for every attribute separately, the amount of
incomplete patient records is also an important measure.

The incomplete cases function quantifies the number of incomplete pa-
tient paths in a dataset. For example, if registration, triage, clinical exam,
treatment and discharge are standard activities that need to be executed on
every patient, we can check if all patients undergo these activities. The out-
put of applying this function on the artificial dataset is presented in Figure
5. From this figure, it follows that the required activities are not recorded for
three patients. The output also shows which of the required activities have
been executed for these patients.

Missing attributes
Missing attributes (1.2) are attributes needed as input to the simulation
model which are not present in the data file. The difference with the previous
category is that the values of these attributes are missing for every patient
in the dataset. The attributes are either excluded from the extracted data
file or they are not recorded in the EHRs.

Whether attributes are missing depends (partially) on the application,
i.e. the level of detail at which (a part of) the ED needs to be modelled,
compared to the level of detail in the registered data. If attributes are miss-
ing, the severity of this quality problem is contingent on the derivability of
the attribute values from other data or the possibility to deduce a good esti-
mate based on on-field observations or surveys. Given these considerations,
it is possible to assess the presence of this quality problem, but measuring
the extent of the problem is a subjective evaluation by the user of the data
based on the specific application. For this reason, no assessment function is
developed for missing attributes.
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Missing entities
The last type of missing data are missing entities (1.3). Normally, every
arriving patient is registered in the EHRs of an ED. However, because of
a technical failure, human fault or error in the data extraction process, it
is possible that patients (i.e. entities) are missing in the data file. When
missing entities are a recurring problem, they may for example result in the
estimation of incorrect arrival patterns based on the dataset. Since missing
entities are not registered, the number of missing entities is not deductible
from the data file. Nevertheless, it may be possible to identify the presence
of the quality problem in case it is characterised by extended time periods
without arrivals or registrations in the data file. However, caution is advis-
able when identifying this data quality problem. First of all, the acceptable
time between arrivals may be season-, day- or hour-dependent. For example,
a three hour time period without arrivals may indicate a problem during
daytime, while at night this might be a common observation. Secondly, as
exceptionally long periods without arrivals may occur in reality, an extended
time period between arrivals does not necessarily indicate a data quality
problem. The presence of an extended time period without arrivals only in-
dicates that a possible data quality problem might exist, which should be
verified before any conclusions on missing entities can be made.

In order to reveal extended time periods without arrivals, the inactive peri-
ods function is developed. Figure 6 contains the output of applying the func-
tion. In the illustrative example, registration is the first activity every patient
undergoes. Consequently, the start timestamps of registration are considered
as these best approximate arrival times. The maximum time period that may
elapse between consecutive arrivals is user-defined, and in Figure 6 it is set
at 20 minutes. The results show that the time between consecutive arrivals
exceeds the threshold of 20 minutes three times.

In addition to considering the time between consecutive arrivals, the in-
active periods function also provides the possibility to investigate the time
between consecutive activities. In that case, the function identifies periods
in which nothing is recorded in the system for an extended period of time. In
an activity log, this actually defines if rows are missing, while investigating
arrivals determines if cases (i.e. patients) are missing. Both specifications of
inactive periods may indicate a technical failure of the system.
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3.3.3. Wrong data

The first of two not-missing data categories is wrong data (2.1). This
category can be further subdivided into violated attribute dependencies and
incorrect attribute values. Violated attribute dependencies (2.1.1) are data
values that cannot be identified as wrong without information about other
attribute values. This category contains two data quality problems: viola-
tion of logical order and violation of mutual dependency. Incorrect attribute
values (2.1.2) are data values that are wrong on their own, without violating
their relation with other attributes. The four problem types in this category
are inexactness of timestamps, typing mistakes, values outside domain ranges
and other implausible values.

Violation of logical order
The first quality problem in the violated attribute dependencies category
(2.1.1) is violation of logical order (2.1.1.1). Violation of logical order implies
a problem with the timestamps of successive activities such that the patient
flow based on timestamps in the data file is not correct compared to the
regular patient flow. Since patient flow is site- and context-specific, the
first step is to define the order of all activities in the regular patient flow.
After that, investigating the timestamps of sequential activities enables the
identification of this quality problem. If the regular patient flow depends
on patient characteristics, a filter condition can be passed to the function.
This way the dataset can be divided in subsets and a separate order for each
subgroup of patients can be specified.

The detection of activity order violations is automated in the DAQAPO-
package with the function activity order. The output provides statistics on
the number of cases that violate the prespecified order. Figure 7 illustrates
the detailed output of applying the function in order to test if registration
is always executed before triage. The results indicate that the order is not
respected for two cases in the illustrative example. The details show that
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Figure 7: Detailed output of the activity order function in the illustrative example

for patient 510 only triage is recorded, and for patient 512 triage is executed
before registration. Furthermore, based on both start and completion times-
tamps, the function can detect overlap between registration and triage. As
can be seen in the output, overlap between registration and triage is detected
once in the data file.

Violation of mutual dependency
The second problem type related to attribute dependencies is violation of
mutual dependency (2.1.1.2). Two attributes are called mutually dependent
if the value of one attribute impacts the value of the other attribute. An
example is the fact that a patient aged under 16 will be assigned to a pae-
diatrician. A violation of a mutual dependency is present if two mutually
dependent attributes have contradicting values. Mutual dependency can be
identified in three ways: between attributes, between activities, and between
an attribute and an activity. These three approaches are explained below.

The identification of violated mutual dependency between attribute val-
ues is implemented with the function attribute dependency. This dependency
is evaluated at the row level since all patient attributes are spread over dif-
ferent columns in the activity log. In the illustrative example, the mutual
dependency between age and specialisation is verified for patients aged un-
der 16. First, all patients aged under 16 are identified by the function. For
these patients, the second condition is tested. In the illustrative activity log,
two patients are aged under 16. For patient 513, the mutual dependency is
violated since this patient is 15 years old and assigned to the specialisation
“URG”. These findings are summarised in Figure 8.

A second function, related activities, can be used to determine whether
a mutual dependency between activities in an activity log is violated. This
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Figure 9: Detailed output of the related activities function in the illustrative example

dependency is evaluated at the column level since all activities executed on
a patient are spread over different rows in the activity log. The function
detects whether an activity that should be registered given the presence of
another activity, is recorded in the data file. For example, the registration
activity has to be present in the dataset if triage is registered. From the
output in Figure 9, it follows that for patient 510 the registration activity is
missing while triage is recorded.

A third possibility is a mutual dependency between an activity and an
attribute in an activity log. For instance, if a triage code is recorded, the
activity triage should be executed. The presence of a triage code can be iden-
tified at the level of a row, but to determine whether the activity triage is
present the dataset has to be inspected over rows. This can be accomplished
with the function conditional activity presence. The output in Figure 10 is
obtained by applying the function to the artificial activity log in order to
test if all patients with a triage code have actually undergone triage. For
all patients in the illustrative example that are assigned a triage code, the
activity triage is recorded.

Figure 10: Detailed output of the conditional activity presence function in the illustrative
example

Inexactness of timestamps
The next four data quality issues belong to the category of incorrect at-
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tribute values (2.1.2). The inexactness of timestamps problem (2.1.2.1) in-
volves timestamps that are recorded imprecisely. There are two main causes
of inexact timestamps. First of all, physicians give low priority to adminis-
trative tasks. They tend to postpone administrative tasks and bundle them
for several patients. As a result, the timestamps in the EHRs can be an
inaccurate representation of the execution time of the activity. Secondly,
if timestamps are not recorded automatically by the system when a file is
saved, input mistakes can lead to incorrect timestamps.

The problem is not always detectable, but four possible assessment meth-
ods exist. Firstly, by calculating durations of activities or between activities,
outliers can be identified (see Hair [39] for more information on outlier de-
tection). Outliers give an indication that one of the timestamps used in the
calculations may be wrong. Secondly, negative or zero durations may also
indicate inexact timestamps. Thirdly, resource information can be used as
an indication of inexact timestamps. If the number of activities executed
by one resource at more or less the same time is unrealistic, there is a high
probability that the resource bundled the administrative tasks for several
patients. Finally, if multiple activities are registered at more or less the same
time for a patient, this may also indicate inexact timestamps.

All assessment methods are implemented in the DAQAPO-package. The
function duration outliers can be used to determine whether activity dura-
tion outliers are present. Outliers can be determined based on two conditions:
a self-defined lower and upper bound, or a maximal deviation from the mean
in terms of standard deviations. The results of applying the duration outliers
function to determine outliers in the triage duration can be found in Figure
11. A lower- and upper bound of zero and four minutes are specified, respec-
tively. For four patients in the illustrative example, the triage duration falls
outside this range and one of these durations is even negative.

A second function to identify inexact timestamps is called time anomalies.
This function detects all negative or zero durations in the activity log. Figure
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Figure 12: Detailed output of the time anomalies function in the illustrative example

Figure 13: Detailed output of the multi registration function on the resource level in the
illustrative example

12 presents the results of detecting zero durations in the illustrative example.
As can be seen, the registration of patient 509 has a duration of zero minutes
according to the activity log, which is impossible in practice.

The third and fourth assessment method are automated with the multi re-
gistration function. This function identifies the registration of multiple ac-
tivities for the same case (case level) or by the same resource (resource level)
within a user-defined timespan. Figure 13 displays the results of applying
the multi registration function at the resource level with a threshold of 60
seconds. In the illustrative example, doctor 7 probably bundled the regis-
tration of the clinical exam of patient 508 and the treatment of patient 510.
When the function is applied at the case level with a threshold of 20 seconds,
the output in Figure 14 is generated. A data quality problem is identified
for four cases.

Typing mistakes
The second problem type in the incorrect attribute values category are typing
mistakes (2.1.2.2). This quality issue focuses on text fields. Typing mistakes
in numerical or categorical fields are included in one of the other categories,
or may be unidentifiable (e.g. triage code 3 instead of 4 is registered). For ex-
ample, a typing mistake in a timestamp field can manifest itself as a violation
of logical order, inexact timestamp, or value outside the domain range.

As typing mistakes result in inexistent words, they can be identified using
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Figure 14: Detailed output of the multi registration function on the case level in the
illustrative example

an online dictionary, a spell check in data processing software or methods re-
lated to natural language processing. This makes the identification of typing
mistakes a very time-consuming task. In addition, the severity of the prob-
lem depends not only on the number of typing mistakes, but also on the ease
of identification and correction. For these reasons, no technique is provided
to identify and quantify this problem.

Outside domain range
Values outside the domain range (2.1.2.3) concern timestamps, numerical
and categorical values that are impossible given the range of possible values.
Timestamps and numerical attributes with a value smaller than the minimum
or larger than the maximum acceptable value lie outside the domain range.
For categorical attributes, this implies that the recorded value is no element
of the possible value set.

The function attribute range checks whether the values of an attribute or
timestamp fall within the range of possible values. Figure 15 contains the
output of testing whether all triage codes fall within the range [1:5]. The
output indicates that two rows in the artificial activity log have a triage code
outside this range. The detailed information shows that these values are NAs.

Other implausible values
The last problem type is a residual category for wrong data values that do
not fit in one of the previous categories (2.1.2.4). As EHR-data is hospital-
specific and can be used for multiple OR purposes, a data quality problem not
explicitly included in the framework may appear. Since this is the residual
category, it is not possible to define a general assessment method for these
problems. If there is a suspicion of a quality problem not captured in the
previous categories, this can be checked and the number of implausible values
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can be calculated.

3.3.4. Not wrong but not directly usable data

The second not-missing data category is not wrong but not directly usable
data (2.2). This category contains problems with data values which are not
wrong, but not suitable for use in their current form. Data preprocessing is
required to transform the raw data values into usable data. This category is
subdivided into five specific problem types: inconsistent formatting, implicit
value needed, embedded values, abbreviations and imprecise data.

The simplicity of identifying and resolving these problems is relevant in-
formation. Therefore, possible approaches to identify the problems, and solu-
tion methods to convert the data values into values usable for the application,
are suggested in this subsection. Conversely, quantifying the problems is not
very useful, given the fact that this category only contains solvable problems.
Also, the suitability of data depends on the specific application, which makes
it difficult to define and implement generic assessment methods. Therefore,
no assessment techniques are provided to quantify the data quality problems
in this category.

Inconsistent formatting
The first data quality problem in this category is inconsistently formatted
data (2.2.1). Inconsistent formatting means that the format of data values
varies within one attribute or among attributes of the same type. The prob-
lem can arise in different forms. The same representation can be used for
different values (e.g. n.a. for both zero and empty fields) or different repre-
sentations can be used for the same value (e.g. n.a. and 0 both indicate the
absence of a value). Another possibility relates to data types instead of data
values, namely the use of a different coding among attributes of the same
data type (e.g. dates are presented as DD-MM-YY or YY-MM-DD).

To identify inconsistently formatted data, attributes of the same data
type should be investigated. Additionally, data values within one attribute
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should be inspected on consistency. If the problem is present, the incon-
sistent values have to be transformed in order to obtain a consistent repre-
sentation throughout the data file. For standard data formats (e.g. dates,
times, names), this can be done by changing the cell properties with a data
manipulation tool. In case of application domain specific coding, such as the
International Classification of Diseases (ICD) codes in a healthcare context,
reformatting is more complex. Expert assistance will be required in that case.

Implicit value needed
Implicit value needed (2.2.2) implies that an attribute value that is inherent
to a patient or activity is not present in the data file. The value is absent
because the action is not executed or not all details of the action are regis-
tered in the EHRs. However, as this category deals with inherent attributes,
the value can be assigned afterwards even without registration of the infor-
mation. For example, start and/or completion timestamps of an activity are
registered while the duration is needed as input to the simulation model. In
this case, the value is implicitly present in the data file, but not recorded as
a separate attribute. Sometimes, the implicit values can be deducted from
other attribute values in the data file. Otherwise, expert assistance, esti-
mates based on other patients or empirical data gathering are possible ways
to obtain an indication of the data value.

Embedded values
The embedded values problem (2.2.3) refers to the situation in which a data
field contains more than one value. For example, age and gender are present
in the same field (e.g. M42 refers to a male person of age 42), while only
age is needed. If input values to the simulation model are present in the
dataset in an embedded form, these data fields have to be split in order to
be useful in the analysis. Data manipulation tools enable their users to split
the attribute values according to a prespecified rule.

Abbreviations
Abbreviations (2.2.4) are the fourth problem type. They are problematic if
their meaning has to be derived to be useful for analysis purposes. Espe-
cially in case of domain-specific terminology, abbreviations are difficult to
interpret. Detecting an abbreviation is easy, but time-consuming. To detect
abbreviations, all unique values of an attribute can be retrieved, e.g. using
R, and systematically replaced with full text in case they are problematic.
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Standard abbreviations can be simply transformed to complete words, but
expert assistance is probably required for domain-specific terminology.

Imprecise data
Finally, the imprecise data category (2.2.5) comprises values that are correct,
but that are not necessarily specified at the appropriate level of detail. An
example are timestamps that contain only the date of execution, instead of
the specific time. Measuring units give an indication of the precision of an
attribute and, as a result, of the presence of this problem. Measuring units
are straightforward to determine, as they are available in the data file or in
the metadata. If the attribute values are not specified at the appropriate level
of detail, additional data collection is required. Extra data can be extracted
from the EHRs of the ED or another department if the data are recorded
in more detail. An example is the extraction of detailed radiological data
from the EHRs of the radiology department. Another option is empirical
data gathering. If additional data cannot be collected, modelling at a higher
abstraction level is necessary.

4. Case study

To demonstrate the applicability and usefulness of the DAQAPO-package
in a real-life context, the package is applied to a real-life dataset. The real-
life dataset consists of data extracted from the EHR of the ED of a Belgian
university hospital. The number of patient visits in the ED under study
amounted to 57,650 in 2016, 60,727 in 2017, and this number is expected
to increase even further in 2018. As there is no proportionate capacity ex-
pansion, the increase in patient visits causes (over)crowding in the ED. The
extracted EHR data will be used as input data to a simulation model in
order to analyse and optimise ED performance. A key step in the simulation
modelling process is to assess the quality of this data.

EHRs are used throughout the entire hospital to standardise data gather-
ing and to facilitate data exchange between departments. They capture the
medical information of every patient and his flow throughout the hospital.
Each hospital department has its own EHR, which is adapted to their spe-
cific needs. The extracted data file from the ED EHR contains anonymised
patient records for all patients that visited the ED in October, November
and December 2016. The patient records contain basic personal and medi-
cal information. Furthermore, patient flow information is registered at every
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stage in the ED. The quality of the data should be carefully assessed, as ac-
curate and timely data registration, especially the registration of non-clinical
information, might not always be the primary focus of healthcare providers.

In terms of structure, each row in the dataset contains all information
for a single patient. The dataset contains data on 14,902 patients and has
64 columns containing both patient and activity attributes. For quality as-
sessment purposes, the data file is transformed into an activity log format
similar to Figure 2. After conversion, the activity log contains a total of
154,736 rows, all related to one of the 14,902 patients. Each row refers to
an activity that is executed on a patient. In addition to the activity and
case id, each row contains a completion timestamp of the activity and 44
case attributes. These case attributes are a combination of string, categori-
cal, dummy, time and numerical variables. Examples are age, transport mode
to the ED, triage code, discharge type, outflow destination, etc. Resource
information and the start timestamps of activities are not recorded in the
EHR of the ED under study. They can be seen as missing attributes, since
they are necessary input values to the simulation model.

The next paragraphs outline the key findings of applying the developed
functions to the dataset. An investigation of the missing values in the dataset
reveals that the number of missing values is less than 1% for all obligatory
case attributes (e.g. case id, age, discharge type, etc.), except for triage code.
At first sight, this attribute seems to be missing in 12.88% of the rows in
the activity log. However, if the mutual dependency between the execution
of the triage activity and the assignment of a triage code is investigated,
all patients that have undergone triage are assigned a triage code. This
indicates that all missing values are related to patients for which no triage is
executed, so these values are not missing. Moreover, the findings reveal that
triage is never executed at night. When looking at optional case attributes
(e.g. ambulance id, inpatient unit, types of radiological examinations, etc.),
a large number of missing values is detected for the inpatient unit a patient is
admitted to. This attribute is missing for 56.42% of the rows in the activity
log. Since this attribute is only recorded for patients who are admitted to the
hospital, not all the values are actually missing. By looking at the mutual
dependency with the discharge type attribute, it is found that only 1% of
these missing values are related to patients who are actually admitted to
the hospital. This corresponds to 67 distinct patients. These results show
that combining the evaluation of missing values and mutually dependent
attributes can lead to valuable insights.
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In addition to missing values, a lot of incomplete records are identified
in the dataset. Every patient flow should at least consist of registration,
triage, clinical examination and medical completion by a physician, and de-
parture. For none of the patients in the dataset, all activities are recorded.
Registration and departure are the only activities that are present for ev-
ery patient. Triage is not registered for 12.88% of the patients (for reasons
outlined above), while for 88.53% of the patients the clinical examination is
missing. For 8.31% of the patients, the medical completion by a physician is
not recorded. Optional activities, such as radiological or laboratory exami-
nations, or the different treatments that are possible, may also be missing.
Since these activities are optional, their missingness can only be detected
based on dependencies with other attribute values. As a result of the incom-
plete records, it will be difficult to reconstruct the complete patient flow in
the simulation model solely using the EHR input data.

Missing entities are identified by assessing the presence of time intervals
between two arrivals that exceed 60 minutes. In the three months under
investigation, this threshold is exceeded 199 times. The detailed information
indicates that 20 times a time period of more than 2 hours between two
consecutive arrivals is detected, while 3 times the time interval exceeded 3
hours with a maximum of 3 hours and 27 minutes. All inactive periods take
place between 23:00 and 09:00. The actual observed interarrival times are
larger during the night shift, and in reality an unusually long time period
between consecutive arrivals may occur sporadically. This implies that the
detected time periods without arrivals do not necessarily relate to missing
entities. These time intervals need further investigation to exclude the pres-
ence of missing entities or the wrong registration of arrival times. As missing
entities may lead to incorrect arrival patterns, and correspondingly an un-
derestimation of workload, a correct identification of this quality problem
is important. Given the fact that the observed inactive periods take place
during the night, and the maximum duration of an inactive period does not
seem exceptional in practice, they probably represent actual periods without
arrivals.

Besides missing data, four types of wrong data issues are detected in the
dataset. Firstly, the logical activity order is violated several times. Accord-
ing to the data, 7.43% of the patients left the ED before they were medically
finished. Other activity order violations occur for radiological and labora-
tory examinations, which are sometimes executed before they are ordered,
or the results are available before execution. The rule that a departure to
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an inpatient unit should be preceded by a formal bed assignment (i.e. mu-
tation plan), which should in turn be preceded by a mutation request (i.e. a
request to the inpatient units for patient admission and, consequently, bed
assignment), is also violated in the dataset, but for less than 1% of the cases.

Secondly, mutual dependency is not always complied with. Some exam-
ples are already given in the paragraph on missing values. Another example
is the link between age and specialisation. Of the patients aged under 16
that are admitted to the hospital, 10.87% are not immediately assigned to a
pediatric unit. Furthermore, no mutation request is demanded and no muta-
tion plan is assigned to 30.92% of all admitted patients. A positive finding is
that all relevant related activities are always present together in the dataset
(apart from possible problems with the order in which they are executed).
For example, a report of a radiological examination is only prepared if the
examination is also executed.

Thirdly, violations of attribute ranges are detected in the dataset. The
dataset contains 131 rows with an activity timestamp outside the extraction
period from 01/10/2016 to 31/12/2016. These rows refer to activities that
are executed on patients that arrived within the extraction period. This
information may be correct, but the rows are best removed from the dataset
to avoid bias when analysing and using these data.

Finally, the problem of multi-registration is identified, and this is probably
the largest quality problem related to wrong data in our case study. There is
no resource information in the dataset, but multi-registration can be detected
at the case level. For 91.68% of the cases, two or more activities are recorded
within the same minute. Consequently, the accuracy of some of the recorded
timestamps can be questioned.

As is clear from the discussion above, the DAQAPO-package can be used
to detect and evaluate data quality problems in a real-life dataset. It provides
an easy and fast way to identify and quantify potential data quality prob-
lems. Once possible data quality problems for the dataset under study are
determined, their detection and quantification only takes a few minutes by
use of the DAQAPO-package, while manual detection can easily take several
hours. All types of datasets can be assessed after conversion to the appro-
priate format. Furthermore, the functions are generic and can be adjusted
to the dataset under study by specifying its parameters. The output leads
to useful insights which should be taken into account before use of the data
as input to a simulation model. The output also makes it possible to consult
with the hospital in a structured way on the data quality problems present
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in their EHRs.

5. Discussion

The developed data quality framework and assessment techniques facil-
itate the identification and quantification of data quality problems in EHR
data. A final step to obtain high quality input data is data quality improve-
ment. This involves a decision on how to deal with the detected issues. On
the one hand, the problem can be addressed at the source in order to prevent
data quality problems in the future. On the other hand, researchers can try
to resolve the data quality problems in order to make the available EHR data
suitable for the application.

Accurate data registration is important, and improvements are still pos-
sible as to prevent data quality problems. The identification and assessment
of data quality problems may enhance the hospital’s awareness of the prob-
lem. One way to avoid quality problems in EHRs is to improve the data
collection system itself [40], for example by expanding the number of data
entries, using error messages when a required data field is missing, enforc-
ing the registration of both start and end timestamps of an activity, etc.
More general approaches can be found in, for example, Rahm and Do [30].
Besides intervening on the system side, staff training on correct data regis-
tration may prevent data quality problems from happening [40]. Introducing
and enforcing standard procedures for data registration which nurses and
physicians should follow can also be effective to avoid several data quality
problems. Awareness creation among staff members is important as EHR
data are not registered with a primary focus on OR applications, but for
billing or clinical purposes. Finally, given the growing interest of hospital
managers in operational analyses of hospital processes, and the role of high
quality input data in this regard, adapting EHR systems to collect more and
accurate operational data can be valuable [41, 11, 42].

Assessing the quality of the current data using DAQAPO is a valuable
starting point to prioritise particular changes to data recording procedures.
Based on historical data, data quality problems present in the EHRs under
study can be identified. For these quality problems, relevant assessment
methods and suitable function parameters based on the specific ED context
can be determined. Once a set of relevant quality tests from the DAQAPO-
package is selected, they can be applied in real-time by integrating them in
the data recording system. To this end, a trigger needs to be determined
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which defines the moment at which a particular quality test needs to be
executed. A straightforward example of a trigger involves performing the
set of quality tests on a regular basis (e.g. hourly, daily, weekly, etc.). This
enables the ED to quickly gain insight into data quality problems that are
present in the EHRs and, for example, to identify problems that accrue
systematically. This makes it possible for hospital managers to anticipate
any quality problems, and to intervene promptly when necessary (e.g. adjust
registration procedures for ED personnel). In this way, the developed quality
assessment techniques may contribute to the evaluation of data quality on a
regular basis, which can in turn contribute to a higher EHR data quality. The
DAQAPO-package can also serve as a starting point for the implementation
of relevant quality checks in the data recording system. This way, data
quality assessment can be completely automated. This allows to evaluate
the quality of the EHRs in real-time and to prevent data quality problems
from reoccurring in the future.

Preventive measures are worthwhile to reduce the number of data quality
problems, but completely error-free data is difficult, if not impossible, to at-
tain. In addition, preventive action takes time while data quality errors are
mostly detected at the moment the data are needed for analysis purposes.
Consequently, corrective actions are unavoidable to resolve data quality prob-
lems present in EHRs. Multiple methods to deal with data quality problems
are discussed in literature, most of them focusing on missing data. Methods
to deal with missing data are, among others, listwise- and pairwise deletion,
mean substitution, regression-based single imputation, multiple imputation
and maximum likelihood estimation [43, 44, 37, 45]. Guo et al. [46] and
Kuo et al. [47] developed a simulation-optimisation approach to estimate
service-time distributions in case only start- or end timestamps of activities
are present in the dataset. Simulation-optimisation is also used by Liu et al.
[10] to estimate simulation model parameters in case of data scarcity. A pre-
requisite for this method is the availability of actual KPI data to compare
model output against. Other problem types for which solution methods are
provided in literature are outliers, invalid data [48], inaccurate arrival times-
tamps [49], and patient pathway detection in order to determine the logical
order of activities or dependency between patient types and activity order
[41, 50]. Solving all problems in a dataset might not be possible, but these
methods may provide a helpful starting point to deal with certain (solvable)
data quality problems.

Data quality problem prevention and correction both contribute to a
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higher input data quality, which in turn improves simulation model relia-
bility. Nonetheless, EHR data may not be the only source of input data to
a simulation model. As not every detail of ED operations can be captured
in the EHRs, and not all data quality problems in EHRs are resolvable, this
data should be combined with information from other sources such as obser-
vations, interviews, etc. All input data sources have their limitations, but
integrating data obtained by different data collection methods is advisable
as this can improve simulation model reliability.

6. Conclusion and future research

Data quality assessment can be a time-consuming task. This paper pre-
sented a data quality framework with its associated assessment techniques.
The developed R-package DAQAPO standardises and facilitates the process
of identifying and quantifying potential data quality problems. The func-
tions are defined in a generic way, and can hence be tailored to a specific
context through the use of the function’s parameters. The usefulness of the
DAQAPO-package for assessing input data quality is demonstrated with a
real-life case study. The framework and assessment techniques are described
and illustrated from the viewpoint of ED simulation model development, but
this does not preclude its use in other research contexts such as other OR
studies in healthcare.

The efforts presented in this paper can be extended in future research.
First of all, future research may focus on analysing to what extent the frame-
work is directly applicable to other OR techniques and to OR in other (health-
care) domains, and on identifying which extensions are required to even fur-
ther generalise the framework to other contexts. Secondly, new assessment
techniques can be developed. Both advancements of existing techniques, and
the development of new techniques for data quality problems not included in
the current set of functions, can be worthwhile. Finally, investigating solu-
tions for the different data quality problems is a valuable direction for future
work.
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Appendix

Missing values function (DQP2 1.1)
The function missing values is developed in order to detect missing values in
a dataset. The function has 5 parameters:

• The activity log parameter is used to refer to the name of the activity
log (i.e. dataset) under investigation.3

• The level of aggregation parameter defines whether the function
should be applied to the complete dataset (i.e. define all missing val-
ues in the dataset), a single column (i.e. define all missing values in a
specific column) or the activity level (i.e. define missing values for each
activity separately).

• In case the function is applied at the column level, the column name
should be indicated in the colname parameter.

• The details parameter defines if detailed information on the pres-
ence of a quality problem is desired (default), or if summary statistics
suffice.3

• The filter condition parameter provides the possibility to insert a
condition to obtain a subset of the activity log. In case a condition
is defined, the function is only applied to the retrieved subset. This
enables the user to interactively use the functions by focusing on more
specific subsets of the activity log.3

Incomplete cases function (DQP 1.1)
The incomplete cases function quantifies the number of incomplete patient
flows in a dataset. The function has one parameter in addition to the three
parameters all functions have in common:

• The activity vector parameter lists the activities which need to be
present for a case in order to be complete.

2i.e. Data Quality Problem
3 The activity log, details and filter condition parameters are common to all functions.

Their explanation is not repeated in the description of the other functions.
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Inactive periods function (DQP 1.3)
The inactive periods function is developed in order to reveal extended time
periods without arrivals. This function has three parameters in addition to
the three parameters all functions have in common:

• The threshold in minutes parameter defines the time period that
may elapse between consecutive arrivals before it should be reported in
the output.

• The timestamp parameter is present to indicate if start, complete or
both timestamps should be used when identifying inactive periods. In
case both timestamps are used, the difference between the completion
of an activity and the start of the next activity is evaluated.

• The only consider start activity parameter specifies the first ac-
tivity that is executed on a case. The timestamp of this activity is
used as approximation for the arrival time.

Activity order function (DQP 2.1.1.1)
The function activity order automates the detection of activity order viola-
tions. The function has two function-specific parameters:

• The timestamp parameter determines which timestamps are com-
pared when checking the activity order: start, complete or both. In
case both timestamps are considered, overlap of sequential activities is
also detected.

• In the activity order parameter, a vector should be defined that in-
dicates the regular order of activities. The function checks for all cases
in the activity log whether the recorded timestamps follow this order.
If the regular order depends on case characteristics, a filter condition
can be passed to the function. This way the dataset can be divided in
subsets and a separate order for each subgroup of cases can be specified.

Attribute dependency function (DQP 2.1.1.2)
The identification of violated mutual dependency between attribute values is
implemented with the function attribute dependency. The function has two
parameters in addition to the three parameters all functions have in common:
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• The condition vector1 parameter contains one or more conditions
that are checked in the dataset.

• The Condition vector2 parameter contains one or more conditions
that should be fulfilled if condition vector1 holds. Otherwise, the mu-
tual dependency is violated.

Related activities function (DQP 2.1.1.2)
The function related activities can be used to determine whether a mutual
dependency between activities in an activity log is violated. More specifically,
the function detects whether an activity that should be registered given the
presence of another activity, is recorded in the data file. The function has
two function-specific parameters:

• The activity1 parameter contains the name of the first activity in the
set of mutual dependent activities.

• The activity2 parameter is used to pass the name of the second ac-
tivity, which should be present if the first activity is executed, to the
function.

Conditional activity presence function (DQP 2.1.1.2)
The function conditional activity presence evaluates the mutual dependency
between an activity and an attribute in an activity log. The function has
two specific parameters above the general parameters:

• The condition vector parameter determines the condition that is
tested for an attribute in the data file. This results in a subset of cases
from the activity log.

• The activity vector parameter specifies the activity that should be
present for each case that meets the condition. Since both parameters
are vectors, multiple conditions or activities can be specified simulta-
neously.

Duration outliers function (DQP 2.1.2.1)
The function duration outliers can be used to determine whether activ-
ity duration outliers are present. Outliers can be determined based on
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two conditions: a self-defined lower and upper bound, or a maximal de-
viation from the mean in terms of standard deviations. The default set-
tings of the function define an outlier as a value that falls outside the range
[mean − 3 ∗ SD;mean + 3 ∗ SD]. The function has four function-specific
parameters:

• The activity under consideration is specified in the activity considered
parameter.

• In case an upper and lower bound are defined, a value is assigned to
the parameters lower bound and upper bound .

• In case outliers are defined based on standard deviations, the maxi-
mum acceptable number of standard deviations (SD) that a value may
deviate from the mean is specified in the bound sd parameter.

Time anomalies function (DQP 2.1.2.1)
The time anomalies function detects all negative or zero durations in the
activity log. The function has only one parameter in addition to the general
parameters:

• The anomaly type parameter indicates if negative, zero or both neg-
ative and zero activity durations have to be detected in the activity log.

Multi registration function (DQP 2.1.2.1)
The multi registration function identifies the registration of multiple activi-
ties for the same case (case level) or by the same resource (resource level) in
a too short timespan. This function has three function-specific parameters:

• The level of aggregation parameter specifies if the registration of
multiple activities for the same case (case level) or by the same resource
(resource level) in a short timespan has to be identified.

• The timestamp parameter determines if start, complete or both times-
tamps should be compared to detect inexact timestamps. In case both
timestamps are used, the time between the end of an activity and the
start of the successive activity is considered. With start or complete
timestamps, the difference between the selected timestamp of succes-
sive activities is studied.
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• The threshold in seconds parameter determines the minimum time
interval (in seconds) between two activities executed by the same re-
source or on the same case in order to be realistic.

Attribute range function (DQP 2.1.2.3)
The function attribute range checks whether the values of an attribute or
timestamp fall within the range of possible values. The function has three
parameters in addition to the three parameters all function have in common:

• The function requires the specification of the attribute which should
be investigated in the column parameter.

• The range of possible values for the attribute is passed to the function
by the domain range parameter.

• In case the domain range consists of timestamps, the format of the
timestamps in the domain range (e.g. “DD-MM-YYY hh:mm:ss”)
should be defined in the timestamp format parameter for formatting
purposes.
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