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Abstract 

Partial atomic charge, which determines the magnitude of the Coulombic non-bonding 

interaction, represents a critical parameter in molecular mechanics simulations. Partial 

charges may also be used as a measure of physical properties of the system, ie. covalency, 

acidic/catalytic sites, etc. A range of methods, both empirical and ab initio, exist for 

calculating partial charges in a given solid, and several of them are compared here for 

siliceous (pure silica) zeolites. The relationships between structure and the predicted partial 

charge are examined. The predicted partial charges from different methods are also 

compared with related experimental observations, showing that a few of the methods offer 

some guidance towards identifying the T-sites most likely to undergo substitution or for 

proton localization in acidic framework forms. Finally, we show that assigning unique 

calculated charges to crystallographically unique framework atoms makes an appreciable 

difference in simulating predicting N2 and O2 adsorption with common dispersion-repulsion 

parameterizations. 
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1 Introduction 

 Zeolites represent the most commercially important class of crystalline nanoporous 

materials, finding application in catalysis, adsorption, molecular sieving, ion exchange, and 

electronics.[1–13] The International Zeolite Association (IZA) currently recognizes over 

230 unique zeolite topologies.[14] The majority of these may be synthesized over a range 

of Si/Al ratios, may contain additional T-site substitution (ie., Ge, Sn, Ti, P), and ion-

exchanged to contain a range of cations. All these substitutions modify effective pore size 

and surface chemistry which, in turn, affects a specific zeolites performance for specific 

applications. Considering the diversity of potential zeolites and their potential for 

applications, appreciable development has occurred towards developing simulation 

approaches to aid in understanding and predicting zeolite behavior. The majority of these 

studies have focused on force field-based molecular mechanics approaches.  

 Reliable simulations must accurately describe a zeolite’s structure and correctly 

model the interaction between the framework atoms with guest species. The chief 

commonality between force fields developed for these purposes is the inclusion of a 

Coulomb term utilizing partial charges located on the framework atom centers. Following 

the work of Catlow et al.,[15,16] many popular structural force fields use formal ionic 

charges at each atom center (+4 for Si and -2 for O) with a core-shell term on the oxygen 

atoms.[17] As on-site ion polarization and charge transfer between ions are nearly 

indistinguishable, the core-shell term can be thought of as describing either the 

polarizability of the oxygen or the covalency between the framework atoms.[18] Other 

force fields geared towards modeling structure instead use no core-shell term and smaller 

partial atomic charges, accounting for covalency with dispersion-repulsion terms or 
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conventional harmonic bonding potentials.[19–24] Force fields developed expressly for 

separation and sieving applications (such as adsorption and diffusion) do not typically 

include core-shell terms. If partial charges have been parameterized for the framework, they 

are often much smaller than those used in a structural force field.[25,26] If no partial 

charges have been specified, then they must be determined through various approaches, as 

detailed in the following sections.  

 For adsorption and diffusion problems, the simplest and most widely used method is 

to treat the framework atoms as rigid (ie. fixed positions) as this greatly reduces the 

computational complexity of the simulation.[27] However, it is known that zeolites can 

exhibit appreciable flexibility, in part due to the small energetic penalty associated with 

changing the T-O-T angle.[4,24] Recent experiments and simulations have shown that 

flexibility must be addressed in at least some instances, such as the important commercial 

zeolite MFI (ZSM-5), in order to obtain reasonable accuracy.[28–30] Many of the better 

simulations currently being published address this flexibility,[31–34] however the 

simulation force field now needs to describe both the framework structure and interaction 

with guest species well.  

 Another key industrial use of zeolites is as solid acid catalysts where confinement 

within nanopores allows for size and shape selectivity. Coupled with the possibility of high 

acidity, tunability in the number of (and, consequently, spacing between) acid sites, zeolites 

make nearly ideal acid catalysts. The catalytic site in aluminosilicates may arise from the 

exchange of higher valence charge-balancing cations (ie. Na+ exchanged for La3+), creating 

strong local fields near the framework Al.  The distance between a high valence cation site 

and the framework Al sites favors water disassociation by stabilizing hydroxyl species 
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associated with the cation and H+ associated with an Al3+ site, and a trivalent cation (such 

as La+3) can create two catalytic Brønsted acid sites per cation in an aluminosilicate.[35] 

Since strong local fields create the Brønsted acid site, it follows that the high valent cations 

are likely to be located at the least electropositive Al. In other words, the Al sites with the 

highest partial charges will likely function as the primary acid sites. Alternatively, the 

substitution of heavier metals, like Sn or Ti for Si, has been shown to greatly increase the 

catalytic capabilities of a zeolite.[36] These heavier metals are strong Lewis acid sites and 

can catalyze reactions such as petroleum refining, isomerization, methanol conversion, 

esterification, etc.[37] Although pure SiO2 zeolites themselves are not important catalysts, 

many commercial catalysts have sufficiently high Si/Al ratios that they are nearly siliceous 

in overall composition.  Even for zeolites with smaller Si/Al ratios, insights generated from 

the pure SiO2 framework often provide useful insights towards predicating catalytic sites 

and behavior. 

 Recently Hamad et al. gave an overview of many common methods and 

demonstrated their performance in predicting partial atomic charges for some representative 

metal-organic frameworks (MOFs).[38] There are very few, if any, force fields for MOFs 

that include a description of the partial atomic charges, so the prediction of partial atomic 

charges is very important for MOF simulations. They tested methods that require ab initio 

quantum mechanical simulations as well as those that only use a crystal structure. Their 

results showed a surprisingly high degree of variability in the predicted partial atomic 

changes depending on methodology.  Not surprisingly, these differences impact separation, 

adsorption, and diffusion simulations. In addition, they demonstrated that the choice of 
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partial atomic charge had a large impact on the predicted structural properties when 

framework flexibility was introduced into the simulation. 

 Zeolite force fields have existed for an appreciable amount of time and are far more 

mature than force fields for MOFs.  However, existing zeolite force fields fall into two 

categories: 1) force fields fit to accurately account for structure in silicates (such as 

response to pressure) and 2) force fields designed to accurately predict adsorption in static 

frameworks. The treatment of partial atomic charges in these approaches tends to be quite 

different. With increasing computational power available, it is becoming routinely possible 

to carry out simulations of adsorption with framework flexibility included. A new 

generation of potentials are needed with physically accurate partial charges in order to 

simultaneously model structure and adsorption. Here, we present a study similar in spirit to 

that of Hamad et al. focused on understanding the predicted partial atomic charges of 

siliceous zeolite frameworks. Unlike MOFs, it is more difficult to break down zeolites into 

simple molecular clusters as the same composite building units (CBUs) appear in many 

zeolite frameworks and the partial charges for one CBU may vary greatly depending on 

which other CBUs are connected to it. There are several different methodologies that have 

been created to determine the partial atomic charges on atoms in a structure from structural 

and quantum chemical information. These methods can be applied to single molecules or 

periodic systems, and as our goal is to analyze their performance in zeolites the focus will 

be only on methods that can be applied to extended periodic systems. As many of these 

methods have been thoroughly discussed in the literature, we only offer a brief summary of 

the methods we use in Table 1 (a more comprehensive review is available in the 

Supplemental Information). In this work, we will compare the predicted partial atomic 
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charges from each method, consider the effect of the local geometry on the charges, and we 

will assess if these charges can be used to identify known acidic or catalytic T-sites in 

select zeolites. Lastly, we will analyze the effect of compression on the predicted partial 

charges, and the effect the partial atomic charges from the different methodologies has on 

predicted gas adsorption behavior. 

 

Table 1. A summary of the partial atomic charge determination methods used in this work. 

 

2 Methods 

2.1 Simulation 

 The crystal structures for the zeolites studied were taken directly from the Structure 

Commission of the IZA’s (IZA-SC) database of structures.[14] The IZA-SC’s structures, 

optimized with DLS-76 using only bond length and bond angle constraints, provide a fully 

self-consistent idealized structures appropriate as a starting point for our analysis. DLS-76 

is a distance least-squared program primarily for determining zeolite structures from 

Method Type Description Ref. 

EEM semi-

empirical 

Charges determined through equalization of 

electronegativity 

[39]  

QEq semi-

empirical 

Like EEM, but uses screened Coulomb repulsions 

in lieu of atomic hardness 

[40]  

EQEq semi-

empirical 

QEq which allows the Taylor series to be 

expanded around non-zero charges  

[41]  

QTPIE semi-

empirical 

QEq but expressed in terms of charge transfer 

variables that penalize long-range charge transfer 

[42]  

Iterative 

Hirshfeld (HI) 

ab initio Parses the charge density by fitting it to a 

superposition of reference atomic states.  

[43–45] 

DDEC ab initio Atoms-in-Molecule (AIM) decomposition of 

charge density coupled with an iterative 

stockholder approach using the reference atomic 

charge densities 

[46–48]  

Bader ab initio Atoms-in-Molecule (AIM) decomposition of 

charge density 

[49–51]  

REPEAT ab initio Charges fit to reproduce the electrostatic potential [52] 
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powder patterns that can enforce linear constraints on the connectivities.[53] Atomic 

connectivity and geometry were evaluated using the ZeoTsites package, and verified with 

structure visualization.[54,55] The EEM and QEq partial atomic charges were determined 

using the General Utility Lattice Program (GULP).[56] The EQEq partial atomic charges 

were determined with the stand-alone program provided as a supplement to the work of 

Wilmer et al.[41] The QTPIE partial atomic charges were determined with GULP. 

 Periodic plane-wave DFT calculations were performed with version 5.4.1 of the 

Vienna ab-initio Simulations Package (VASP). The generalized gradient approximation 

(GGA) exchange-correlation functional of Perdew, Burke and Ernzerhof (PBE) was 

utilized.[57] As it has been previously demonstrated that long-range dispersion is necessary 

for accurately predicting zeolite frameworks,[58] Grimme’s -D3 semi-empirical dispersion 

correction was included during structural optimizations.[59] The plane augmented wave 

(PAW)[60,61] pseudopotentials for PBE which represent the valance configurations of 

2s22p4 for O and 3s23p2 for Si were employed. Optimized cell volumes were obtained 

through a fit to the Vinet equation of state[62] from a series of constant volume conjugate-

gradient optimizations of the cell shape and atomic positions that spanned at least ±5% of 

the IZA-SC listed unit cell volumes. Constant volume optimizations were performed as two 

subsequent optimizations of the cell shape and lattice positions and a final single point 

energy evaluation were performed to minimize Pulay stress. For the optimizations only the 

gamma point was used to represent the first Brillouin zone. The first Brillouin zone was 

represented with an automatically generated -centered mesh with grid points spaced 

evenly at ~0.03 2Å-1 increments along the reciprocal axes for the single point simulations 

used to compute the charge density and electrostatic potential. The k-space integration in 
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the first Brillouin zone was done with the tetrahedron method with Blöchl corrections.[63] 

The plane wave basis was cut off at 520 eV. The Kohn-Sham [64] expressions were solved 

via the RMM-DIIS algorithm with blocked Davidson pre-convergence steps. The tolerance 

for energies is 10-5 eV. The convergence tolerance for forces was 10-2 eV/Å. REPEAT 

partial atomic charge analysis was performed using the stand-alone package of Campañá et 

al.[52] Bader partial atomic charge analysis was performed using the 0.95a version of the 

Bader Charge Analysis package distributed by Henkelman et al.[65] Iterative Hirshfeld 

(HI) charges were determined using the HIVE program.[44,45] DDEC charges were found 

with the ‘DDEC6’ algorithm in the DDEC package distributed by Manz and Sholl.[48]  

 Gas adsorption was simulated with Monte Carlo in the grand canonical ensemble 

(GCMC) with our own in-house modified version of the MuSiC package using the Peng-

Robinson equation of state for fugacities.[66–70] Each simulation employed 200,000 

equilibration cycles and 300,000 production cycles. A cycle here consists of N moves, 

where N is the number of adsorbed particles (minimum 20). 2x2x2 unit cells were used to 

represent the zeolite framework, and the framework was held as rigid during the 

simulations. The adsorbed particles could fluctuate with random translations, rotations, 

insertions, and deletions with equal weight. The adsorption energies in Table 4 were 

computed for a single adsorbate particle with Monte Carlo in the canonical ensemble; the 

particle could fluctuate with random translations, rotations, and jumps (re-insertion) with 

equal weight. 

 In the MC, the adsorbate-framework Coulomb interactions were computed using 

Ewald sums. On-the-fly adsorbate-adsorbate Coulomb interactions were computed using 

the damped, shifted potential method of Wolf cutoff at 12 Å with a damping parameter, , 
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of 0.07 Å-1;[71] this methodology was chosen as we previously found it to give good 

agreement with on-the-fly Ewald sums.[72] The van der Waals interactions were computed 

with 12-6 Lennard-Jones (LJ) potentials cutoff at 20 Å to minimize tail errors. The Lorentz-

Berthelot mixing rules were used to obtain the pair-wise LJ parameters from the atomistic 

force fields. A potential energy map for adsorbate-framework interactions was made prior 

to the MC simulation. The framework LJ parameters were taken from the TraPPE-zeo force 

field.[26] The atomistic parameters for N2, O2, CO2, and NH3 are from the TraPPE-small 

force field,[73–75] benzene is the TraPPE united atom 9-site model,[76] and H2O is the 

TIP4P model.[77]  The inaccessible volumes in the zeolite framework were blocked using 

our recently develop energy based pore mapping program with Ar as a probe (=120K, 

=3.4Å).[27,78] The simulated adsorption isotherms were excess corrected using the pore 

volumes produced by our energy based pore mapping program. Simulated heats of 

adsorption were obtained with fluctuation theory. 

 

2.2 Experimental 

 A sample of the zeolite FAU was obtained from Joesph Hriljac that has been 

iteratively de-aluminated to be effectively pure SiO2 (Si/Al = ∞), and it has been 

characterized by diffraction, NMR, and compression previously.[79–81] 100 mg of the 

sample was activated under dynamic vacuum at 300°C for 18 hours followed by a N2 

surface area measurement at 77K. Adsorption isotherms were measured using a 

Micromeritics ASAP 2020 adsorption analyzer fitted with a He cryostat with a stability of 

0.01K. All the isotherms were collected up to ~750 mmHg with incremental doses of 5 

cm3/g and sufficiently long equilibration times. Desorption measurements were also taken 
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at the end of each isotherm. Prior to each measurement, the sample was reactivated at 

250°C under dynamic vacuum for an hour followed by an hour of equilibration in the 

cryostat at the target temperature. N2 and O2 isotherms were measured at 130K, 140K and 

150K. Isosteric heats of adsorption were calculated by using the Clausius-Clapeyron 

relation. 

 

3 Results and Discussion 

3.1 Comparing Charge Methodologies  

 To compare the magnitudes of the charges produced by the various methods for 

determining partial charges, we will focus first look at the IZA-SC structure for zeolite- 

(BEA) (data tables for the IZA-SC structures of the other known siliceous zeolites are in 

the SI). BEA is an important zeolite in that it has been demonstrated in the literature to be 

highly site-selective with regards to acid catalysis and tetrahedral atom substitution.[82] 

Structurally, BEA consists of three intersecting twelve membered rings (12MR) with 17 

unique oxygen atoms and 9 T atoms. Table 2 shows the different partial charges determined 

for BEA by both semi-empirical and ab initio techniques broken down by its 

crystallographically unique atoms. Looking first at the semi-empirical techniques, we see 

the methods produce an increasingly ionic description of the frameworks following the 

order: QTPIE < QEq < EEM < EQEq. The QTPIE charges are markedly low compared to 

the rest of the methods. We believe they are so low because the polarization correction, 

although implemented for periodic boundary conditions, does not work well for extended 

systems. The EEM and QEq methods both produce charges that would describe a polar 

covalent system (ie. less than 50% ionic qSi=+4), and that are in line with zeolite force 
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fields such as that of Nicholas and TraPPE-zeo where qSi is 1.1.e and 1.5e 

respectively.[20,26]  

 The EQEq charges are much larger than any of the other semi-empirical methods 

for all the zeolites studied. The EQEq charges are in line with very strong polar covalent 

bonds, which is the best description of the bonding in zeolite frameworks.[83] The reason 

the EQEq charges are much larger than the regular QEq charges is the re-centering of the 

Taylor expansion. Centering the charges on zero did in fact return the same charge values 

as QEq. Here the Taylor sum was centered around the fully ionic charges: +4 for Si and -2 

for O. We found that it didn’t matter what value was picked for oxygen (0, -1, -2); EQEq 

returned the same charges so long as the Taylor series for Si was centered at +4. 

 

Table 2. A comparison of the partial charges determined with several methodologies for 

the IZA-SC structure of BEA. The site ‘Label’ is the one used in the IZA-SC database. The 

average value for each atom type and the RMS deviation from that average are shown at the 

bottom of the table. 

Label EEM QEq EQEq QTPIE HI DDEC Bader REPEAT 

O1 -0.8066 -0.6043 -1.2013 -0.0322 -1.2786 -1.1327 -1.5984 -0.5807 

O2 -0.8426 -0.6315 -1.1570 -0.0352 -1.3155 -1.0665 -1.6150 -0.6439 

O3 -0.8046 -0.6007 -1.2053 -0.0321 -1.2827 -1.0985 -1.5967 -0.5770 

O4 -0.8857 -0.6562 -1.2921 -0.0375 -1.3539 -0.9411 -1.5885 -0.7248 

O5 -0.8857 -0.6042 -1.2038 -0.0322 -1.2778 -1.0508 -1.5977 -0.5674 

O6 -0.8452 -0.6328 -1.1638 -0.0353 -1.3169 -1.0971 -1.6153 -0.6277 

O7 -0.8073 -0.6026 -1.2110 -0.0322 -1.2853 -1.2864 -1.5991 -0.5650 

O8 -0.7980 -0.5977 -1.2103 -0.0316 -1.2742 -1.6345 -1.5942 -0.5810 

O9 -0.8646 -0.6408 -1.2880 -0.0363 -1.3355 -0.9970 -1.6090 -0.6664 

O10 -0.8429 -0.6355 -1.3070 -0.0372 -1.3150 -1.0361 -1.6020 -0.6565 

O11 -0.7974 -0.5989 -1.2089 -0.0316 -1.2757 -1.7678 -1.5952 -0.5741 

O12 -0.8420 -0.6356 -1.3043 -0.0372 -1.3148 -1.0232 -1.6008 -0.6263 

O13 -0.8413 -0.6271 -1.3101 -0.0369 -1.3171 -1.6368 -1.6031 -0.6000 

O14 -0.8840 -0.6505 -1.3959 -0.0415 -1.3500 -0.9747 -1.6128 -0.7772 

O15 -0.8527 -0.6361 -1.3265 -0.0375 -1.3229 -1.6380 -1.6013 -0.6490 

O16 -0.8394 -0.6282 -1.3046 -0.0367 -1.3133 -1.3367 -1.6031 -0.5900 

O17 -0.8493 -0.6354 -1.3199 -0.0371 -1.3190 -1.7086 -1.6036 -0.6295 

T1 1.6672 1.2405 2.4059 0.0677 2.6149 2.1571 3.1964 1.2500 

T2 1.6680 1.2366 2.4130 0.0678 2.6153 2.2334 3.1977 1.2272 
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T3 1.6649 1.2535 2.4939 0.0670 2.6061 2.5754 3.2078 1.2656 

T4 1.6652 1.2528 2.4973 0.0672 2.6054 2.6140 3.2092 1.2289 

T5 1.6708 1.2411 2.6745 0.0808 2.6295 2.7166 3.1985 1.3045 

T6 1.6679 1.2439 2.6615 0.0804 2.6259 2.5198 3.1988 1.2647 

T7 1.6821 1.2584 2.5541 0.0670 2.6188 2.9355 3.2077 1.2233 

T8 1.6819 1.2655 2.5498 0.0666 2.6166 2.7506 3.2078 1.2090 

T9 1.6789 1.2530 2.5483 0.0677 2.6184 2.4350 3.2010 1.2636 

Avg. qO -0.8406 -0.6246 -1.2594 -0.0353 -1.3087 -1.2604 -1.6021 -0.6257 

RMSD 0.0287 0.0185 0.0659 0.0028 0.0247 0.2869 0.0072 0.0566 

Avg. qT 1.6719 1.2495 2.5331 0.0703 2.6168 2.5486 3.2028 1.2485 

RMSD 0.0067 0.0090 0.0887 0.0055 0.0075 0.2334 0.0049 0.0278 

 

 Turning to the ab initio methods, we see that the REPEAT charges are the lowest 

(most covalent) of the survey. The HI and DDEC methods produce very similar charges 

that, like EQEq, describe the strongly polar covalent bonding in the system that the core-

shell potentials are built to mimic. Bader analysis produces the most ionic description of the 

system.  Examination of how the Bader analysis approaches zeolites shows that the method 

produced unphysically small atomic volumes for Si. This appears to be a buried atom 

problem, wherein an atom is contained within the diffuse valence shell of several other 

atoms making it appear that the atom has no valence charge density. Tetrahedral atoms in 

strongly polar covalent systems will be particularly susceptible to this problem. HI and 

DDEC are less prone to buried atom issues as they both use iterative comparisons to 

reference atomic states (neutral and ionic). The DDEC3 algorithm relies more heavily on 

Bader atoms-in-molecule decomposition for charge determination, and the DDEC3 charges 

were much more ionic than even the Bader charges with some being too ionic: ie. qSi > 4, 

qO < -2. Because of this, we believe that the Bader charges are an over-estimation caused 

by an unphysical parsing of the charge density. Interestingly, the non-Bader ab initio 

methods are replicated quite well by a semi-empirical method: QEq for REPEAT and 

EQEq centered on the ionic charges for HI and to a lesser extent DDEC. This good 
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agreement is the case for all the zeolites studied as there is a high uniformity in the 

magnitude of the charges predicted by a method across all the zeolites studied. Each charge 

determination method produced charges that vary from site-to-site on the order of 0.01e, 

with the variations on the O atoms being greater than those of the Si atoms. These 

variations represent the different chemical environments around each unique T-site, and 

these site-to-site charge variations can be used to gain physical insight into the zeolite 

framework.  

 Comparison to partial atomic charge determinations from previous studies enhances 

our ability to understand the charges produced by the different methods. Some of the first 

periodic calculations on siliceous chabazite (CHA) compared the Mulliken[84] charges 

produced with steadily increasing basis sets with Hartree-Fock.[85] A minimal basis set 

yielded a charge on the Si of 2.543e. A split valence basis saw that charge drop to 1.655e, 

but adding polarization functions to the split-valence basis caused the charge to rise again 

to 2.230e. The largest and best basis set employed yielded a similar charge, 2.320e, for Si 

in -quartz. A later study on of NH3 and NH4
+ adsorption into an aluminosilicate (Si/Al=3-

5) CHA contrasted the use of cluster and periodic calculations for partial charges.[86] Their 

Milliken Si charges ranged from 1.443e for a periodic representation to 1.612e for a cluster 

representation. A later evaluation of Ti-containing zeolites gave 1.78, 1.67, 1.72 as the 

charges for Si in the siliceous forms of QUA, SOD, and CHA respectively.[87] The 

addition of Ti caused the charge on the Si to rise to ~1.9e. de Boer et al. built a force field 

using split-valence basis set MP2[88] calculations on silicate clusters, analyzing the 

Mulliken charges and also the contribution of the polarizability tensor and molecular dipole 

moments.[89] Their approach yielded a Mulliken charge very similar to aluminosilicate 
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CHA study (qSi=1.486e), although when they factored in the polarizability and dipole 

moments, the charge on the Si jumped to 2.7226e. Later, Pedone et al. combined those 

charges with periodic B3LYP[90] simulations on dense and porous silicates to make the 

FFSiOH force field.[91] They kept the charges the same, but found they needed to make 

the oxygen atoms core-shell allowing them to fluctuate providing some fluidity to the high 

2.7e charge on the Si. Recently, Fang and coworkers have worked towards developing 

transferable force fields for adsorption into zeolites and have used DDEC charges from 

accurate periodic DFT simulations, determining Si charges of 2.21e for CO2 into CHA[92] 

and 2.2124e for CH4 into CHA.[93] While not an exhaustive list, these studies and others in 

the literature point to a charge between 1.4 and 2.7 for the Si in a siliceous zeolite. This 

range spans the values produced by REPEAT to those determined from DDEC and iterative 

Hirshfeld. The most common value that appears in the literature is qSi2.2, lending 

credence to the charges determined by the DDEC, iterative Hirshfeld, or EQEq methods. 

However, it is difficult to rank any charge (which cannot be measured directly) as the 

“best”, so the performance of the models in predicting measurable properties needs to be 

considered. 

 

3.2 The Relationship Between Acidic/Catalytic Sites and Partial Atomic Charges 

 The determination of a zeolite’s catalytic site experimentally has been a heavily 

investigated topic over the past few decades. A leading hypothesis is that the T-site with the 

largest T-O-T angle should be the acidic site going along with the concepts of strain in the 

framework and the ionic character of a metal-oxygen-metal bond increasing with an 

increased bond angle.[94] However, Sastre et al. (and others) have shown little to no direct 
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correlation between local structure and the acidic site.  Instead, they conjectured that the 

acidity arises from the long-range electrostatics.[95,96] In a different study, Gale showed 

the classical- and cluster-based models often mispredict the site of interest because of a 

neglect of long-range electrostatics and that full periodic supercell simulations are more 

likely to make correct predictions.[97] Contrarily, Yang et al. asserted that distortions away 

from a regular TO4 tetrahedron (in terms of the RMS deviation of the O-T-O angles at a 

site) are what cause a T-site to be more acidic.[58] As zeolites are acid catalysts, one 

hypothesis is that the catalytic site will be the most acidic and therefore have the most 

positive charge in the system from its Lewis acidity. An aluminosilicate has Brønsted 

acidity from the presence of a hydroxyl formed from the association of a H+ to an oxygen 

bound to an Al.  It is reasonable to expect the H+ to associate with the oxygen atom having 

the most negative charge and where neighboring T-atoms will likely bear a higher positive 

charge. As the charge determination methodologies readily predict the most positive site in 

a zeolite, so we tested this hypothesis by analyzing a few well-studied, commercially 

relevant zeolite frameworks: BEA, BEC, MFI, MWW, and TON. Using only siliceous 

frameworks, this will also determine if the acidic sites can be predicted a priori by treating 

each T-site equivalently from a parameterization/pseudo-potential point of view. 

 

Table 3: A comparison of the partial charges determined for the DFT optimized structure 

of BEA. The site ‘Label’ is the one used in the IZA-SC database. Literature identified T-

sites of interest are in grey. 

Label EEM QEq EQEq QTPIE HI DDEC Bader REPEAT 

T1 1.6045 1.2446 2.1724 0.0669 2.5908 3.6562 2.2824 1.3139 

T2 1.6049 1.2378 2.1808 0.0669 2.5938 2.7429 2.9094 1.3151 

T3 1.6003 1.2580 2.2366 0.0662 2.5812 2.5536 2.7367 1.2516 

T4 1.5996 1.2566 2.2355 0.0664 2.5824 2.1657 2.9270 1.2395 

T5 1.6084 1.2351 2.3960 0.0782 2.6091 2.6920 2.9683 1.3201 

T6 1.5968 1.2379 2.3589 0.0778 2.5996 2.3176 3.1222 1.2508 



 16 

T7 1.6179 1.2712 2.2849 0.0669 2.5945 2.8284 2.9523 1.2579 

T8 1.6136 1.2827 2.2673 0.0672 2.5890 1.9532 3.1693 1.1923 

T9 1.6131 1.2644 2.2770 0.0672 2.5928 2.7103 3.1828 1.3604 

 

 Since experimentally measured structures rely on data of variable quality (most are 

determined by powder X-ray diffraction) and the refinements use different approaches 

(especially with respect to the level of restraints/constraints), we were concerned that 

experimental structures would not be sufficiently self-consistent for our purposes.  We have 

already analyzed the DLS76 structures, but these structures are highly idealized and can 

often be off from the experiment either in terms of unit cell volume or a specific structural 

feature. To determine if these small changes to the framework can have noticeable effect on 

the predicted partial atomic charges in the previous section, we re-optimized the DLS76 

structures of our commercially relevant zeolite frameworks using periodic plane-wave 

DFT. Table 3 shows the partial atomic charges of each method for the T-sites in the 

optimized BEA structure (similar tables for the other structures are in the supplemental 

information). When compared to the values shown in Table 2, it can be readily seen that the 

charge for each site changed following the DFT optimization. However, the predicted 

magnitudes of the charges do not change significantly (< 0.3e). The EQEq and Bader 

charges experienced the greatest change in magnitude with the average T-site charges 

dropping to 2.267e and 2.916e, respectively. On the other hand, the HI and REPEAT 

charges for the optimized structures are much closer (< 0.03e) to the DLS76 structures’ 

charges: 2.593e and 1.278e respectively. In addition to changing values at each site, the 

ordering of sites by charge magnitude also changed with optimization for each method. For 

example, the site T5 has the greatest REPEAT charge for the DLS76 structure, yet the site 

T9 has the greatest REPEAT charge for the DFT optimized structure. This demonstrates 
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just how sensitive these charge determinations are to structure; upon optimization, there 

was only a slight 1.4% increase in volume. That volume increase arose chiefly from an 

elongation of the crystallographic c-axis, which had the consequence of increasing the 

eccentricity of the elliptical 12MR channels of BEA. Because of the sensitivity of the 

charges to structure, the comparison with the literature for determining acidic sites will be 

done with the higher quality DFT optimized structures. 

 The literature provides several different (often inconsistent) accounts of which 

site(s) are the most acidic or the most favorable for substitution for each zeolite; 

conclusions vary depending on how the problem was approached and the specific 

experimental conditions. Studies devoted to the determination of the acid site are less 

numerous than those that focus on determining the preferred T-atom (T=Sn, Ge, Ti, etc) 

substitution site as the site that will act as the catalytic site post-substitution. It is worth 

noting that the IZA-SC and experimental structures frequently have different site labels.  

For consistency, we will use the IZA-SC site notation here. Extended X-ray adsorption fine 

structure spectroscopy and periodic DFT simulations comparing HOMO-LUMO gaps of 

substituted frameworks have identified the T5/T6 site of BEA as the primary substitution 

site, consistent with the large T-O-T angle between sites T5 and T6.[36,98] These studies 

also indicated that the T5/T6 site should be the most acidic. The later work of Yang et al. 

argues that, while T6 is the most favorable substitution site, T9 should be the most acidic 

site based on simulated water adsorption even though the least stable substitution site.[58] 

The T5 and T9 sites of BEA are illustrated in Figure 1; similar cartoons for the other 

materials are available in the supplemental information. For BEC (the pure polymorph C of 

BEA with higher crystallographic order), the primary substitution site for metal atoms was 
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determined to be at T1 in the t-d4r unit. However, T3 was shown to become the most 

favorable with increasing Ge concentration.[99–101] The description of MFI is the most 

varied.  A recent review concluded that most sites were identified as a preferred 

substitution site by at least one study, but sites T8 and T10 are implicated most 

frequently.[102] Part of the difficulty may arise from the high flexibility in MFI. The MFI 

framework can adopt at least two distinct monoclinic and orthorhombic phases with heating 

or guest molecule insertion.[28,29,103–105] Later simulation studies have identified the 

acidic site as T11, T7, or T12.[106–109] Gale’s study into MFI that expressed the need for 

correct-long range electrostatics identified T4 as the primary substitution site, which was 

corroborated with Ti and Fe substitution studies.[97,110–112] Hydroxyl IR studies ranked 

sites T1, T3, and T5 as the most acidic in MWW, with T6 as the most stable substitution 

site and T8 the least.[95] A later experimental and QM/MM study indicated that Al 

substitution prefers sites: T6 > T3 > T8, and the acidity went as T8 > T3 > T6 in the 

presence of acetone and T6 > T8 > T3 in the presence of TMPO.[96] Early cluster 

simulations indicate that T1 and T4 are the most favorable Al substitution sites in 

TON.[113] However, a later NMR and simulation study indicated T4 would be the most 

favorable and almost no substitution should occur at T1.[114] Early cluster simulations 

mark T2 as the most acidic site,[115] yet a later cluster study selected T1 as the most stable, 

accessible Brønsted acid site (although other sites it, they surpassed were dubbed 

inaccessible).[109] A more recent ab initio molecular dynamics study on the mechanism of 

propene methylation in TON identified T3 as the Brønsted acid site.[116]  

 The different charge determination methods provide differing descriptions of the 

site-to-site charge variations, and they each identify different sites as the most positive. 
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EQEq, QTPIE, and HI all predict T5 and T6 as the first and second most positive sites in 

BEA, whereas Bader and REPEAT identify T9 as the most positive site. The charge 

difference between the first and second most positive sites in BEA is large enough (~34% 

of the total for HI) to suggest chemically significant distinctions between the sites. 

Somewhat surprisingly, DDEC has a large distribution of charges (1.95e-3.65e) in BEA 

and the other zeolites, and it picks T1 as the most positive site in BEA. DDEC is the only 

method to predict site T1 as the most positive site in BEC, and only EEM, EQEq, HI, and 

REPEAT predict the other literature indicated site, T3, as the most positive site of BEC. 

The literature BEC studies used force field and cluster simulations, both of which were 

noted by Gale as prone to incorrect predictions.[97] That casts enough of a shadow of doubt 

to make assessment of quality difficult. REPEAT is the only method that predicts site T4 as 

the most acidic in MFI, following Gale’s prediction. Considering the other methods, we see 

that Bader predicts T8 and DDEC T1 for MFI. HI, EQEq, and EEM all agree on site T3 for 

MFI, with REPEAT indicating that should be the second most acidic site. No method 

agreed with the substitution literature on MWW, placing T6 or T1 as the most positive site. 

QEq and REPEAT agreed with the QM/MM study identifying T8 as the most positive site, 

and DDEC was the sole method that selected T3 as the most acidic site. Most of the charge 

determination methods agree that site T4 is be the most positive site in TON, with DDEC 

as the only ab initio method to predict T1 as the most positive. The margins between the 

charges at different sites are the lowest for TON, making it seem that T2 and T4 should 

have comparable acidity according to Bader and HI. 

 Overall, the REPEAT method appears to yield the best agreement for the most 

electropositive T-site compared with the most reliable literature. An exception is the case of 
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BEC, and to a lesser extent TON, where REPEAT agrees with most of the other methods. 

DDEC is the only ab initio method that agrees with the literature determination of T1 for 

BEC and TON. Both these charge determination methods use the DFT periodic 

electrostatic potential (and thus long-range electrostatics) to determine the charges, so it is 

sensible they are the most adept at predicting acidic sites. HI also does a reasonable job of 

predicting the literature-identified substitution sites. A unique aspect of our approach 

compared to other investigations is that we used DFT-optimized structures while most other 

investigators performed simulations on the experimental structure.  Considering the 

differences noted above, this is likely a major reason why we reach slightly different 

conclusions in some cases, especially compared with cluster and QM/MM studies. An 

additional point is that, in the optimization of MFI, we discovered two different solutions in 

the same range of unit cell volumes, and the lower energy solution reported more closely 

resembles the high temperature, evacuated phase of MFI. 

 To see if there is any connection between partial atomic charge for a T-site and its 

local structure, we analyzed the dependence on the local bond angles for the leading ab 

initio charge determination methods. Following Yang’s assertion, the T-sites with the 

greatest RMS deviation of O-T-O angles should be the most acidic,[58] and Figure 2 

illustrates those deviations for the five zeolites using three different sets of charges. The 

average O-T-O angle in each case is the anticipated ~109.47°. In each of the presented 

cases, the site with the largest RMS O-T-O deviation was not the site with the highest 

charge. The data show no clear correlation between predicted charge and RMS O-T-O 

deviation.  The scatter evident in Figure 2 clearly shows that, for the most promising 

methods investigated here, O-T-O deviations have at best a secondary effect on partial 
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charge. There is, however, some evidence of correlation between the T-O-T angles and 

predicted partial charges (Figure 3).  Specifically, for the HI method, charges track the 

average T-O-T angles quite well, although not quantitatively. By its design, the HI method 

should do the best job of predicting the ionic character of a bond. Considering that more 

linear metal-oxygen-metal bond angles are expected to be more ionic, the observed 

correlation is expected. In TON, there are several linear T-O-T bonds in the system. We 

interpret that those large angles strain the tetrahedra, leading to the higher than average 

RMS deviations of the O-T-O and T-O-T angles. Since all these sites show higher 

simulated charges in HI, there is likely a relationship although far from perfect.  For 

example, site T2 is connected via two linear T-O-T angles (giving the second highest 

average T-O-T angle in the cell), but the average O-T-O angle at T2 is the closest to the 

anticipated value with an RMSD of 1.73°. 

 The degree of correlation between RMS deviations of the T-O-T angles and partial 

charge is about as low as the correlation between the partial charges and the RMS O-T-O 

deviations, ie. the HI and DDEC plots just look like scatter plots. The REPEAT method 

appears to have a weak dependence on the RMS T-O-T deviations, but again it is not 

significant enough to be quantitative. We cannot exclude the possibility that stronger 

correlations might emerge when considering multiple, coupled geometric factors. However, 

as summarized at the start of this section, other teams have attempted to extract similar 

relationships from local geometry without success. Our results are consistent with their 

conclusions that long range correlations are at least as important as local geometry. 

 

3.3: The Effect of Compression on Partial Atomic Charges  
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 As shown in Tables 2 and 3, subtle changes in a zeolite’s structure influence the 

predicted partial atomic charge. Compressing a zeolite under high pressure is one of the 

best physical ways to experimentally manipulate and change a zeolite’s structure, and it has 

historically been one of the best tests for a forcefield’s ability to accurately a zeolite 

framework. Previously Colligan et al. investigated the compression of FAU in both 

siliceous and cation containing forms with both synchrotron powder X-ray diffraction and 

force field structural optimizations.[80] The compression of siliceous FAU was probed with 

several pressure transmitting mediums including silicone oil.  As silicone oil is too large to 

penetrate the interior of the zeolite, compression in it provides the hydrostatic compression 

of the framework under only external pressure. Diffraction data were collected until 

amorphization at P  2.4 GPa. We used an equation of state extracted from their 

compression data to construct compressed structures at 0, 0.5, 1.0, 1.5 and 2.0 GPa.  The 

respective lattice constants are 24.245, 24.142, 24.044, 23.9508, and 23.862 Å. As in-situ 

high pressure diffraction studies of powder samples do not typically provide sufficiently 

reliable atomic positions, we used DFT to refine the atomic coordinates (optimized 

structures in the SI). As was previously reported, the T-O lengths and O-T-O varied very 

little during compression, decreasing by at most 0.005 Å and fluctuating between 0.002 

respectively. Adversely, the average T-O-T angle exhibited a large decrease as a function 

of pressure (Figure 4) indicating the twisting of the TO4 tetrahedra is the primary 

mechanism of deformation up to 2.0 GPa. Contrarily, the RMS deviation of the T-O-T 

angle increased with pressure (Figure 4). This is because, while the other T-O-T angles 

became more bent due to the compression, the T-O-T angle connecting the two 6MR of the 

d6r (t-hpr) composite building units become more linear. This matches the previously 
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presented behavior predicted by empirical force fields reasonably well, and this differential 

distortion between the T-O-T angles involved in the sodalite cage (-cage, t-sod) and the 

one purely involved in the d6r has been noted as the cause of amorphization in compressed 

FAU.[80,117] The RMS deviation of the T-O bond lengths and O-T-O angles also 

increased upon compression, although to a much smaller degree than the T-O-T angles: 

0.003 Å and 0.723 respectively.  

 FAU is an opportune candidate to track the evolution of partial atomic charge with 

structural distortion as there is only crystallographically unique T-atom, which simplifies 

the analysis and allows for a clear representation of trends. Figure 5 shows the charges for 

the single crystallographically unique Si atom of each of the four optimized FAU structures 

predicted by the different ab initio methods. The predicted charges have magnitudes in 

agreement with those found for other the other zeolite structures with Bader, DDEC and HI 

between 2.5e and 3.0e, and the REPEAT charges significantly smaller around 1.1e. The HI 

and REPEAT charges exhibit a monotonic decrease in charge on the Si atom with increased 

pressure. The decrease is small, but it demonstrates a change in the chemical environment 

about the Si upon compression that a force field should reflect. The Bader charges also 

exhibit a decrease with increased pressure save a spike up at 2.0 GPa, and the DDEC 

charges exhibit two distinct sets of values   0.5 GPa and between 1.0 and 2.0 GPa. This 

errant behavior of Bader and DDEC is somewhat expected as the atoms-in-molecules 

parsing will be the most susceptible to any errors like the equation of state fit or 

convergence criterion. As expected, the HI charges are the most consistent with the 

smallest variation between the different compressed structures, indicating that the valence 

state and ionic character of the Si-O bonds do not change with this amount of compression. 



 24 

Although, the general downward trend with respect to pressure does indicate an increased 

covalent character. Similarly, when going from the large-pore to the narrow-pore structure 

of a flexible MOF only a minor variation of the atomic charges on the chains is observed, 

also indicating the valence does not change.[118] The variation in covalent nature may be 

seen when you change the +U value for DFT+U (this is more artificial as +U drives 

electron localization onto the target atoms)[119], which gives a steady increase of the Ti 

charges in the COK-69 MOF.[120] Previous studies have shown that, for inorganic 

compounds, lower metal-oxygen-metal bending angles tend to be more covalent.[121,122] 

The changes in the Si charges predicted by REPEAT closely track the changes in the 

volume the cell during compression.  We interpret this to mean that the electrostatic 

potential is scaling relative to the change in the size of the void volumes. As observed in the 

previous sections, the decrease in HI and REPEAT charges with respect to pressure follows 

the decrease in the average T-O-T angles. These results also refute the assertion of Yang et 

al.,[58] since, as pressure increases, the HI and REPEAT charges decrease despite the RMS 

deviation of each feature (including O-T-O angles) increasing as a function of pressure.  

 

3.4 Performance in Predicting Gas Adsorption  

 One of the most common applications of partial atomic charges is to perform force 

field gas simulations to model gas adsorption capacity, the heat of adsorption, and a 

material’s ability to separate gases. We have previously studied the ability of the siliceous 

zeolite frameworks to separate Kr and Xe gas mixtures.[27] Kr and Xe have no partial 

atomic charges and cannot be used to test the applicability of our determined partial 

charges, so N2 and O2 which have partial atomic charges to replicate their standing 
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molecular quadrupole moments are evaluated here. The adsorption of N2 and O2 into the 

FAU framework was simulated with GCMC using the same TraPPE-zeo dispersion-

repulsion parameters employed in our previous study.  We then compare these simulations 

experimental adsorption data measured in-house. The structure fully optimized with DFT 

(as in Section 3.2) and with charges determined from the ab initio methods was used. The 

partial charges on the one crystallographically unique tetrahedral atom of FAU are 1.140 < 

1.500 < 2.357 < 2.556 < 2.953 for REPEAT, TraPPE-zeo (force field, denoted TZ), HI, 

DDEC, and Bader methods respectively. As may be seen in Figure 6, the different partial 

charges do make a difference in predicted adsorption for both the isotherm and predicted 

heat of adsorption. The simulated isotherms and heats of adsorption increase with higher 

partial charges on the T-site with the differences in magnitude (roughly) proportional to the 

differences in partial charge. The large difference in partial charge between REPEAT / 

TraPPE-zeo and the other methods is quite apparent in the simulated N2 adsorption; a 

similar split is also present for O2 but with a much smaller magnitude due primarily to 

oxygen’s much smaller quadrupole moment (and partial atomic charges).  

 The close agreement between the REPEAT and TraPPE-zeo charges is logical 

because REPEAT is a method that fits charges to the DFT electrostatic potential (see the 

fuller discussion of the methods in the SI). Charges fit to the electrostatic potential should 

describe the electrostatic fields felt by guest molecules within a porous material well, like 

directly fitting charges to adsorption data. The atoms-in-molecules methods that 

atomistically partition the total DFT charge density (Bader and Hirshfeld) are known to 

produce charges that can incorrectly reproduce the electrostatic potential of the system.[46] 

Therefore, it is not surprising that the Bader charges produce the worst agreement with the 
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experimental data, particularly at higher loadings. DDEC is a modification of Bader 

partitioning which should improve agreement with respect to the electrostatic potential in 

the pores of a material, and it does indeed improve the description of the adsorption 

properties of the Bader charges. The Hirshfeld and DDEC charges produce very similar 

adsorption properties (their N2 isotherms are almost on top of each other), and they produce 

the best agreement at low loadings. This could be an indication that they are both coming 

close to correctly reproducing the electrostatic potential at the internal surface of the 

zeolite. 

 The most eye-catching detail is how most of these combinations, including the 

defined charges for TraPPE-zeo, under-predicts the experimental adsorption at low 

loadings. In our previous investigations, we noted that just a 12-6 Lennard-Jones 

dispersion-repulsion for the adsorbate species did lead to an under-prediction, especially at 

high loadings for relatively low temperatures near the critical temperature in large pore 

materials like HKUST-1 and FAU.[123] The remedy was to utilize a 9-6 Lennard-Jones 

potential that was parameterized for the liquid state for the fluid-fluid interactions.[124] 

Even then, the predicted isotherms for Kr and Xe into a sample of FAU from the same 

batch under-predicted experimental adsorption by 5-15% at various temperatures. All that 

considered, the HI and DDEC charges are the best at reproducing the experimental 

adsorption at low loadings, and the TraPPE-zeo charges are the best at higher loadings. 

However, it is unreasonable to conclude that a simple substitution of charges into an 

existing force field would produce perfect agreement because many common zeolite force 

fields are fit for different purposes and with their own respective charge models as is 

evident by the TraPPE-zeo charges performing the best at higher loadings. To further 
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demonstrate this, we performed additional GCMC simulations combining the iterative 

Hirshfeld charges with the dispersion-repulsion parameters of several other common force 

fields (Figures in SI).  As expected, there was no significant improvement in agreement. A 

better next generation force field for simulating zeolites could be constructed by refining 

the dispersion-repulsion and bonding parameters for the zeolite framework with the better 

determined partial atomic charges produced by the iterative Hirshfeld or the similarly 

valued EQEq method. 

 To gauge whether the site-to-site variations in charges mattered for predicting 

adsorption compared to a one-charge fits all type approach, we created a hypothetical set of 

partial atomic charges that featured site-to-site variations yet had the same average values 

as the base TraPPE-zeo charges which uses only a single charge for Si and O. The 

REPEAT charges are the closest in value to the TraPPE-zeo charges, so they were scaled so 

that their average values matched the TraPPE-zeo charges. While FAU, with its fairly 

uniform internal surface (compared to other zeolites like BEA and MFI) may not be the 

best example to show the differences from using site-specific charges, Figure 7 clearly 

shows a difference in the GCMC predicted adsorption for N2 and O2 using the REPEAT, 

scaled REPEAT, and TraPPE-zeo charges. Increasing the magnitude of the REPEAT 

charges did increase the overall predicted adsorption, but it is still not equivalent to the 

adsorption predicted using the single valued TraPPE-zeo charges. The scaled REPEAT 

charges do exhibit a smaller predicted adsorption than the TraPPE-zeo charges, and this is 

most likely because the oxygen atoms in the adsorption site at the 6MR window into the -

cage have lower than average charges (-0.728e and -0.686e) compared to the other oxygen 

atoms (-0.768e and -0.817e). This inhomogeneity in charge clearly leads to a lower 
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electrostatic potential at the solid-fluid interface in FAU compared to just using a fixed -

0.75e for each oxygen, which in turn directly affects the predicted adsorption. 

  The adsorption energy of a single molecule into a framework removes the 

molecule-molecule interactions present in a full isotherm, allowing a direct probe of the 

effect of changing the partial atomic charges on adsorption simulations. The trends in 

adsorption energy shown in Table 4 follow those of the isotherms in Figure 6: the REPEAT 

and TraPPE-zeo charges are similar and the lowest adsorption energies, the iterative 

Hirshfeld and DDEC charges produce similar energetics and are in the middle, and the 

Bader charges give the highest energetics. The ~33% larger TraPPE-zeo charges results in 

Coulombic contributions to the energy that are twice that of the REPEAT charges for N2, 

O2, CO2, 2.3 times larger for benzene, and 2.7 times larger for the dipolar gases (H2O and 

NH3). The Bader charges which are ~2.6 times larger than the REPEAT charges provide a 

Coulombic contribution to the interaction energy that is 8-10 times larger for the 

quadrupolar gases and 13-15 times larger for the dipolar gases, providing a litmus for the 

sensitivity of simulated adsorption properties to the chosen partial atomic charges. There 

was little effect on the adsorption energy for O2 from changing the zeolite’s partial atomic 

charges owing to it having the smallest multipole of any of the gases in Table 4. On the 

other hand, benzene’s Coulombic interaction energies range from 1.26 to 10.95 kJ/mol, i.e. 

4 to 27% of the total adsorption energy. The dipolar gases are even more sensitive to the 

choice of framework partial atomic charges. The DDEC, iterative Hirshfeld, and Bader 

charges produce Coulombic contributions that are most of the total adsorption energy. They 

also show a marked decrease in the non-Coulombic energy (1-6 kJ/mol), indicating that the 
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adsorbed gas moved closer to the zeolite surface to maximize the total interaction at the 

cost of increasing the repulsive interaction.  

 In general, the predicted adsorption energies are too low, and this may be from a 

mismatch of the experimental structure and the one from the IZA-SC’s database. However, 

the data for N2 and O2 in Figure 6 shows a quick drop off at low loading to values that 

better correspond to the adsorption energies produced with the iterative Hirschfeld and 

DDEC charges. The H2O study was simulation based and they claimed their predicted 

adsorption was too low but that included comparison to cases with a non-trivial amount of 

extra-framework cations.[125] The NH3 study also had some alumina-content in the 

framework (Si/Al = 10.29), but they showed a trend of increasing adsorption energy with 

decreased alumina content in H-substituted FAU that was plateauing at their highest 

measured Si/Al ratio (the one shown here).[126] NH3 and CO2 are the cases with the best 

agreement with experiment. In those cases, the iterative Hirshfeld and DDEC charges 

provide the closest agreement, indicating they could be a good foundation for building 

future force fields.  

 

Table 4: Several small (rigid) molecule adsorption energies (kJ/mol) into siliceous FAU 

computed with the different ab initio framework partial atomic charges. Experimental heats 

of adsorption from: aThis work bRef. [127] cSimulated, Ref. [125]  dH-FAU (Si/Al=10.29) 

Ref. [126] eRef. [128] 

Molecule Expt. H0 TZ HI DDEC Bader REPEAT 

O2 140 K 11.3a 7.17 7.27 7.29 7.35 7.14 

N2 140 K 12.0a 7.51 8.53 8.35 9.17 7.23 

N2 300 K 11.7b 6.38 6.74 6.77 7.01 6.26 

CO2 300 K 16.8b 11.97 15.30 15.44 17.04 10.98 

H2O 335 K 17.0c 11.16 29.62 24.05 39.02 6.85 

NH3 298 K 27.2d 13.62 26.07 20.31 32.26 10.22 

C6H6 300 K 55.0e 31.24 37.26 37.32 40.44 29.01 

 

4 Conclusions 



 30 

 We have shown that the different methodologies to compute partial atomic charges 

produce significantly different solutions when applied to the known pure silica zeolites. 

Atoms-in-molecule partitioning of the DFT charge density predicted the system to be the 

most ionic charges whereas all the other different methodologies predicted charges that 

better reflected the known covalency of the Si-O bond. All the methodologies showed at 

least some difference in charge between the different crystallographically unique sites with 

the RMS differences of the Bader charges being the least pronounced of all the methods. 

That these differences are physical and meaningful is evident from inspection of the 

zeolites’ internal geometry where the chemical environment around each T-site is unique. 

Partial atomic charge analysis on the full periodic structure is a simple way to a priori 

predict the most catalytically active sites or sites most likely to undergo substitution in 

zeotype frameworks, especially since none of the simple local geometric metrics from the 

literature were found to correlate with the partial atomic charges. The closest connection to 

local geometry and partial atomic charge is the correlation between the average T-O-T 

angle at a T-site and the iterative Hirshfeld charges, but it is too weak to build a simplified, 

analytic algebraic model. Slight changes in the zeolite structure through structural 

optimization or compression experiments also had a noticeable impact on the predicted 

partial atomic charges and their variation between crystallographically unique atomic sites. 

This serves to emphasize the need for high quality, reliable structures for zeolite 

simulations.  

 Framework-to-framework and site-to-site variations in partial charge represent 

subtle, yet possibly important, features that will not be captured by fixed charge force 

fields, although they may be accounted for by core-shell potentials to at least some extent. 
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While most current, reliable force fields can simulate properties like adsorption to within 5-

10% of experiment, using site-specific partial atomic charges maybe a way to further 

improve agreement in future force field development, especially if that force field is to 

account for both framework flexibility and guest-host interactions. While the choice of 

partial atomic charges does have an impact on the prediction of gas adsorption, merely 

substituting ‘better’ partial atomic charges is not a sufficient solution. In many cases the 

van der Waals parameters are co-fit with the partial atomic charges, and like in Figure 7 

substituting alternative charges could worsen the agreement with experiment. The solution 

would be to decide on the “best” partial atomic charges and then fit the other bonding and 

non-bonding force field parameters around them.  

 The lingering question is which choice of partial atomic charges is the most 

appropriate appears to depend on the specifics of the problem to be addressed. The iterative 

Hirshfeld charges described the strongly polar covalent nature of the bonding within the 

framework and tended to better predict substitution sites, whereas the REPEAT charges 

were better overall at predicting the acidic/catalytic site within a zeolite. Given their 

agreement with ab initio methods in both magnitude and variance between T-sites, the 

QEq/EQEq methods are likely to prove the best overall approach to predicting partial 

atomic charges once they have been tweaked to better reproduce the values and site-to-site 

variations of the REPEAT/iterative Hirshfeld charges. This is especially true for molecular 

dynamics where the charges should be recomputed on-the-fly to reflect the new bonding 

environment and where full ab initio methods are prohibitively computationally expensive. 

The EQEq approach is likely better for zeolites because centering the Taylor expansion on 

the fully ionic states returns partial charges closely resembling the HI charges. For flexible 
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framework simulations with zeolites, a better force field of sufficiently high quality that can 

describe the zeolite structure and interaction with guest species needs to be parameterized 

around the iterative Hirshfeld or tweaked EQEq charges.  
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[52] C. Campañá, B. Mussard, T.K. Woo, Electrostatic Potential Derived Atomic Charges 

for Periodic Systems Using a Modified Error Functional, J. Chem. Theory Comput. 5 

(2009) 2866–2878. doi:10.1021/ct9003405. 

[53] C. Baerlocher, A. Hepp, W.M. Meier, DLS-76 : a program for the simulation of 

crystal structures by geometric refinement, English, R, Institute of Crystallography 
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Figure Captions 

Fig. 1: The crystal structure of BEA along [100]. Site T5 is blue, site T9 is green, oxygens 

are red, and the remaining T-sites are black. 

 

Fig. 2: A comparison of the RMS deviation of the O-T-O angles to the HI, DDEC, and 

REPEAT charges for each crystallographically unique T-site in the 5 zeolites. 

 

Fig. 3: A comparison of the average (top) and RMS deviation (bottom) of the T-O-T angles 

to the HI, DDEC, and REPEAT charges for each crystallographically unique T-site in the 5 

zeolites. 

 

Fig. 4: A comparison of the average T-O-T angles (red squares) and the RMS T-O-T 

deviation (blue circles) in FAU compressed up to 2.0 GPa. 

 

Fig. 5: A comparison of the ab initio predicted partial atomic charges in FAU compressed 

up to 2.0 GPa: Bader (red), DDEC (blue), HI (green), REPEAT (orange). 

 

Fig. 6: Simulated and experimental (Expt) N2 (top) and O2 (bottom) adsorption isotherms 

(left) and heats of adsorption (right) for FAU at 140K. The TraPPE-zeo dispersion-

repulsion parameters were used in all simulations. The measured/simulated points are 

distinguished with a marker. The isotherms using the HI (blue) and DDEC (green) charges 

lie almost on top of each other. 

 

Fig. 7:  Simulated N2 (top) and O2 (bottom) adsorption isotherms (left) and heats of 

adsorption (right) for FAU at 140K using the TraPPE-zeo (TZ), REPEAT, and scaled 

REPEAT (SR) charges. The simulated points are distinguished with a marker.  
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