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Abstract

In the context of Continuous Auditing, different approaches have been proposed
to incorporate data analytics to accomplish a continuous audit environment.
Some work suggests the use of data mining, some the use of process mining; some
work reports on concrete case studies, where other work presents a conceptual
approach. In this paper, we present an actionable framework to address one
specific level of continuous auditing: the transaction verification level. This
framework combines the techniques of data mining and process mining on one
hand, and includes the auditor as a human expert to deal with the typical alarm
flood on the other hand. Further, different research opportunities are identified
in this context.

Keywords: continuous auditing, internal control testing, process mining, data
mining, active learning

1. Introduction

The concepts of Continuous Auditing (CA) were presented almost 30 years
ago by Groomer and Murthy (1989) and Vasarhelyi and Halper (1991). The
idea of a Continuous Audit involves information systems to automate the audit
process, striving for (near) real-time assurance (Li et al., 2016). With the rapid
advances in technology and techniques, research on the topic of audit analyt-
ics, and not so much Continuous Auditing, has emerged and expanded (Moffitt
et al., 2016). Most recently published works on this topic describe both the
opportunities and the challenges of combining data analytics with auditing and
accounting. Examples of articles on possible roles data analytics can play in au-
diting can be found in Brown-Liburd et al. (2015); Warren et al. (2015); Krahel
and Titera (2015); Titera (2013). Different research questions that are related
to aspects of the data and/or the technology itself are discussed. The works of
Kuhn Jr. and Sutton (2010) and of Chan and Vasarhelyi (2011) use a different
approach: they explore the architecture for Continuous Auditing and relate this
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to future research questions.

Two key elements that were, right from the start, part of the principles of
Continuous Auditing, are the ’audit by exception’ principle and a business pro-
cess view. Both elements have been subjects of separate research investigations.
With regards to the exceptions, the CA pilot implementation of Alles et al.
(2006), among others, confirmed the idea of ’discrepancy analysis’, coined by
Vasarhelyi et al. (2004). The focus on exceptions is a result of alarm floods (too
many false positives). These can incapacitate an internal audit department and
present a critical problem in the adoption of Continuous Auditing (Li et al.,
2016). The challenge of managing the alarm floods was the subject of study in
work of Perols and Murthy (2012) and Li et al. (2016), who suggested informa-
tion fusion and the use belief functions respectively to deal with the exceptions.

The second element, the business process view, has been part of the Con-
tinuous Auditing principles since the early beginning (Vasarhelyi et al., 2004).
A first experiment on the influence of a process-focused system on auditing was
presented by O’Donnell and Schultz Jr (2003). Although this research was not
explicitly related to the CA context, the process aspect stayed under the radar
for a long time and was only picked up more recently. The expansion of data
analysis opportunities within the broader field of auditing presumable triggered
this revival. One new type of data analytics that might influence the audit is
process mining (Jans et al., 2011). The purpose of process mining is to dis-
cover, monitor, and improve real processes (as opposed to assumed processes)
by extracting knowledge from event logs in information systems (van der Aalst,
2016). Process mining could be described as data analytics from a process point
of view. To date, some initiatives on applying process mining in an auditing
setting have been reported (for example Jans et al. (2014); Werner (2017)). It is
important to note that the field of process mining is relatively young, so differ-
ent challenges are still present. Yet, given the outline of the process mining field
(well-defined types of input, types of possible analyses, and types of output), it
is already possible to reason on how exactly these techniques could be employed
in a Continuous Auditing setting.

Where previous research investigated opportunities and challenges of Con-
tinuous Auditing, exception management, data mining, or process mining in
isolation from each other, we connect these related issues with each other in
a concrete manner. In this paper, we aim to link the opportunities that both
data mining and process mining present for Continuous Auditing, including the
key challenge of dealing with alarm floods. In order to do so, we propose in-
corporating an active learning mechanism that combines the power of artificial
intelligence techniques with the expertise of the human auditor. The auditor
functions as an oracle to feed a machine learning algorithm that classifies the
exceptions. These exceptions are first formulated in a process context. Only
later, pure data analysis is added to enrich patterns. To present this holistic,
but concrete approach, a framework is proposed.
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To ensure an embedding in the Continuous Auditing principles, the frame-
work relates specifically to one of the proposed levels of Monitoring and Control
by Vasarhelyi et al. (2004): the transaction evaluation level. This level is pri-
marily linked with the tests of controls procedure. In this paper, we will first
explain the underlying principles of the internal control testing procedure and
formalize the procedure in an unambiguous way. After formalizing the internal
control testing procedure, we present our framework that explains the use of
analytics for this procedure, displaying the following three characteristics: 1) a
process view is taken, 2) managing the alarm flood is incorporated in the ap-
proach, and 3) human interpretation (the professional judgment of the auditor)
is used as input for the data mining algorithm to address this alarm flood. The
approach to start from an existing procedure and to identify how analytics can
support this, builds on the expectation that CA will be adopted by automating
tasks in the first place. Only in a later phase it is expected that the procedure
itself is reconsidered (Vasarhelyi et al., 2004).

By starting from one specific layer, addressing one audit procedure in depth,
and integrating previously identified challenges, the proposed framework con-
tributes to the literature by creating synergies between research initiatives that
are related to each other, but were previously conducted isolated from each
other. To the knowledge of the authors, this is the first proposal on an ac-
tionable Continuous Auditing procedure that incorporates both data mining
and process mining techniques, and employs the ideas of an active learning
approach as leverage to deal with the alarm flood. This last aspect is highly
important, since exception sampling undermines the strength of full-population
testing. The main contributions of our framework are:

• the algorithm that classifies transactions into ’OK’ or ’Not OK’, is not
forced to classify all transactions in these two classes, but has the option
to remain uncertain

• professional judgement of the auditor is incorporated in the data mining
approach, to feed the classifier with new information

Incorporating human intervention is also important in the light of compliance
with a new European law that forces algorithms to explain their decisions. Addi-
tionally, the new research stream of process mining for auditing purposes framed
in a larger context, along with all its current research challenges, is a relevant
new assessment.

Although not the main contribution, the formalization of the internal control
procedure in a continuous auditing setting can also be valued as an increase of
the knowledge base. The task of internal control testing itself has been repre-
sented as a generic process in Business Process Model and Notation (BPMN)
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specifications. Having a general representation of the process of internal con-
trol testing, facilitates research on this topic. Namely, having an overview over
business processes, and their ’as is’ enactment, enables organizations to iden-
tify potential improvements. We include the proposition that this rationale on
business processes can be extended to the processes and procedures of auditing
as well.

The remainder of the paper is structured as follows. Section 2 starts with
related literature on Continuous Auditing, managing alarm floods, and process
mining. Section 3 describes the generic process of internal control testing, the
procedure we relate to the transactional verification from a business process
perspective. Section 4 provides some more background in process mining, since
we do not assume the reader to be acquainted with this research field. Next,
Section 5 discusses the transactional verification framework in detail. Section 6
highlights potential research alleys that are linked to the framework. We con-
clude the paper in Section 7.

2. Related Literature

2.1. Continuous Auditing

Preceded by the work of Groomer and Murthy (1989) and advanced by
Vasarhelyi and Halper (1991), the concept of Continuous Auditing originated
in the 1990s. The ideas of having an (automated) layer that is installed on top
of a company’s functional system, or an embedded audit module within the ap-
plication, that supports the auditor in performing the audit on a more frequent
and continuous base, have been examined in the succeeding years.

The principles of Continuous Auditing are summarized in the publication
of Vasarhelyi et al. (2004), and later updated in Chan and Vasarhelyi (2011).
In the first publication the authors state that by the ’electronization’ of firms’
information flows and integration of business processes, auditing could be trans-
formed into continuous analytic monitoring of business processes. The idea of
starting from business processes to enable a continuous audit, has been part of
both theoretical frameworks (Vasarhelyi et al., 2004; Chan and Vasarhelyi, 2011)
and of some practical implementations (Alles et al., 2008; Borthick, 2012), albeit
not truly adopted in use. A more tangible link between Continuous Auditing
and a process-view, is present in internal control testing. Based on identified
risks within an organization’s processes, controls are developed and instantiated
to mitigate these risks. These controls are monitored and tested by internal au-
ditors and present the ideal start of a Continuous Auditing implementation.

In 2004, four levels of audit objectives for continuous assurance have been
proposed: transactional verification, compliance verification, estimate verifica-
tion, and judgment verification. It is the first level that relates most to business
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processes and holds most promises to start adopting the principles of continu-
ous auditing. By principles, we refer to the major dimensions as stipulated by
Chan and Vasarhelyi (2011): 1) more frequent audits, 2) proactive approaches,
3) automated procedures, 4) exception-based work and human judgment where
necessary, the auditor as certifier, 5) continuous control monitoring and data
assurance, control monitoring and detailed testing simultaneously and on full-
population, 6) use of data modeling and analytics for monitoring and testing,
and 7) more frequent reporting.

For an extensive overview of the Continuous Auditing background, we refer
the reader to the paper of Kuhn Jr. and Sutton (2010), who also presented inter-
esting, related research questions. This paper addresses some of those research
questions. Research challenges 12, 13, and 14 address the issue of dealing with
a flood of false positives. The authors stated that ”More sophisticated analyt-
ics that apply artificial intelligence techniques or other mathematical algorithms
may also improve the detection capability of continuous auditing systems and to
reduce the overload of false positives.” (Kuhn Jr. and Sutton, 2010, page 107).
We discuss this in the next subsection.

2.2. Managing Alarm Floods

Research has reported already that a continuous auditing system can gen-
erate a large volume of ’exceptions’ (Debreceny et al., 2003; Alles et al., 2006,
2008; Perols and Murthy, 2012; Li et al., 2016). Currently, human judgment is
required to process this information (over)load, leading to suboptimal decision
making. On this topic, Chan and Vasarhelyi (2011) state: ”[...] the automa-
tion of all traditional audit procedures may not be immediately feasible. Audit
procedures requiring complex judgment and professional skepticism will still re-
quire manual performance by the auditor [...]”. The work of Perols and Murthy
(2012), Swinnen et al. (2011) and of Li et al. (2016) address the issue of exces-
sive alarm floods and propose a solution.

Perols and Murthy (2012) addressed the issue of exceptions by suggesting
an information fusion approach. Although the authors do not go into details,
their first layer, the monitoring layer, relates to processes. This is also visually
expressed in their framework figure (p. 39). The monitoring layer starts from
detected exceptions, gathers information on these exceptions, and suggests the
use of machine learning algorithms to classify the exceptions. The presented
architecture aims to draw meaningful conclusions by processing the exceptions
(and their different sources of information).

Li et al. (2016) propose a different framework; one to prioritize exceptions,
making use of Dempster-Shafer belief functions. In this framework, the excep-
tion detection is limited to applying defined business rules. Based on these rules,
the theory of belief functions is used to assign suspicion scores for each transac-
tion that was identified as an exception. The authors followed the arguments of
Srivastava and Shafer (1992) that these functions could represent the auditor’s
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intuitive understanding of audit risk and included an iterative component to
bring the exceptions to a manageable number. Next, based on the suspicion
scores, the exceptions are ranked and auditors manually investigate the cases
with the highest likelihood of being errors or fraud. The auditors classify the
exceptions into ’normal’, ’erroneous’, or ’fraudulent’. The manual classifications
are subsequently used as new information to fine-tune the initial confidence lev-
els of the rules. An iterative approach and the intervention of the human auditor
is inherent in this framework. This can be seen as an example of active learning.

2.3. Process Mining

In 1991, Vasarhelyi and Halper already stated that ”Additional verifica-
tion procedures have to validate the flow of a transaction to make sure that
the sequence of processing corresponds to the process specifications defined in
the system.” The term ’transaction flow verification’ perhaps conveys the un-
derlying idea best: verifying the flow of activities that represent the business
transactions. Later, Debreceny et al. expressed how much time they spent on
”understanding exactly how the particular business processes are expressed in
the accounting information systems” (Debreceny et al., 2003, page 181). The
field of process mining, originating around that same period of time, could nowa-
days provide assistance in this matter.

Although process mining research is booming within the Business Process
Management community, little attention has been devoted to it in accounting
research. Currently published journal papers on this topic are merely limited to
Huang et al. (2009); van der Aalst et al. (2010); Jans et al. (2011, 2013, 2014);
Werner (2017), of which only three of these publications are in accounting jour-
nals. This contrasts with efforts that are being taken by industry and standard
setting bodies. The most visible interest stemming from the latter group is
the Rutgers AICPA Data Analytics Research (RADAR) initiative, devoting a
considerable amount of their research efforts to process mining (AICPA, 2015).
Also, researchers from the Business Process Management spectrum are picking
up the topic of combining their process-related view with accounting challenges
(for example Schultz (2013); Sonnenberg and Brocke (2014)). Note that it would
be wrong to conclude that process mining techniques are already fully matured
and of feasible quality to copy-paste to an auditing environment. Process min-
ing algorithms are still evolving, presenting different challenges to the computer
science field (like how to deal with noise and incomplete data sets or incon-
sistency). However, the basis and the outlines of the process mining field are
present: the type of input data that is necessary, the classes of algorithms that
are feasible, the type of output to be expected. In section 4, a background on
these fundamentals is presented.
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3. The procedure of internal control testing in continuous auditing-
a process representation

The implementation of a continuous auditing system is primarily the respon-
sibility of the internal auditor (Chan and Vasarhelyi, 2011; Li et al., 2016) and
internal control testing is assumed to serve as a good starting point for this.
Both the focus on high-risk processes and the reporting requirements on the
effectiveness of the internal controls contribute to the suitability of this proce-
dure as backbone of a continuous auditing system. Internal control testing is an
auditing procedure that corresponds to the first level of continuous assurance
and analytical monitoring: transactional verification.

In order to propose a way how analytics can support transactional verifica-
tion, we first present the generic process of internal control testing. The process
is illustrated in Figure 1 and makes abstraction of the level of automation that
is applied1. This way, the core process of internal control testing is presented,
regardless of the maturity level of continuous auditing. The process does how-
ever start from a contemporary financial reporting setting, where information
systems like Enterprise Resource Planning systems are deployed. Also, the
exception-based principle of continuous auditing is taken as a foundation. Hav-
ing this generic process overview facilitates the identification of opportunities to
employ analytics for transaction verification. Again, the underlying assumption
is to move to continuous auditing by automating existing manual procedures in
a first stage.

Although not incorporated in the process itself, testing internal controls
starts with the selection of a business process. As suggested by Chan and
Vasarhelyi (2011) in Stage 1, ”the auditor identifies a business process area
where continuous auditing can be applied”, we also start from a selected business
process with available data and control settings to test. After the selection, the
phases of the depicted process in Figure 1 take place.

• Understand normative process
Once a business process is selected to test the related internal controls, the
first step is to get a general understanding of the process. The purpose is
to understand the expected process, which is called the normative process.
This understanding can be gained through document review, interviews,
previous experience with the company, etc. The output of this activity is
either implicit -in the auditor’s head-, or explicit in the form of a narrative
or a process diagram that describes the normative process.

1Business Process Modeling and Notation specifications are used as modeling language.
This language is chosen for its high level of understandability by non-technical users and its
unambiguous interpretation.
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Aside from understanding the normative process execution, a general un-
derstanding of the related process risks must be obtained. The process
risks, on their turn, trigger the internal control settings. Although not
every single risk and configured control might be disclosed in this first
step, understanding the most important risks is an elementary component
of understanding the normative process and its controls. Consider a pro-
curement (P2P) process as an example. A simple normative model for this
process is illustrated in Figure 2. An example of a process risk can be an
execution of a purchase order without any approval. This general level of
understanding process risks and their related controls (having an approval
strategy in place) are necessary to conduct the procedure. It is important
to note that the normative model, like the one in Figure 2, only captures
the perspective of activity presence and activity order. Perspectives on
who does what, the implied value, or other aspects that do not relate to
the presence or order of activities, are not included in this notation. Of
course these perspectives also need to be taken into account, but when
analyzing processes, these are often only involved in a second phase.

Figure 2: A normative model of a simple procurement process in BPMN specifications

• Collect transaction data from information system
In a second step, transactions of the process under investigation are ex-
tracted from the information system.

A traditional selection of data of the P2P process is a list of some purchase
orders and related invoices, whether or not this process is investigated
through analytics or manually. Tables 1a and 1b show two short exemplary
lists that could be the output of this step. In case an automated audit
would take place, these lists would contain all relevant purchase orders
and invoices of the period under investigation.
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Table 1: Transactional data

Purchase Order

Nr. Date Value Signed Released Goods Received Invoice ...

1 Sep. 1 2016 23 300 �X �X �X 101
2 Sep. 1 2016 7 329 �X �X �X 102
3 Sep. 1 2016 2 090 � �X � 103
4 Sep. 1 2016 4 675 �X �X �X 104
5 Sep. 1 2016 135 � �X � 105
6 Sep. 1 2016 4 500 �X �X � 106
7 Sep. 1 2016 7 210 �X � �X 107
8 Sep. 1 2016 69 023 �X �X �X 108
9 Sep. 1 2016 12 000 �X �X �X 109
10 Sep. 1 2016 40 329 �X �X �X 110

(a) An example list of a purchase orders for internal control testing

Invoice

Nr. Purchase Order Date Value ...

101 1 Sep. 12 2016 23 300
102 2 Sep. 14 2016 7 329
103 3 Sep. 2 2016 2 090
104 4 Sep. 20 2016 4 675
105 5 Sep. 4 2016 135
106 6 Sep. 25 2016 4 500
107 7 Sep. 18 2016 3 605
108 8 Sep. 29 2016 69 023
109 9 Sep. 19 2016 120 052
110 10 Sep. 11 2016 40 329
111 Sep. 15 2016 67

(b) An example list of invoices for internal control testing

• Identify deviations by comparing transactions against normative
process
In a third step, the normative process and the available transaction data
are compared with each other. If the transaction, or the process execu-
tion that precedes the transaction, is in line with the expected normative
model, there is evidence for assurance. If the transaction deviates from
what is expected, the deviation is stored in a separate list. Comparing
the available transaction data, illustrated in Tables 1a and 1b, with the
normative model in Figure 2, it seems that the purchase orders 1, 2, 4,
8, 9, and 10 meet the expectations of the normative model. At least,
based on the information that is available in our example, these orders
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have been signed, released, goods have been received and an accompany-
ing invoice is present. With regards to following the normative model,
these orders do not seem to deviate. The remaining purchase orders are
listed as deviations. Also invoice number 111 is listed as deviation, since
no related purchase order was presented. We prefer to use the terminology
of Depaire et al. (2013) and start from the neutral term ’deviation’ when
a transaction does not match the normative model.

Take into account that if one would not limit this first investigation to the
activities that have been executed, and also take the other information
into account, purchase order 9 would be listed as a deviation: the value
on the accompanying invoice is slightly higher than on the purchase order,
possibly including transportation costs. The scope of elements that are
taken into account when executing this third step, depends on the ap-
proach of the auditor: whether the auditor includes all elements at once,
or splits the investigation in several parts. For reasons of understandabil-
ity, we limit our example to only checking the process-flow in this step,
assuming business rules like ’The value of a purchase order should equal
the value of the invoice’ are tested separately.

• Analyse list of deviations
Starting from the listed deviations of the previous step, these deviations
have to be classified. In our process, we see three possible outcomes, after
a closer inspection of a deviation.

– Exception
A first possibility is that, although the transaction deviates from
the normative model, this deviation is in fact also a valid process
execution. In our example, invoice 111 deviates from the normative
model, as it is not linked to any purchase order. However, although
it is not ideal from a risk point of view to procure items without
an order, it is an accepted deviation. This might be the case when
one orders flowers to thank an employee or some other minor, quick
expenses. This deviation is classified as an exception, following the
terminology of Depaire et al. (2013): ”Deviations which are accepted
and are used to guarantee the necessary flexibility to react fast and
operate effectively, are called exceptions.” Alles et al. use the term
’tolerable exceptions’ (Alles et al., 2006, p. 157).

– Anomaly
A second possibility is that the deviation is classified as an anomaly,
’an undesirable deviation’. These are deviations for which the audi-
tor, even at closer inspection, cannot formulate a possible explanation
for. These deviations are classified as anomalies and will be added to
the list of anomalies that warrant further investigation. An example
of an anomaly can be a purchase order that has not been released,
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like purchase order number 7, but goods have been received, along
with an invoice (number 107).

– Potential compliance issue
The third possibility is that, although the deviation cannot be cleared
immediately, the auditor can formulate a hypothesis that would clear
this deviation. Returning to our normative procurement model and
data sample, purchase orders 3 and 5 will be listed as deviation for
missing out a signature. The auditor might however recognize the
underlying business rule that states that purchases below 200 do not
need to be signed. To reach a final classification on the deviation,
the hypothesis ’order value is below 200’ needs to be tested. Without
proof for accepting the hypothesis, the deviation is classified as a po-
tential compliance issue. In case of this third possibility, the process
of internal control testing continues. If no deviations are classified in
this category, the internal control testing is finished by reaching the
state ’deviations classified’. The output is a list of anomalies that
warrant further investigation.

• Specify follow-up investigation with regards to specific internal
control
Starting from the deviations that reveal a potential compliance issue, a
follow-up investigation is specified. The specifics relate to the potential
risk and the configured business rule that, if effective, would mitigate this
risk. Turning back to our previous example, the follow-up investigation
could relate to the risk of missing a signature for high-value purchases.
The configured business rule might be ’If purchase value is less than 200,
no signature is requested’. In this case, the follow-up investigation might
be specified to test whether all purchases that miss out a signature, indeed
have a purchase value of less than 200.

• Collect (subset of) transaction data from information system
Based on the specifications of the follow-up investigation, transaction data
has to be collected from the information system again. Depending on the
data analytics maturity, this might be a new data extraction phase (in
case of a sampling-based approach) or a phase of subsetting previously
extracted data (in case of full-population testing). In our example, trans-
actions that relate to a purchase without signature would be collected.

• Identify deviations by comparing transactions against specific
business rules
Having the follow-up investigation specified and the relevant transaction
data available, transactions are again compared with an ’expected pat-
tern’. This time however, the pattern the transactions are compared with,
are in the form of a specific business rule. This is different from the first
comparative step, where transactions were compared against a full process.
Without turning to specific formats of a process versus a rule, we distin-
guish between these two artifacts in terms of scope. Where we see ’process’
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as a holistic concept, a ’rule’ is narrowed down to a few specific charac-
teristics, for example the value of a purchase and the presence/absence
of a signature. In our example, the transactions under investigation (the
ones without signature, like purchase order 3 and 5) would be tested for
having a value that is lower than 200. If this is not the case (like for order
number 3), the transaction ends up on the list of deviations again and a
new cycle of ’Analyse list of deviations’ will follow. The three possibilities
of ’exception’, ’anomaly’, and ’potential compliance issue’ are revisited.
Continuing on our purchase of higher than 200, but not showing a sig-
nature, a new potential compliance issue can be identified, along with
a newly formulated hypothesis. For example, ’If the supplier is on the
list of ’trusted suppliers’, no signature is required’. Then, the procedure
continues with testing this hypothesis and so on.

4. Background on Process Mining

Since the mid-nineties, several researchers have been working on techniques
for discovering process models out of observed events (van der Aalst et al., 2012).
The work of Agrawal et al. (1998), of Lyytinen et al. (1998) and of Cook and
Wolf (1998) is recognized as the first process mining introductions in the con-
texts of work-flow management systems, business process models, and software
engineering processes respectively. van der Aalst et al. (2003) provide a more
detailed overview of the early work in this domain. In the following subsections,
we provide an overview of process mining research that might be linked with
internal control testing.

4.1. Event log

The starting point for process mining is an event log. The basic assumption
is that it is possible to have a set of events such that ”(i) each event refers to
a task [...], (ii) each event refers to a case [...], and (iii) events are totally or-
dered.” (van der Aalst et al., 2003). Each occurence of an activity, is a unique
event. An event log includes more information than only transactional data; it
includes data about data, called meta-data. This allows the event log to show
temporal dependencies between activities. For example, instead of only know-
ing that goods have been received (ticked check-box), it is possible to retrieve
when and how many times goods have been received. Table 2 is an example of
a simplified event log which could have been built from the transactional data
in our previous example (Tables 1a and 1b). Note that the event log contains
six activities (referring to the rectangles of Figure 2), but 56 unique occurences
of the activities (6 + 6 + 4 + 7 + 4 + 5 + 5 + 7+ 6 + 6), called events. In an
auditing context, the events in an event log typically refer to transactions that
relate to documents, like approving an order. This example log only uses the
ordering of the events in time, making abstraction of other characteristics such
as value, supplier, and document number.
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Starting from an event log, it is possible to have a better view on process
traces. A trace is a unique sequence of events that is executed to complete
the process. In our example in Table 2, a trace consists of all events that are
mentioned on one line. As such, purchase orders 1, 2, 4, and 10 share the same
trace, just like purchase orders 3 and 5 do.

In order to structure transactional data into an event log, a time stamp for
each event must be available, along with a link to a common case. A case,
or process instance as this is called, could be an invoice or an order. It is the
unique identifier that ties different events to each other in one process execu-
tion (like in one purchase). On top of these minimal requirements, an event log
may store additional information. This can refer to the resource (a particular
person or system) that executed the activity or other data elements, like the
transaction value. Although the additional information is not mandatory for
process mining from a technical point of view, they are most probably crucial
from an auditing point of view. Discovering real process executions in terms
of event sequences, without details on involved persons, invoice numbers, and
transactions for example, will not provide any substantial audit evidence. For
reasons of clarity, we refrained from visualizing these additional data elements.
We do however assume the availability of these additional data elements in our
event log during our discussion.

4.2. Three types of process mining

Although research topics of the process mining field are getting more diverse
over the years, the different techniques can still be categorized in ’three types
of process mining’: process discovery, conformance checking, and enhancement
(van der Aalst, 2016).

Process discovery

The first type of process mining, process discovery, starts from an event log
and reveals the underlying process behavior in the form of a process model.
This visual representation definitely has been the key to success for the process
mining field. However, to visualize real-life event logs in a representative and
understandable map is not straightforward. Different algorithms have been de-
veloped to address this task. The α-algorithm of van der Aalst et al. (2004)
is considered as the substantial start of process discovering algorithms (Weerdt
et al., 2012) 2. This algorithm has been improved in the following years. Big
improvement steps followed by some other process discovery algorithms such as
the Heuristics Miner, the Fuzzy Miner, the Genetic Miner, and the Inductive
Miner (Weijters et al., 2006; Günther and Van Der Aalst, 2007; De Medeiros

2The α-algorithm is shortly explained in appendix
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et al., 2007; Leemans et al., 2013)3. It is important to note that, depending on
which algorithm you use, you might get different results.

Despite the improvement steps over the last decade(s), a study by Janssenswillen
et al. (2017) report on the quality issues of existing discovery techniques. These
issues are important for an application domain to take into account when possi-
bly adopting new techniques. The differences between the algorithms are related
to different challenges. For example ’Which paths are important enough to visu-
alize4, ’To what extent do I need to generalize the observed behaviour (captured
in the event log) for possible future process executions?’ 5 and ’How to deal with
noise (i.e., outliers and infrequent behavior that does not represent typical be-
havior)?’. These questions are addressed in the light of other, more technical
constraints that are beyond the scope of auditing research. However, note that
dealing with outliers and infrequent behavior is an important characteristic of
the process discovery algorithms. The origin can be found in the primary goal
of process discovery algorithms: representing the process as it is executed in
an understandable manner. Representing all observed behavior however, makes
it very complex and difficult to understand. Therefore, process discovery algo-
rithms often abstract the less frequent behavior and represent only the typical
and mainstream behavior of a process. As will be explained in section 6.2,
looking into the infrequent behavior plays an important role for auditors to in-
vestigate the possibility of fraudulent or erroneous behavior.

Conformance checking

The second type of process mining, conformance checking, deals with com-
paring an event log with a designed process (Rozinat and van der Aalst, 2008).
The main purpose is to check whether the real process (reflected by the event
log) is aligned with the designed process, or whether a process model is a valid
representation of reality. The former question is stemming from a compliance
focus, whereas the latter concern stems from a quality check on the applied dis-
covery algorithm: a qualitative algorithm delivers a process model that nicely
represents the information that is captured in the event log. The following
paragraphs introduce the different dimensions that are used to qualify whether
model and reality are aligned, the two major approaches in conformance check-
ing algorithms, the difference between model-based and rules-based conformance
checking, and the different process mining perspectives.

To express a level of conformance, there are four dimensions articulated
(van der Aalst, 2016). Given the purpose of the paper however, only the two

3All the mentioned algorithms are briefly explained in appendix
4Paths are the links and the relationships between tasks that are visual in a process model
5Generalization is one of the quality dimensions that could be taken into account while

constructing a model from an event log. Generalization assesses to what extent the generated
model can reproduce behavior that was not in the event log, but might occur in future.
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mostly used dimensions will be addressed: fitness and precision.6 The fitness
dimension expresses how much of the observed behaviour (i.e. data in the event
log) is captured by - or fits - the process model. This dimension is therefore
highly related to compliance. For example, does the trace <Create PO - Sign
- Release - Goods Receipt - Invoice Receipt- Pay> fit the procurement model
in Figure 2? If all traces would fit the model, fitness is said to be 100% and all
transactions comply to the model. To check the alignment between observations
in both the log and the model, also the opposite direction of conformance might
be taken into account: how precise is the model? In other words: how much
additional behaviour, that is not present in the event log, does the model allow
for? Think for example of a process model that only specifies the tasks that
need to be executed, but does not articulate any fixed order between them. For
example, to create a certain product, the model prescribes to use ingredients A,
B, C, and D, in any possible order. As long as real process executions are lim-
ited to a combination of these listed tasks, regardless of its sequence, the trace
would fit the model and deems compliant to the model. However, the precision
of this model may be very low if the real process executions do not make use of
this flexibility. If in reality some form of (informal) procedure is followed and
all executions follow path A-B-C-D, the additional behaviour that is allowed for
in the model, makes the model less precise. Whether or not a model is precise,
is mainly of interest when checking the output quality of a discovery algorithm.
The precision dimension therefore starts from the log, and then checks upon
the model. The precision of a model is said to be 100% if all possible paths,
according to the model, are actually observed. If this is the case, there exists
at least one trace in the event log for every possible execution according to the
model. In contrast, the precision of a model is said to be low if it allows much
more behaviour than observed in the event log.

For the purpose of internal control testing, conformance checking is mainly
approached from the fitness perspective, and not from the precision perspec-
tive. The algorithms that check the fitness of logs with regards to models, can
be grouped in two main approaches. One is the replay-based approach (most
elaborated in the work of Rozinat and van der Aalst (2008)), and the other is the
alignment-based approach (examples in Adriansyah et al. (2013) and de Leoni
and van der Aalst (2013)).7 The replay-based approach replays each process ex-
ecution individually on the process model to check conformance. Whenever the
process execution deviates from the model, the algorithm keeps track of this and
calcluates a fitness measure. The fitness measure from each trace is calculated
and then a weighted mean is provided as a general fitness-measure. This overall

6The remaining dimensions (simplicity and generalization) are still a topic of discussion in
the research community (see Buijs et al. (2012) and Janssenswillen et al. (2016)) and will not
be discussed here.

7The interesting work of Munoz-Gama (2014) is not taken into account, since this is related
to precision and is mostly relevant to check whether a model represents real behaviour. Given
the focus of the internal control testing task, we leave this out of our overview.
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number indicates how well the behavior in the event log can be replayed on the
process model. Considering the model in Figure 2 and the event log in Table
2, for process execution 1, 2, 4, 9, and 10, the fitness is 1 (i.e., 100%) because
they are in conformity with the model. However, for process execution 3 and 5,
the fitness will be 0.67 (67%), because two out of the six required events (i.e,.
’Sign’ and ’Goods Receipt’) are missing. Aside from giving one general fitness
measure, also a general overview of how many times and at what places the log
deviates from the model is presented graphically. So the output is on the level
of the process model, with aggregated information on the mismatches between
model and executions. An example output could be: ”The activity ’Goods Re-
ceipt’ has been executed 402 times, while, according to the prescribed model,
this was not allowed at that phase of the process execution”.

The alignment-based approach is a more robust approach than the replay-
based approach (Adriansyah et al., 2013). This approach also relies on a com-
parison of individual process executions with the model, but it first narrows
down ’the model’ to ’the path of the model that is closest to the process exe-
cution’. The output of this approach is also different: it states for each process
execution whether it contains extra or missing events, compared to the model.
So this approach yields detailed output (on the level of the process execution),
as opposed to the ’replay-approach’ that yields aggregated output (on the level
of the model).

Where the previously mentioned conformance checking approaches compare
a log with a model, the conformance of a log can also be tested against rules.
If the process at hand is very flexible or no normative model is present, a set
of predefined rules can be used to check compliance. In a context of internal
control testing, there are often plenty of business rules in place. The rules men-
tioned before, like ’The value of the purchase order must equal the value of the
invoice’, or ’If the value of a purchase is below 200, no signature is required’
are examples of rules that can be checked for compliance. The work of van der
Aalst et al. (2005) introduced the first ’rule tester’ to check event logs against
rules: the LTL Checker, referring to the Linear Temporal Logic that the rules
need to be formulated in.

A last relevant dimension when discussing conformance checking is the ap-
plied process mining perspective. In general, four perspectives are specified:
the control-flow, the time, the organizational, and the case perspective (van der
Aalst, 2016). When a control-flow perspective is applied, the focus is on the
ordering of the activities. For example: is an invoice first booked before it is
paid? When a time-perspective is applied, the focus is on time and duration
related aspects. For example: how long does it take in general to pay an invoice,
after it is booked? When an organizational perspective is applied, the focus is
on the persons, roles, functions, or departments that execute the different ac-
tivities. For example, which functions are involved in booking invoices and are
they expected to be involved? At last, when a case perspective is applied, the
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focus is on the remaining characteristics of a case. For example, which suppliers
are involved in cases that are related to purchase orders on material number
x? In the light of conformance checking, the aforementioned techniques that
compare a log with a model, apply a control-flow perspective. This implies
that a compliant case is a case that follows the prescribed order of activities,
making abstraction of all other characteristics of the case. The conformance
checking techniques that compare a log against rules, mostly also include the
other perspectives.

Enhancement

The third type of process mining, enhancement, is concerned with improving
an existing model, using the information from the actual behaviour (van der
Aalst, 2016). Since it lends itself more to making recommendations in the area
of operational efficiency and less to providing assurance, we consider this type
outside scope for this paper.

5. Transactional verification framework

In Section 3, the generic procedure of internal control testing is depicted in
an unambiguous way. This allows us to present a framework that employs avail-
able data and process mining techniques for transactional verification. Based
on the challenges that are reported on previous use cases, and on the princi-
ples of continuous auditing in general, we postulate three requirements of the
framework:

• transaction verification starts from the business process

• managing the stream of alarms is crucial to make the approach actionable

• a human expert is used as an oracle in order to combine the human and
computer intelligence to classify transactions

Figure 3 presents our framework. The framework follows a two-stage ap-
proach in terms of the applied perspective. In a first stage, only the control-flow
perspective is employed. Transactions are viewed in the context of their process
execution, and only the sequence of activities is taken into account. Only in
the second stage, when additional data is necessary to classify transactions as
anomaly or not, the data perspective is added. This perspective brings infor-
mation like the value, person, etc. into the equation. We continue by discussing
the specific phases of the framework in more detail. The first four phases are
part of the control-flow perspective. The following last two phases are situated
in the data perspective.

Phase 1 As a start, transactional data of the process under consideration
is extracted from the relevant relational database. Data from this database is
subsequently transformed into an event log. This event log will be used as input
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for a conformance checking phase.

Phase 2 In a second phase, a conformance checking algorithm is applied to
compare the real transactional data in the event log with the normative process
model. The normative process model can be represented in a procedural way,
or in a declarative way. The former is a graphical description of how process
executions should take place (like for example the process in Figure 1), the lat-
ter is a description of what needs to be executed, along with constraints that
are typically formulated in a set of business rules. As long as a process exe-
cution respects these constraints, the execution is compliant with the model.
The framework presumes to start from a procedural process model that strictly
postulates the sequence of activities that needs to be respected. This normative
model, along with the event log, is used as input for a conformance checking al-
gorithm. This conformance check only takes into account the order of activities
(i.e. control-flow perspective), making abstraction from additional constraints.
The output of this phase is a list of deviations in terms of process flows.

The deviations that are identified in this phase are process executions that
are different from what is captured in the normative process model. For exam-
ple an invoice that is not preceded by a purchase order. Since such a model
is designed to be general and capturing the ideal situation, it is not surpris-
ing that also deviations with a logical explanation are captured in this list of
deviations. Therefore, this list needs to be processed to filter out true anomalies.

Phase 3 The list of deviations will contain three types of process execu-
tions: executions that are perfectly fine, even when deviating from the normative
model (OK); executions that under no circumstances can be justified (NOK);
and executions for which more information is needed in order to classify them
(?). Examples of these three classes are: more approvals than modeled (OK);
a payment without an invoice (NOK); a booked invoice without purchase order
(?). The third category of deviations are executions that sometimes turn out to
be OK, but sometimes also NOK.

Because the list of deviations is based on the control-flow perspective only,
the classification of some cases is inconsistent, as captured in the ?-group. The
term ’inconsistent’ refers to the inconsistent behavior of the final classification
the cases belong to: one time a sequence is OK, and another time this same
sequence is NOK, depending on additional characteristics. Given the design
of our framework, to only start from a control-flow perspective, the inclusion
of a classifier that can deal with inconsistency is inherent to this framework.
These are called flexible classification models, that support the inclusion of
further knowledge coming from human experts. In simpler words, an active
learning model for auditing environments should be able to distinguish between
undoubtedly safe transactions from the unacceptable ones. However, in case
of borderline transactions, the system should delegate the responsibility to the
human experts while learning from their rational decisions. Rather than an al-
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gorithm that is forced to assign this transaction to one of those two classes (OK
or NOK), it pushes this case further to the expert. This behavior resembles the
real-world scenario’s much better than a binary yes/no scenario. In practice,
experts prefer intelligent systems being able to cooperate with them in order to
establish a knowledge flow between human being and reasoning machines.

In this third phase, an expert labels examples of the OK and the NOK cat-
egories. Deviations that the expert cannot judge on the available input at that
moment, are examples of uncertain classes and should remain unlabeled. At
the end of this phase, the labeled examples are used to train a flexible classifi-
cation model. The Dempster-Shafer theory (Shafer and Srivastava, 1990), the
three-way decision rules (Yao, 2009), the Rough Set theory (Pawlak, 1998) and
the Fuzzy Sets (Zadeh, 1965) seem the perfect starting points to design such
intelligent systems.

Phase 4 In the fourth phase, the classifier is fed with the full list of devia-
tions, excluding the labeled sample. The output is again a combination of three
’lists’. The ’OK’ list contains cleared deviations that leave the testing procedure.
The ’NOK’ list goes directly to the list of anomalies for further investigation
in a follow-up stage. The deviations that the algorithm was uncertain about
proceed to the second stage that employs additional data.

Phase 5 The deviations that could not be classified by the classifier are
enriched with additional data. Only here, when extra information is needed to
make a final classification, the framework turns to the data perspective.

Phase 6 A human expert will act as the so-called oracle and present rules
that could clear the control-flow deviation. Take the example of the invoice
without a purchase order. The oracle presents the related rule(s) that could
justify this deviation. Think for example of the rule that if the supplier is listed
as a trusted supplier, no purchase order would be needed. The data concerning
the supplier of the deviating process trace is added to the process-related data
and the deviation is tested against that rule. A human expert provides all rules
that could possibly justify the deviant behavior and these rules are checked upon
in this phase. The output is a final clearance of the deviation, or an additional
anomaly on the list to warrant further investigation.

This final classification is also used as additional input for the classifier, that
now receives more human-based knowledge to learn from and in the end will
produce less and less deviations in the ’uncertain’ category in phase 4.

One could ponder on the option to immediately capture all rules from the
human expert and program these. We postulate that it is difficult, if even fea-
sible, for the expert to provide an exhaustive set of rules with 100% confidence.
By confronting the expert with deviations in the activity sequence, the tacit
knowledge on which rule is activated in which activity sequence is extracted
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and made explicit. The more a rule is presented in different situations, the
higher the confidence level of that rule. In this way, the expertise of the human
expert can be captured.

6. Continuous transactional verification - Research opportunities

Revisiting the framework as described in Section 5, continuous auditing op-
portunities and the link to process and data mining research can be made in
several steps. The argument we make is that by having a streamlined process of
an audit procedure, and knowing the specifics of how to optimize and automate
this process, continuous auditing can be reached. The process of internal control
testing was outlined before. In this section, we give an overview of outstanding
research questions that, if answered, bring auditing closer to continuous audit-
ing. Given the close ties to the field of Business Process Management, some
related research questions in this area are also presented. We structure the
research opportunities around the different phases that were discussed before.

6.1. Phase 1 – Building the event log

In the context of testing internal controls over a process that affects finan-
cial reporting, a continuous auditing environment collects transaction data of
the full process. This is a wider collection than the financial transactions, the
journal entries, alone. As show-cased in Jans et al. (2014), all timestamped
process activities leading to a financial transaction can be taken into account in
a process mining investigation.

The main challenge is situated in preparing the data for a process mining
analysis: building the event log. As described by González López de Murillas
et al. (2015) and González López de Murillas et al. (2016), turning data from
a relational database (like an ERP system is using) into an event log, is not
straightforward. During event log building, decisions need to be taken on the
view on the process. Opting for one specific view, might rule out another view.
These decisions therefore have a crucial impact on the type of analyses that
are possible afterwards. Current research only investigates this topic from a
technical viewpoint, like the work of Calvanese et al. (2015) and Lu et al. (2015).
However, the impact of these decisions on the analytical procedures needs to
be investigated more thoroughly. The work of Jans et al. partly addresses this
(Jans et al., 2017; Jans, 2017).

6.2. Phase 2 – Identify deviations by comparing the event log with the normative
process model

Creating the normative process model of the process under investigation

In our framework, the decision on which process to examine thoroughly is
taken before the transaction verification starts. In a future continuous auditing
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environment, where controls monitoring and detailed testing occurs simultane-
ously (Chan and Vasarhelyi, 2011), the auditor gets an overview of how the
key business processes are running. Ideally, this overview might be in a pro-
cess model for each process, easily and quickly to understand. Based on this
overview, resources can be allocated to the process with the highest risk as-
sessment. In order to get this overview, process discovery algorithms would be
suited. To date however, depending on which algorithm is used, one data set
will result in different process models. As explained before, this is linked to the
underlying emphases these algorithms place (higher fitness, higher precision,
more general...?). Future research could examine which process discovery tech-
nique’s underlying assumptions are -most- compatible with the risk assessment
task. Or perhaps new algorithms, dedicated to this task, need to be developed
(see for example Pika et al. (2016)). Further, in this context, it is crucial to
remember that most process discovery algorithms filter out infrequent behavior.
This characteristic needs to be taken into account when linking discovery with
audit tasks. Another research alley for getting an overview of the key processes
is to create metrics to measure the level of potential risk in a process. This
could in turn enable a more efficient resource allocation of the audit.

Once a process is selected, a normative process model must be created to
check logged behavior against. When creating such a normative process model,
there must be an understanding of the process first. Understanding the norma-
tive process can have multiple types of input and output. Possible inputs are
(tacit or explicit) experiences of the auditor, oral or written process narratives,
graphical process models, or a list of business rules. This will depend on the
maturity of the company. In a continuous auditing setting, the output of this
activity is a formal process representation. This can be either in the form of
a procedural model, or in the form of a declarative model. In the framework,
we presented to formalize this process in a procedural way. Future research can
investigate however whether one format is more or less suited than the other
format in a continuous auditing environment.

Artificial intelligence can play an important role to reach a formal process
representation at the end of this activity. Natural Language Processing tech-
niques that are capable of interpreting unstructured data that describe a norma-
tive process and pour it into a process representation can be further investigated.
Some work on this narrative-model translation and on the alignment is already
been done by Friedrich et al. (2011) and van der Aa et al. (2015) for example.
In a full continuous auditing environment, this formal process representation is
present at the start of the auditing procedure. The task ’Understand normative
process’ is then fully in line with the key concern of the auditor: assessing the
risks and the installed controls of the process under investigation.
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Identify deviations by comparing transactions against normative process model

Comparing real transactions against a normative process, is what confor-
mance checking is about. Depending on the format of the normative model
(procedural versus rules), different process mining techniques are available, as
described in Section 4. There are however multiple research questions linked to
this step. In order for these techniques to be applicable in a continuous auditing
environment, the required input and output specifications of these techniques
need to be adapted to the auditing environment. In other words: if research
proves that the normative process -for the goal of continuous auditing- is best
formalized in a BPMN process model (the process model in Figure 2 is illus-
trated in BPMN notation), the conformance checking technique should be able
to compare an event log with BPMN models. Second, how is a ’deviation’ de-
fined? Is it for example defined at the level of a complete process execution (’this
process execution deviates from the model’) or at the level of an activity (’this
Goods Receipt should not take place in this sequence, according to the model’)?

In the field of process mining, ’deviance mining’ is described in Nguyen et al.
(2014). Future research on this topic can investigate what type of deviations are
’typical’ for an auditing setting and whether or not certain groups of deviations
exist. If the ’list of deviations’ could be compressed to a ’list of deviation types’,
this might be a first step in making full-population testing feasible (Hosseinpour
and Jans, 2016). For example, instead of having a list of 10 000 deviations, the
output could be a list of certain types of deviations (for example ’an activity is
missing’). Each type again could then be a collection of different subtypes (an
approval is missing, a goods receipt is missing, and so forth).

6.3. Phase 3 – Labeling sample deviations as OK or NOK

A key piece of the proposed active learning framework relies on human in-
tervention. In a first step, this refers to labeling sample deviations as OK or
NOK. These instances comprise the knowledge to train the classification model,
which should be capable of supporting inconsistency. The main feature of the
envisaged classification model is its ability to provide a noncommitment decision
in situations of uncertainty. This means that the classifier will inform the user
that, based on the information it currently has, no consistent decision can be
taken.

While labeling sample deviations as OK or NOK might not seem to offer
many theoretical research opportunities, the whole system relies on this step.
Due to the fact that the labeling step could become tedious, we identify the
design of an Automated Knowledge Engineer as the most urgent need. In that
way, an intelligent system could guide and support the auditor in the labeling
process. Time and effort and effort can be saved by employing analytics, but the
decision will rely on the knowledge of the auditor. Another interesting research
direction is related to the data distribution; it could be that the number of OK
instances largely exceeds the number of NOK ones, or vice versa (depending on
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the complexity of the normative model). If this turns out to be true, then we will
obtain a highly imbalanced dataset, so building a qualitative classification model
may become challenging. As an alternative, we can design (under the strict
supervision of auditors) generative models to create new synthetic instances
resembling the NOK ones. Elaborating on new generative models from different
data sources emerge as innovative research topics as well.

6.4. Phase 4 – Classifier that is able to deal with inconsistency

In principle, any classifier based on the Rough Set Theory can be used to
implement the classification model. This theory is able to approximate a (pre-
sumably rough) set of objects using two exact sets referred to as the lower
and the upper approximations. The former set comprises the certain informa-
tion, while the latter contains the possible information. The difference between
the possible evidence and the certain evidence defines the boundary region, i.e.
the situations on which the auditor must act. The Rough Cognitive Networks
(Nápoles et al., 2016; Nápoles et al., 2017, 2018) are classification models that
use this underlying principle under the umbrella of the three-way decision rules.
That is why we recommend such models. However, any classifier implementing
a third option of non-commitment can be adopted. In this regard, also the
Dempster-Shafer theory, as suggested in Shafer and Srivastava (1990) and in
Srivastava and Shafer (1992), could be investigated.

6.5. Phase 5 – Collecting additional data from the transactions that were clas-
sified as uncertain

This phase is merely an operational phase, that holds fewer scientific chal-
lenges. The related research questions on this phase are similar to the first
phase, where the possibilities of event log building are presented.

6.6. Phase 6 – Oracle presents rules that deviant transactions can be checked
against

The auditor (the oracle) feeds the framework with her expertise: hypotheses
that might explain deviating behaviour. This can be in the form of a possible
set of rules. Comparing real transactions against these specific rules is a par-
ticular form of conformance checking. In contrast to the conformance check in
phase 2, this step is limited to testing deviating transactions against rules, and
not against a model. This drives this step to the area of algorithms like the
LTL Checker and related work. As mentioned before, techniques that compare
real behavior against rules, are capable of taking more characteristics into ac-
count than only the order of activities. Further research could investigate which
type of characteristics are used by auditors to test rules and assess risk, and
whether these characteristics can be dealt with by current techniques. Also,
which language for rules is most suited to be applied by auditors to express
their knowledge in a formal way?
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7. Conclusion

The concept of continuous auditing has been analyzed in previous research,
and the application of data mining and process mining has been investigated
in different studies. The main drawback of these applications, as currently
reported, is the existence of a large number of false positives. This keeps con-
tinuous auditing from full adoption in practice. In this paper, we presented a
framework to fully automate the first level of continuous auditing, the transac-
tion verification. The basic continuous auditing principle to start from a process
point of view is respected, hence a process mining approach is applied as a start.
However, this is subsequently complemented by a data mining approach. The
suggested data mining approach uses the three-way decision principle on which
three outcomes are possible: acceptance, rejection or noncommitment.

The paper first presented an overview of related literature and a generic
approach of internal control testing. This procedure was chosen as an instan-
tiation of the transaction verification level. Also, a process mining background
was presented. Next, our transaction verification framework was presented and
discussed in detail. In a last phase, the framework was revisited in the light of
research options, suggesting future research opportunities.

This is not the first framework that is presented to incorporate data analytics
in a continuous auditing setting. However, our framework distinguishes itself
from previously presented frameworks on a number of aspects. Our framework

• incorporates the process view in a concrete fashion, relating to existing
process mining techniques and how these could be employed

• combines process mining and data mining techniques to truly enable full-
population testing, including managing the alarm flood

• presents the use of three-way decision rules, the Rough Set theory and the
Fuzzy Sets theory to allow classifiers to deal with uncertainty, contributing
to a more intelligent classifier and leaving space for the last aspect:

• leverages the human expertise of the auditor to increase the efficiency of
the classification algorithm

The possibility of the algorithm to remain uncertain, along with the combi-
nation of the machine learning and the human expert feed, ultimately leads to
a combined machine-human intelligence, capable of dealing with all transactions.

While various research questions are implied by the framework, the most
important research topics, according to us, are:

• For the purpose of gaining an understanding and testing the controls of
the process under investigation: is there a difference in suitability between
a process model representation (procedural) versus a set of rules (declar-
ative), describing the process?
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• What are the implications of having different possible event logs out of one
database? Are there formats that are better suited for control testing than
others? Is there a difference in audit risk between the different formats?

• Are internal controls best tested against a process model first, and in a
second phase against business rules (a two-stage approach like in the sug-
gested framework), or immediately against an exhaustive set of business
rules?

• Which approaches or techniques can be used to turn the task of processing
deviations feasible?

• How to effectively design an Automated Knowledge Engineer supporting
the process of labeling sample deviations?

A final contribution is that we discuss concrete process and data mining
characteristics, possibilities, and concerns by starting from a specific framework.
This contrasts with research that presents a case study, or with an introduction
of potential added value of certain techniques on a high level (like in Jans et al.
(2013)). Where the former goes more in detail but leaves out potential research
questions in a wider setting, the latter does not go enough into detail.

Like every study, also our study holds some limitations. Although an exten-
sive literature review has been conducted, the selection of concepts and level of
detail was mostly guided by the presented framework. We attempted to con-
struct a generic process for all internal control testing procedures, regardless
of the level of maturity on continuous auditing to build our framework. Still,
different authors might have come up with a different process. We feel confident
though, that other process descriptions will cover the same grand lines and that
a slightly different process would not have impacted our framework or would
have resulted in different potential research questions. Further, future research
could involve a pilot implementation of the presented framework as a validation.
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Appendix A. Process Discovery Algorithms

α-algorithm
The α-algorithm is the first algorithm that was developed to discover a

model from an event log. It scans the process traces in an event log and takes
the sequence of activities into account. More specifically, it registers only con-
secutive activities in the event log and visualizes the pattern it finds. To this
end, the algorithm only considers direct relationships between activities: which
activities occur directly after, before, or at the same time with another activity?

Four types of relations between activities in the event log are defined: i)
direct succession, when activity a is directly followed by activity b, ii) causality,
when activity b directly follows activity a, but activity a never follows activity
b, iii) parallel, when activity a follows directly activity b, but at another place in
the event log, activity b follows directly activity a, and iv) choice, when neither
activity a directly follows activity b, nor activity b directly follows activity a.
Note that the ordering relations ii) and iii) are sub-collections of i). Based on the
identified relations between all pairs of activities in the log, the process model
is created. The relations don’t take any frequency into account. This means
that if there is ever in the log an activity x followed by an activity z, even only
once, there will be an arc going from x to z in the process model.

Heuristics miner
The Heuristics miner (Weijters et al., 2006) is an improvement of the α-

miner, which takes the frequency of process executions into account. Consider-
ing the frequency of process executions helps to generate a model which filters
out noise and infrequent behavior. The algorithm can provide an option for
the user to define a dependency threshold. Then, the model is constructed
only based on the activities’ relations whose frequencies are higher than the
predefined threshold.

Fuzzy miner
The Fuzzy miner (Günther and Van Der Aalst, 2007) is a process discovery

technique that is developed using the concept of a road map as a metaphor.
Like road maps, the fuzzy process map is constructed in such a way that it
1) aggregates information that has lots of details, 2) makes abstraction of less
important behavior, 3) puts visual emphasis on information that may be most
important, and 4) allows the user to customize the map. As a result, this miner
is suitable to deal with complex, unstructured, and large event logs. This miner
is the basis of commercial process mining tooling like Disco of Fluxicon.

Genetic miner
The Genetic miner (De Medeiros et al., 2007) is also developed to tackle

noise in the data and infrequent behavior. This miner is designed in a way to
mimic the process of evolution in biological systems. It applies genetic operators,
iteratively, to find the fittest model to the log amongst all possible generated
process models. The computation time for this algorithm can be very high.
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Inductive miner

The Inductive miner (Leemans et al., 2013) is an improvement of the α-
and Heuristics miner which guarantees to generate a logical process model.
It constructs process trees (a different process model notation) by repeatedly
splitting the event log based on the likelihood of its events. The process trees
can then be used to construct the process model.
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