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Abstract

C
ompanies in the 21st century posses a large amount of data about their

products, customers and transactions. The prominent role of business pro-

cesses in the modern organisation in recent decades has led to a remarkable

increase in the amount of event data that is available. Event logs are logbooks that

contain information about everything that happens in a company on a daily basis. A

customer who places an order, an employee who logs in to the customer management

system to handle the order, a supplier who delivers a quotation for the products, a

production line that is started, etc. The digitisation of all these events enables us to

analyse business processes at a level that was previously unimaginable.

The increase in available event data gave rise to process mining, a discipline that

focuses on extracting insights about processes from event logs. However, correctly

displaying business processes is not a trivial task. Due to the high complexity of most

processes, event logs contain only a limited sample of all the possible ways and com-

binations in which business processes can be performed. Errors and inconsistencies in

the available data create additional difficulties. In response to these challenges, pro-

cess discovery algorithms were developed - algorithms that discover process models

based on event logs. However, the crucial question is: how good are these discovered

models? Are they able to correctly represent business operations?

The concept of process realism is introduced in this dissertation. To optimise

processes, evidence-based decision making is needed. Consequently, it is essential

to map these processes in a realistic way. Blindly relying on both partial and / or

inconsistent data and on algorithms can lead to wrong actions being taken.

Process realism is approached from two perspectives in this dissertation. First,

quality dimensions and measures for process discovery are analysed on a large scale

and compared with each other on the basis of empirical experiments. Which measures

v
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are best suited to assess the quality of a discovered process model? What are their

weaknesses and strengths? And what challenges still need to be overcome in order to

evolve towards a reliable quality measurement?

The experiments in this thesis show that there are important differences between

the different quality measures in terms of feasibility, validity and sensitivity. Moreover,

the role and meaning of the generalisation dimension is unclear. Existing generalisa-

tion measures do not succeed in adequately assessing the fit between process models

and the underlying process. Fitness and precision measures also do not constitute

unbiased estimators of the quality of the model as a representation of the underlying

process. Furthermore, with regard to experimental set-up, various challenges have

been identified that are necessary to evolve towards a correct quality measurement.

In addition to the focus on process models, process realism is also approached

from a data point of view. By developing a transparent and extensible tool-set, a

framework is offered to analyse process data from different perspectives. Exploratory

and descriptive analysis of process data and testing of hypotheses again leads to

increased process realism.

The developed framework is applied in this dissertation to two case studies. First,

how can we use process data to better understand students’ study trajectories and

to better guide students? Secondly, how can applying process analysis in a railway

context to map out the use of the rail infrastructure and analyse deviations between

the timetable and execution in order to achieve a smoother service for passengers?

Both case studies show that the framework has clear added value, and that the

answers to the questions asked can help to improve the processes under consideration.

At the same time, however, unresolved challenges within process mining are also

emphasised, such as the analysis of processes at the right level of granularity, and the

assumption that process instances are independent of each other.

From both perspectives, process models and process data, recommendations are

made for future research, and a call is made to give the process realism mindset a

central place within process mining analyses.



Samenvatting

B
edrijven in de 21ste eeuw beschikken over een grote hoeveelheid data over

hun producten, klanten en transacties. De prominente rol van bedrijfspro-

cessen in de moderne onderneming zorgde de afgelopen decennia voor een

opmerkelijke toename in de hoeveelheid event data die ter beschikking is. Event logs

zijn logboeken van gebeurtenissen die informatie bevatten over alles wat er dagelijks

gebeurt in een bedrijf. Een klant die een order plaatst, een werknemer die zich inlogt

in het customer management system om de order te behandelen, een leverancier die

een offerte aflevert voor de producten, een productielijn die gestard wordt, etc. De

digitalisatie van al deze gebeurtenissen laat ons toe om bedrijfsprocessen te analyseren

op een niveau dat voorheen ondenkbaar was.

De toename van beschikbare event data gaf aanleiding tot het ontstaan van process

mining, een discipline die zich richt op het extraheren van inzichten over processen

uit event logs. Het correct weergeven van bedrijfsprocessen is echter geen triviale

opdracht. Vanwege de hoge complexiteit van de meeste processen bevatten event logs

slechts een beperkte steekproef van al de mogelijke manieren en combinaties waarin

bedrijfsprocessen uitgevoerd kunnen worden. Fouten en inconsistenties in de beschik-

bare data zorgen voor extra moeilijkheden. Als antwoord op deze uitdagingen werden

process discovery algoritmes ontwikkeld – algoritmes die op basis van event logs pro-

cesmodellen ontdekken. De cruciale vraag is echter: hoe goed zijn deze ontdekte

modellen? Zijn ze in staat de bedrijfswerking correct voor te stellen?

In deze thesis wordt het concept procesrealisme gëıntroduceerd. Om processen te

optimaliseren is er nood aan evidence-based decision making. Bijgevolg is het essen-

tieel om deze processen op een realistische manier in kaart te brengen. Blindelings

vertrouwen op zowel partiële en/of inconsistente data als op algoritmes kan leiden tot

het nemen van verkeerde acties.

vii
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Procesrealisme wordt in deze thesis vanuit twee invalshoeken benaderd. Ten eerste

worden kwaliteitsdimensies en –maatstaven voor process discovery op grote schaal

geanalyseerd en met elkaar vergeleken op basis van empirische experimenten. Welke

maatstaven lenen zich het best om de kwaliteit van een ontdekt procesmodel te meten?

Wat zijn hun zwaktes en sterktes? En welke uitdagingen moeten nog overwonnen

worden om te evolueren tot een betrouwbare kwaliteitsmeting?

De experimenten in deze thesis tonen aan dat er belangrijke verschillen zijn tussen

de verschillende kwaliteitsmaatstaven op vlak van berekenbaarheid, validiteit en sen-

sitiviteit. Bovendien is de rol en betekenis van de generalisation dimensie onduidelijk.

Bestaande generalisatie maatstaven slagen er niet in de fit tussen process modellen

en het onderliggende proces op een adequate manier in kaart te brengen. Fitness-

en precision-maatstaven vormen eveneens geen unbiased estimators voor de kwaliteit

van het model als representatie van het onderliggende process. Ook wat betreft ex-

perimenteel ontwerp zijn verschillende uitdagingen gëıdentificieerd die nodig zijn om

tot een correcte, en objectief te beoordelen, kwaliteitsmeting te komen.

Naast de focus op procesmodellen, wordt procesrealisme ook benaderd vanuit een

data-oogpunt. Door de ontwikkeling van een transparante en uitbreidbare toolset

wordt een framework aangeboden om procesdata vanuit verschillende perspectieven

te analyseren. Exploratieve en descriptieve analyse van procesdata en het testen van

hypothesen leidt zo opnieuw tot een verhoogd procesrealisme.

Het ontwikkelde framework wordt in deze thesis toegepast op twee case studies.

Ten eerste, hoe kunnen we procesdata gebruiken om studietrajecten van studenten

beter te begrijpen, en studenten beter te begeleiden? Ten tweede, hoe kunnen via het

toepassen van procesanalyse in een spoorweg context het gebruik van de spoorinfras-

tructuur in kaart brengen en afwijkingen tussen dienstregeling en uitvoering oplossen,

om zo tot een vlottere dienstverlening te komen?

Beide case studies tonen aan dat het framework een duidelijke meerwaarde heeft,

en dat de antwoorden op de gestelde vragen kunnen helpen om de processen in kwestie

te verbeteren. Tegelijkertijd worden echter ook blijvende uitdagingen binnen process

mining benadrukt, zoals het analyseren van processes op een juist niveau van gran-

ulariteit, en de veronderstelling dat procesinstanties onafhankelijk zijn ten opzichte

van elkaar.

Vanuit beide invalshoeken, procesmodellen en procesdata, worden aanbevelingen

gedaan voor verder onderzoek, en wordt opgeroepen om de proces realism mindset

een centrale plaats te geven binnen process mining.
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Chapter 1

Process Realism

Any truth is better than

indefinite doubt.

Arthur Conan Doyle

realism1

[ree-uh-liz-uh m]
noun
1. interest in or concern for the actual or real, as distinguished from the abstract,

speculative, etc.

2. the tendency to view or represent things as they really are.

I
n current times, organisations possess a tremendous amount of data concern-

ing their customers, products and processes. Many activities which are taking

place in their operational processes are being recorded in event logs [10]. Tech-

niques from the process mining field, which has grown steadily over the last decades,

can be applied to gain insights into these event data [9]. Over the past decade,

a lot of attention has been given to the discovery of process models from event

logs [56, 95, 135, 136], and subsequently the quality measurement of these models

[6, 11, 12, 97, 120].

1https://www.dictionary.com/browse/realism
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1. Process Realism

The results of process mining analyses, if acted upon, can have important ramifica-

tions for business operations in two ways. First are improvements to the performance

of processes. Performance — or a lack thereof — can be expressed in many different

manners, such as the time spent on the process or the incurred operational costs.

Performance issues, such as the execution of superfluous activities which constitute

wasted resources, or the presence of bottlenecks in the process, can be laid bare by

adequate analysis of process data.

Secondly — and of equal importance — are improvements in compliance. Com-

pliance with rules and regulations, whether imposed internally in organisations or by

(inter)national laws, is important to prevent fraud and other types of risk. Checking

compliance of a process can occur in many different ways, depending on the precise

nature of the rule or regulation to check, such as the order between activities, the

(co-)occurrence of activities or the link between activity executions and the person(s)

who executed them.

Both of these aspects — performance and compliance — strongly rely on the

ability to accurately delineate the process and all its relevant characteristics based on

the process data that has been extracted from the organisation’s information systems.

This thesis aims to contribute on several facets related to this accurate representation,

for which the motivation is given in the next section.

1.1 Motivation

In order to obtain said improvements in the performance or compliance of business

processes, insights need to be gathered from event data, upon which appropriate

actions have to be taken. For these actions to lead to the expected result, it is imper-

ative that the insights gathered are correct and trustworthy — a real characteristic

of the process, and not just a peculiarity that surfaced as an artefact in the data or

a byproduct of a certain used algorithm.

In order to measure the quality of process models discovered from event data, qual-

ity dimensions has been defined, and several measures for each dimension have been

developed. However, the use of these measures in practice poses several challenges.

First of all, different measures for the same dimension will give different values, while

it is unclear how these differences should be interpreted or where they stem from.

Secondly, there are trade-offs between the quality dimensions, a balance on which

little guidance exist. For instance, how can one decide which of the dimensions are

important in a certain situation based on the particular context, such as the goal of

the analysis?

4



1.2. Research objective

A better understanding of the measures and the significance of the current di-

mensional framework is necessary to deal with these challenges, a notion to which

this thesis will contribute. Since quality measures are never an end in itself, the di-

rect need for this understanding principally derives from an academic motivation —

being able to reliably measure the quality of discovered process models in order to

assess and compare different process discovery algorithms; a higher level motivation

which certainly has important consequences for practitioners. While a point estimate

of a process model’s quality in itself will not directly lead to actionable insights, a

high-quality process model will.

Nevertheless, a secondary necessity can be derived from the viewpoint of practi-

tioners. A process model, notwithstanding how superior in quality it might be, will

always make abstraction of certain information — such as information on resources,

time, or other attributes — thereby partly sacrificing the realism one has about the

process. While a model can indicate certain surprising or interesting patterns with

regards to the process, the practitioner will want to have a means to further investi-

gate these patterns, to understand why and how it came about, before he can decide

whether corrective actions are required to improve the performance or compliance of

the process.

As such, this thesis is also motivated by the necessity for such a means, a tool-

set to analyse process data in a flexible and powerful way, able to focus on very

specific segments or perspectives of the projects. Important in this respect is the

capability to use proven data analytics techniques — from statistics to contemporary

data mining tools — in order to truly unravel these patterns and confirm their reality.

While many developments with respect to process analysis tools have been already

made, important limitations can still be found which prevent these type of flexible

and transparent inquiries.

In the next section, these motivations with respect to both process model quality

and process data analytics will be further formalised, and the explicit contributions

of this thesis will be put forward.

1.2 Research objective

As the title of this thesis signals, its overall aim is to highlight the need for more

process realism. As shown at the start of this introduction, the term realism is

defined as the interest in or concern for the actual and real, as distinguished from

the abstract, speculative; the tendency to view or represent things as they really are.

Achieving a state of process realism, thus representing processes as they really are,

5



Figure 1.1: Napoleon crossing the Alps. Romanticism versus realism.
Left: Jacques-Lous David. Napoleon crossing the alps. 1800. Oil on canvas. Chateau de
Malmaison, Rueil-Malmaison.
Right: Paul Delaroch. Napoleon crossing the alps. 1850. Oil on canvas. Walker Art Gallery
London.



1.2. Research objective

lies at the hart of reliable, evidence-based decision making. The objective of this

thesis is to contribute to evidence-based decision making in two separate ways — in

the area of process model quality as well as the area of process data analytics. Both

contributions are detailed below.2

1.2.1 Process Model Quality

When looking at the results of a process discovery algorithm, the outcome is often

too easily (mis)taken for absolute truth about the underlying process. However, the

fact that it was discovered from a sample of event data, which probably also contains

measurement errors, tells us that this is not necessarily the case. Simultaneously, it

is not a reliable representation of the original event data either, because of the filters

and other choices and assumptions imposed by the discovery algorithm used. As such,

awareness about whether you are describing the event data, making assertions about

the underlying process, or an ambiguous mix of both is currently missing.

Being able to accurately quantify the quality of discovered process models, which

is an important component of conformance checking, is critical for process discovery.

Only through accurate quality measurement can the trustworthiness of discovered

process models be assessed, to see whether the insights they deliver are reliable.

It is crucial to know whether a discovered process model is a precise and fitting

representation of the event data or the underlying process. Many quality measures —

fitness, precision and generalization — have been developed over the past years, but

they have so far only been evaluated narrowly on how they compare to each other.

Moreover, it is not clear how to interpret or combine different dimensions such as

precision and generalization. The research objective related to process model quality

is therefore twofold:

• analyse quality measures to examine their usefulness in terms of validity, sensi-

tivity and feasibility, and

• analyse the ability of the measures to quantify the quality of the model as a

representation of the underlying process.

As a result, the contribution of this thesis will be a clearer understanding of the

quality dimensions, the implemented measures, and their limitations. Based on the

results of the analyses, recommendations will be given in order to proceed towards

2For the interested reader who is inquisitive about the origin of the term process realism, Fig-
ure 1.1 shows the crossing of Napoleon through the Alps as depicted by a realist painter (right) versus
by a romanticist painter (left) — an art movement characterised by an emphasis on individualism
and glorification, not a desire to present events or objects in an actual, truthful way.
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1. Process Realism

a more mature conformance checking discipline, and important challenges which will

need to be tackled to advance to that state will be identified.

1.2.2 Process Analytics

With regard to process analytics, it was described above that a tool-set which facili-

tates flexible and transparent examination of process data, and which enables the use

of existing techniques, is currently missing. The contribution of the second part of

this thesis will therefore be the development of such a tool-set, answering to the spe-

cific requirements which will be identified based on the inventory of state-of-the-art

tools, both of open-source and commercial nature.

Of vital importance in the definition of the requirements will be the ability to

obtain a more realistic view of the process under consideration. Particular attention

will be given to the following characteristics.

• Flexibility — where we refer to the ability of the tool to analyse multiple

perspectives of the process besides the omnipresent focus on control-flow. Also

non-standard case and event attributes should receive their place in the analysis

of the process.

• Connectivity — where we refer to the ability to use existing tools and tech-

niques. Existing techniques can be useful for exploring and describing process

data, e.g. visualisations, clustering analysis, etc.; as well as when testing hy-

potheses or conducting predictive analyses. Being connected with these existing

functionalities will prevent that process analysis will end up as a specialised dis-

cipline, isolated from the advances in the broader data science field.

• Transparency — where we refer to abolishing the often obscuring character-

istics of process analytics tools, such as hidden assumptions and ambiguous,

behind-the-scenes pre- or postprocessing steps. In order to bring about process

realism, the tool should clearly document the workings of all the functionalities

and allow for reproducible work-flows.

As a result, the second contribution of this thesis will be a flexible, transparent

and connected tool-set to view and analyse process data as they really are.

1.3 Methodology and Outline

In this section, the methodology used in both parts of this thesis is described, together

with a comprehensive outline of subsequent chapters. An overview of the structure

of the thesis is given in Figure 1.2.
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1.3. Methodology and Outline

Introduction

Process Model Quality

Process Analytics

Conclusions

IV

III

II

I 1. Process Realism
Motivation, objectives and outline

2. Introduction to Conformance Checking
Conformance checking and its components

3. Calculating the Number of Distinct Paths in a Block-
Structured Model
Quantify the size of process models for experimental setup

4. Comparative Study of Quality 
Measures
How do metrics relate to each other?

5. Reassessing the Quality 
Framework
How can we measure system-quality?

6. Towards Mature Conformance Checking
Issues and challenges for conformance checking

7. Reproducible Process Analytics
Developing a flexible, transparent and connectable process analytics tool

8. Student Trajectories in Higher 
Education
bupaR case study

9. Process-Oriented Analytics in 
Railway Systems
bupaR case study

10. Conclusions and Recommendations for Future Research
Where do we go from here? Lessons learned and challenges ahead

Figure 1.2: Outline of the thesis.
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1.3.1 Process Model Quality

In Chapter 2 a further introduction to process mining — and conformance checking in

particular — will be given. The chapter will introduce the different quality dimensions

used for measuring the quality of discovered process models, and lists the developed

measures for each of them.

Chapters 4 and 5 will be central to the contribution of creating a better un-

derstanding of the quality dimensions and their metrics through the execution of

experiments. A first empirical analysis will be conducted in Chapter 4, where the

state-of-the-art quality measures will be compared on three different topics: feasibil-

ity, validity and sensitivity. In order to achieve this, a large and diverse collection of

models and logs will be created on which the quality measures will be applied.

In Chapter 5, a second empirical study will be performed which will focus on the

different dimensions and there meaning. In this chapter, the aim is to investigate to

which extent the existing measures can tell us something about the quality of a process

model as a representation of the underlying process. The setup of both experiments

will be based on the methodology described in [132] for comparing process discovery

algorithms. From a practical point, the framework for generating process models and

simulating logs described in [89] will be used to set up the experiment.

Before proceeding to the empirical analysis, Chapter 3 introduces an algorithm to

calculate the number of distinct execution paths in finite-behaviour, block-structured

process models. The calculation will be used in subsequent chapters to calculate the

behavioural size of process models, and enabling us to measure the completeness of

event logs. Chapter 6 will conclude the first part by giving an overall summary of the

assessment of quality measures, formulating recommendations as to their usage, and

indicating relevant challenges for future research.

1.3.2 Process Analytics

The design and development of the second contribution — a new tool-set for process

analytics — will be largely based on the Design Science methodology [86]. Chapter 7

describes the motivation for the tool-set, starting from the specific problem statement.

It further defines its requirements and discusses its development. Furthermore a

demonstration of its main functionalities will be given.

Chapter 8 and Chapter 9 will provide two real-life case study to evaluate the

design requirements of the tools, and to illustrate how it can contribute to finding

relevant insights based on process data. Chapter 8 describes an application to learning

analytics while Chapter 9 shows an application in the context of railway infrastructure
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management. Both chapters serve a dual objective: one the one hand they will provide

a realistic evaluation of the usefulness of the tool, and on the other hand they will

indicate the added value of a process-oriented analysis for both applications.

Chapter 10 will provide the overall conclusion of the thesis and revisit the contri-

butions put forward in the previous section. The peer-reviewed journal publications

and conference proceedings on which the work in this thesis is based are listed below.

1.4 Publications

1.4.1 Journal Publications

• Janssenswillen, G., Donders, N., Jouck, T., Depaire, B.: A comparative study

of existing quality measures for process discovery. Information Systems 71, 1-15

(2017).

• Gelan, A., Fastré, G., Verjans, M., Martin, N., Janssenswillen, G., Creemers,

M., Lieben, J., Depaire, B., Thomas, M.: Affordances and limitations of learning

analytics for computed-assisted language learning: a case study of the VITAL

project. Computer Assisted Language Learning 31(3), 294-319 (2018).

• Janssenswillen, G., Depaire, B., Verboven, S.: Detecting train reroutings with

process mining. EURO Journal on Transportation and Logistics 7(1), 1-24

(2018).

• Janssenswillen, G., Depaire, B.: Towards confirmatory process discovery: mak-

ing assertions about the underlying system. Business & Information Systems

Engineering (2018).

• Janssenswillen, G., Depaire, B., Swennen, M., Jans, M., Vanhoof, K.: bupaR:

Enabling Reproducible Business Process Analysis. Knowledge-Based systems

163, 927-930 (2019).

1.4.2 Conference Proceedings

• Janssenswillen, G., Swennen, M., Depaire, B., Jans, M., Vanhoof, K.: Enabling

Event-data Analysis in R. In: Proceedings of the 5th International Symposium

on Data-driven Process Discovery and Analysis (SIMPDA), pp. 198-198. CEUR

Workshop Proceedings, 2015.

• Swennen, M., Janssenswillen, G., Jans, M., Depaire, B., Vanhoof, K.: Captur-

ing process behavior with log-based process metrics. In: Proceedings of the

5th International Symposium on Data-driven Process Discovery and Analysis

(SIMPDA), pp. 141-144. CEUR Workshop Proceedings, 2015.
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• Janssenswillen, G., Depaire, B., Jouck, T.: Calculating the number of unique

paths in a block-structured process model. In: Proceedings of the International

Workshop on Algorithms & Theories for the Analysis of Event Data (ATAED),

pp. 138-152. CEUR Workshop Proceedings, 2016.

• Janssenswillen, G., Swennen, M., Depaire, B., Jans, M., Vanhoof, K.: edeaR:

Extracting knowledge from process data. In: The R User Conference, 2016.

• Janssenswillen, G., Jouck, T., Creemers, M., Depaire, B.: Measuring the quality

of models with respect to the underlying system: an empirical study. In: In-

ternational Conference on Business Process Management, pp. 73-89. Springer,

2016.

• Swennen, M., Martin, N., Janssenswillen, G., Jans, M., Depaire, B., Caris, A.,

Vanhoof, K.: Capturing resources behaviour from event logs. In: In: Proceed-

ings of the 5th International Symposium on Data-driven Process Discovery and

Analysis (SIMPDA), pp. 130-134. CEUR Workshop Proceedings, 2016.

• Janssenswillen, G., Depaire, B.: The Analysis of R learning styles with R. In:

The R User Conference, 2017.

• Janssenswillen, G., Depaire, B.: bupaR: business process analysis in R. In:

Proceedings of the BPM Demo Track and BPM Dissertation Award co-located

with 15th International Conference on Business Process Management (BPM),

CEUR Workshop Proceedings, 2017.
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Chapter 2

Introduction to Conformance Checking

Quality is everyone’s

responsibility.

W. Edwards Deming

I
n this chapter, a further introduction to the domain of process mining and

some essential notations are provided in Section 2.1. In subsequent sections,

the field of conformance checking will be discussed in more detail, including the

different quality dimensions (Section 2.2) and implemented measures (Section 2.3).

Section 2.4 concludes this chapter and initiates the subsequent chapters on confor-

mance checking.

2.1 Introduction to Process Mining

Traditionally, three main types of process mining are distinguished: process discovery,

conformance checking, and process enhancement [7]. Each of these aim at closing the

gap between recorded process data on the one hand, and process models on the other

hand. Figure 2.1 situates the three types into the bigger process mining context [107].

Process models are used to model and analyse the reality, i.e. the way in which work

gets done in business processes. Information about the enactment of these process

gets recorded by myriad IT systems into event logs. Event logs, e.g. log books of the

events which have happened in the context of a process, contain the raw data one
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2. Introduction to Conformance Checking

Figure 2.1: Overview of process mining [107].

has about a process. On the other hand, the process models typically show the belief

one has about the process — descriptive models — or how they should be running

— prescriptive models. These models might or might not be in agreement with the

data, a discrepancy which process mining aims to resolve. The following paragraphs

will elaborate on the three main process mining types [2].

Process discovery concerns the learning of process models from recorded event

data, and can be seen as the origin of process mining. It is the primary connection

between process data and process models, and is often needed because a clear un-

derstanding of the process at hand is missing. The pioneering algorithms to discover

models from event data were created at the end of the 20th century. While these initial

attempts mainly returned directed graphs connecting transitions or states [13, 35, 40],

later approaches were able to discover Petri Nets [10], which were better suited at

representing more complex process constructs, such as parallelism. Whereas these

earlier algorithms tended to result in spaghetti-like models, the focus of more recent

and advanced algorithms was to tackle issues such as long-term dependencies, noise,

and duplicate tasks, among others [14, 96, 136]. An overview and comparison of
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2.1. Introduction to Process Mining

Figure 2.2: Screenshot of the Replay for Conformance Analysis plug-in in ProM [6, 130].

state-of-the-art discovery algorithms can be found in [15].

Conformance checking is the next main task in process mining and has received

considerable attention in the literature. The goal in conformance checking is to com-

pare a process model with event data in order to highlight inconsistencies between the

two. In this comparison, there rarely is a single correct representation of the process:

both the process model and the event data can contain inaccuracies [114], which is

important to take into account during any conformance checking task.

Conformance checking can be performed in several ways. On the one hand, an

overall impression of the ability of the model to adequately represent the log can be

expressed by computing quality measures along several dimensions. The dimensions

mostly used are fitness, precision, generalization and simplicity [27], which will be

introduced in more detail in Section 2.2 and analysed in the following chapters. For

each of the dimensions, different measures have been implemented [82], of which we

will provide an overview in Section 2.3.

On the other hand, the discrepancies between model and log can also be visualised

in more detail. Such diagnostics will clearly show where log and model are in conflict

with each other, allowing the analyst to have a more detailed understanding of the

disagreement, i.e. is it an inaccuracy in the model or in the data? Figure 2.2 shows an

example screenshot of the Replay a Log on Petri Net for Conformance Analysis plugin

in ProM [6, 130]. It can be seen that both places and transitions of the Petri Net have
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2. Introduction to Conformance Checking

been annotated with colours to highlight to which extent they involve discrepancies

between log and model. The pop-up window further describes the details of these

divergences. This more detailed understanding of the conformance issues enables

practitioners to decide on the appropriate action that should be taken. In this part,

the focus will however be only on the quality measures, and not on the diagnostics.

Examples of conformance checking diagnostics can be found in Chapter 9 of Part III.

process enhancement aims to improve the process model used to analyse and

describe the process, based on the recorded process behaviour. It is a logical contin-

uation of conformance checking, where the discrepancies between the a priori process

model and the data can be assessed and used to improve the process model represen-

tation of the process.

In the remainder of this section, we will introduce some required notation on pro-

cesses, event logs and models. Section 2.2 will introduce the different quality dimen-

sions used in conformance checking, and Section 2.3 will introduce the implemented

metrics for each dimension.

2.1.1 Preliminaries

Before introducing processes, event logs and models, some preliminary notations are

required. Below we define activity sequences, and prefixes of activity sequences.

Definition 2.1.1 (Activity sequences). Let A be the activity alphabet, i.e. the col-

lection of all activities which can be executed in a particular process. T = A∗ is the

set of all finite sequences over A, representing the universe of activity sequences. An

activity sequence σ ∈ T , also called trace or process variant, is a finite sequence of

activities 〈a1, . . . , an〉, where

• ∀ai | ai ∈ A,

• |σ| = n refers to the number of activities in the sequence.

Definition 2.1.2 (Prefixes of activity sequences). C(σ, k) refers to the prefix of length

k of activity sequence σ. C(σ, 0) refers to the empty trace 〈〉. Let C(σ) refer to the

set of all prefixes of σ, i.e. C(σ) = {C(σ, k) | 0 ≤ k ≤ |σ|}.

2.1.2 Process

The terms Process and System are used interchangeably to refer to the real process

in the upper left corner of Figure 2.1. It is used to refer to the real way in which

work is done, which is generally unknown. The term System should not be confused
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2.1. Introduction to Process Mining

with the information system that might support the process. In fact the process or

system can differ from any prescriptive model used or implemented by an information

system, as process participants can use additional unwritten rules or customs in doing

their work, or even abuse loopholes and workarounds to perform the work in ways

which are different than those anticipated by the information systems or process

documentations. The term System should instead be understood as the prevailing set

of principles and procedures according to which the process is performed.

Formally, we can define the Process or System S as a set of possible activity

sequences.1

Definition 2.1.3 (System). We define System S as a subset of the universe of activity

sequences, i.e. S ⊆ T , such that:

• |S| indicates the number of distinct activity sequences of the system.

• S = P(T ) represent the domain of all possible systems given the set of activity

sequences T , where P(T ) is the power set of T .

2.1.3 Event log

The event log is the recorded data of the process and can have a lot of detailed

information on different aspects of the process. An example is shown in Table 2.1.

Minimally, an event log contains events which 1) have an activity label, 2) are part

of a case, and 3) have a timestamp. On top of that, additional information can be

added, such as information about resources, transactional life cycle, but also any other

custom data attributes.

For a more detailed discussion on event data, we refer to Part III. For now, we

will use a simplified event log notation [2], which abstracts from case identifiers and

timestamps. Instead, we represent an event log as a multiset of activity sequences.

The event log in Table 2.1 can be represented in this simplified notation as follows:

{〈FileClaim,CheckContract, CheckFranchise, Investigate, PayClaim〉1,

〈FileClaim,CheckFranchise, CheckContract, Reject〉2,

〈FileClaim,CheckFranchise, CheckContract, Investigate,NoRefund〉1}

Indeed, the four different claims in the event log can be described by three different

activity sequences, or variants, of which the second one occurs two times. Formally,

we define an Event log L thus as follows.

1Note that we use the symbol S to refer to the underlying process or system instead of the symbol
P to avoid confusion with the symbol used for precision, which will be introduced further.
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Case Date Activity Type Resource

Claim01 06/08/2018 16:20 File Claim Carla

Claim01 07/08/2018 15:04 Check Contract Elliot

Claim01 08/08/2018 14:31 Check Franchise Joy

Claim01 08/08/2018 16:00 Investigate Manuel

Claim01 08/08/2018 23:16 Pay Claim Giovanni

Claim02 06/08/2018 21:33 File Claim Joe

Claim02 07/08/2018 00:54 Check Franchise Carla

Claim02 07/08/2018 18:38 Check Contract Joy

Claim02 08/08/2018 07:23 Reject Manuel

Claim03 06/08/2018 22:14 File Claim Carla

Claim03 07/08/2018 03:18 Check Franchise Carla

Claim03 07/08/2018 23:21 Check Contract Joy

Claim03 08/08/2018 08:19 Investigate Manuel

Claim03 08/08/2018 16:20 No Refund Joe

Claim04 01/08/2018 06:22 File Claim Giovanni

Claim04 01/08/2018 21:07 Check Franchise Joy

Claim04 02/08/2018 01:20 Check Contract Manuel

Claim04 02/08/2018 21:31 Reject Elliot

Table 2.1: Example event log.

Definition 2.1.4 (Event log). An event log L is a multiset [18] of activity sequences,

such that:

• the support set2 of L, as defined in set theory [121], denoted by supp L, is the

set of unique activity sequences in L. Note that supp L = {σ | σ ∈ L}.

• for an activity sequence σ ∈ supp L, the frequency of σ is defined as L(σ).

• the number of distinct activity sequences in an event log, i.e. the size of the

support set of the log, is defined as |supp L|.

• the size of an event log, i.e. the amount of cases, is defined as |L| =∑
σ∈supp L L(σ)

• the domain of all possible logs is defined as L = B(T ), where B(T ) is the set of

all possible multisets of T .

2Note that the concept of support set from set theory should not be confused with the concept
of support in association rule mining. In set theory, the support (set) of a multiset is a set with
the unique elements of that set, also called the indistinguishables of a multiset [18, 121]. As such,
the support (set) of a multiset is an actual set. In order to avoid confusion we will always use the
term support set, and not just support, while the two are used interchangeably in literature. In the
context of association rule mining, support of a set is the number of times that set occurs. In the
latter case it is thus a number, and not a set.
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File Claim Check Contract

Check
Franchise

Investigate Pay Claim

No Refund

Reject

Figure 2.3: Example BPMN model.

Figure 2.4: Example Petri Net.

2.1.4 Model

Finally, we introduce the notation of a Model M . Here, it is important to distinguish

between the conceptual notation of a model, introduced below, and the practical

representation of a model, which can make use of any process modelling notation

available, such as Petri Nets, BPMN models, process trees, etc. With the conceptual

notation of a model, we refer to what is typically called the language of a particular

process model: the set of execution paths it allows for. For example, consider the

BPMN model in Figure 2.3. We can draw a Petri Net which allows for the same

behaviour as this model (Fig. 2.4), as well as a Process tree (Fig. 2.5).3 Each of the

models is thus a different practical representation of the same language.

In the following sections, we will abstract from these specific process modelling

notations, and use only a conceptual representation of a model M , defined as follows.

Definition 2.1.5 (Model). A model M is a subset of the universe of activity se-

quences, and can be defined as M ⊆ T .

• |M | indicates the number of distinct activity sequences part of the model.

• M = P(T ) represents the domain of all possible models, where P(T ) is the power

set of T .

3A formal introduction to process trees will be given in Chapter 3.
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→

File claim ∧

Check Contract Check Franchise

×

→

Investigate ×

Pay Claim Refund

Reject

Figure 2.5: Example process tree.

Following this definition, each of the process models in Figures 2.3, 2.4 and 2.5 —

which can replay exactly the same traces — can be represented as the following set:

{〈FileClaim,CheckContract, CheckFranchise, Investigate, PayClaim〉,

〈FileClaim,CheckContract, CheckFranchise, Investigate,NoRefund〉,

〈FileClaim,CheckContract, CheckFranchise,Reject〉,

〈FileClaim,CheckFranchise, CheckContract, Investigate, PayClaim〉,

〈FileClaim,CheckFranchise, CheckContract, Investigate,NoRefund〉,

〈FileClaim,CheckFranchise, CheckContract, Reject〉}

In the next section, we will use these concepts — process, model and event log — to

introduce and discuss the different quality dimensions used in conformance checking.

2.2 Quality Dimensions

The event log, model and system can each be seen as a set of process behaviour. As

a result, they can be depicted visually as a Venn-diagram, displayed in Figure 2.6,

which constitutes a useful framework to discuss the different quality dimensions in

conformance checking, as shown in [26].

In the following paragraphs, we assume that the amount of behaviour in S, M

and supp L, and intersections thereof, is countable.4 For the sake of clarity, this is

reflected by the use of a hypothetical count function #(. . . ). We use this hypothetical

4In these and subsequent paragraphs we use the set supp L and not the multiset L because the
latter cannot straightforwardly be compared with sets M and S.
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M

S

supp L

Figure 2.6: Venn diagram representing the behaviour in the Model M , System S and
support of event log L, supp L [26].

function as a means to formalise the different quality dimensions on a conceptual level.

In reality there are different ways to count and compare the behaviour in M , S, or

suppL. One of them is by counting unique activity sequences (as denoted with | . . . |
in the preceding definitions). An alternative approach can be to look at the amount of

possible directly-follows relation in each of them. The number of different approaches

is one of the main reasons that different implementations exist, as we will see further.

Furthermore, we do not claim that all quality measures should be implemented

along the formulas introduced below. There can be other ways to quantify how

precise or how fitting a model is. Nonetheless, the goal of these formulas is to provide

a common, conceptual understanding about the aspect that each dimension tries to

quantify, and to do this with a clarity that a verbal description or definition alone

cannot offer.

Note that in Figure 2.6, the support of the event log, i.e. the recorded behaviour,

is not a subset of the system behaviour. While this might seem counter-intuitive,

it is in fact possible to recorded behaviour which does not belong to the system.

Indeed, the recorded behaviour is influenced by data inconsistencies and inaccuracies,

and subsequently might contains fragments of behaviour which do not confirm with

the way work is done. As defined above, the system refers to the prevailing set of

principles and procedures by which the process is implicitly executed. However, these

are not necessarily well captured in the data.

Moreover, also note that the model is not a subset, nor a pure superset of the

recorded behaviour or the system. The process model can be any model drawn by

hand or discovered from event data using discovery algorithms. In the first case, it

is logical that there might not be an explicit relationship between the two sets of

behaviour, modelled or recorded, as it will depend purely on how familiar the process

modeller is with the process at hand. But even when, in the second case, the model is
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Figure 2.7: Running example - Model 1

discovered from the data, it will happen that some behaviour is discarded (because it

is deemed to infrequent) while other behaviour is added (in order to make the model

more general than the sample of event data). This lies exactly at the heart of this

thesis, and is the reason why adequate quality measures are needed.

2.2.1 Fitness

The fitness dimensions indicates how much of the behaviour in the log is part of the

model. As such it measures whether the event log fits the model or not. It is similar

to the concept of recall used in information retrieval and binary classification [64]. In

the context of Figure 2.6, fitness can be defined as follows.

fitness(L,M) =
#(supp L ∩M)

#(supp L)
(2.1)

For instance, consider the following example event log L1 below, and Model 1 and

2 in Figure 2.7 and 2.8, respectively. Model 1 is able to replay all six sequences in the

event log L1, and as such it has a perfect fitness. On the other hand, Model 2 does

not allow for the traces σ3 and σ4, and as a result has a lower fitness.

L1 = {σ1 = 〈A,B,D,E, F,G〉,

σ2 = 〈A,B,D, F,E,G〉,

σ3 = 〈A,B,D,G,E, F 〉,

σ4 = 〈A,B,D,G, F,E〉,

σ5 = 〈A,B,D,H〉,

σ6 = 〈A,C,D,H〉}

(2.2)
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Figure 2.8: Running example - Model 2

2.2.2 Precision

Just as in data mining, fitness (or recall) goes hand in hand with precision. In process

mining, the precision dimension indicates how precise the model fits only the recorded

behaviour, and not behaviour that was not seen. Using Figure 2.6, precision can be

defined as follows.

precision(L,M) =
#(supp L ∩M)

#(M)
(2.3)

More specifically, it is the ratio of all behaviour in the model which is also part of

the event log. If we reconsider the event log and models from before, we can see that

Model 1 (Fig. 2.7) contains 8 sequences which are not present in the event log, i.e.

{〈A,B,D,E,G, F 〉,

〈A,B,D, F,G,E〉,

〈A,C,D,E, F,G〉,

〈A,C,D, F,E,G〉,

〈A,C,D,G,E, F 〉,

〈A,C,D,G, F,E〉,

〈A,C,D,E,G, F 〉,

〈A,C,D, F,G,E〉}

(2.4)

On the other hand, Model 2 (Fig. 2.8) only allows for 4 sequences which were not

observed in the data, i.e.

{〈A,B,D, F,G,E〉,

〈A,C,D,E, F,G〉,

〈A,C,D, F,E,G〉,

〈A,C,D, F,G,E〉}

(2.5)
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Figure 2.9: Running example - Model 3

Based on these counts we can say that Model 1 is less precise than Model 2.

However, it is important to note that the way in which behaviour is counted here might

impact these rankings. For example, you could count in terms of extra allowed events

rather than extra allowed sequences. In certain situations, these subtle differences

might have an important impact on the measurements.

Model 3 (Fig. 2.9) is perfectly precise with respect to the event log, i.e. it does

not allow for any other sequences than those observed in the event log. Note that this

model is also perfectly fitting with this log. As a result, it is an exact representation of

the event log: it contains all the behaviour recorded and nothing more. At the same

time, it shows that such a model is not evident to construct, for instance requiring the

duplication of tasks. This reduces the simplicity of the model, which will be discussed

later. Also, a perfect representation might not be desirable because it could overfit

the data and might not fit well with new observations. This is discussed next.

2.2.3 Generalization

In order to avoid overfitting — a model that perfectly allows for recorded behaviour

but not unrecorded behaviour, which is therefore targeting too much at the sample

data — the dimension of generalization was introduced. In contrast with fitness and

precision, for which there are clear agreed-upon definitions, there are several slightly

different definitions of generalization, among which:

• Generalization indicates the models ability to avoid overfitting [21].

• Generalization quantifies the likelihood of previously unseen but allowed be-

haviour being supported by the process model [26].

• Generalization can be defined as the probability that the next, not yet observed,

case can be replayed by the process model [3].
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2.2. Quality Dimensions

• The discovered model should generalize the example behaviour seen in the event

log [2].

• Generalization assesses the extent to which the resulting model will be able to

reproduce future behaviour of the process. In that sense, generalization can also

be seen as a measure for the confidence on the precision [27].

In sharp contrast to the abundance of different definitions, only a few general-

ization metrics have been implemented. In the context of Figure 2.6, the following

formalisation matches best with the definitions above. It measures the proportion of

the system behaviour which can be replayed by the model.

generalization =
#(M ∩ S)

#(S)
(2.6)

When looking at Model 1 (Fig. 2.7) and 2 (Fig. 2.8), it is not immediately clear

which one scores better on generalization, starting from the definitions above. Both

allow for unobserved behaviour, Model 1 more so than Model 2. However, it is difficult

to judge what the appropriate amount of additional behaviour, hence generalization,

exactly is. How can we know which behaviour should be allowed? The only thing we

can say at first sight is that these models generalise better than Model 3 (Fig. 2.9),

which does not generalize at all.

2.2.4 Simplicity

The fourth quality dimension is simplicity. This dimension is inherently different from

the ones discussed above, as it does not compare observed and modelled behaviour.

Instead, it only takes into account the model. According to this dimension, simple

models are preferred over more complex ones. There are different interpretations of

the term simple. On the one hand, simple can refer to the complexity of the model:

how many activities, how many edges, etc. On the other hand, simple can refer to the

understandability of the model: how easy can it be comprehended and interpreted by

a human being? Looking at the models above, it is quite clear that Model 3 (Fig. 2.9)

is more complex in terms of the number of nodes and flows, as well as harder to

understand — e.g. because the presence of duplicate activities.

In this and the following chapters, we will exclusively examine the quality of

models with respect to recorded behaviour. The simplicity dimension will therefore

not be considered further.
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2.3 Quality Measures

In this section, the existing quality measures for dimensions fitness, precision and

generalization are inventoried. For each dimension, all measures are discussed chrono-

logically, i.e. in the order in which they were published. For the sake of comparison,

the state-of-the-art measures have been expressed formally in terms of the earlier in-

troduced notations for event logs L and models M as far as possible. An overview of

all the measures can be found in Table 2.2.

2.3.1 Fitness

Fitness is often regarded as the primary quality dimension to assess process models,

before considering precision and generalization. This, and the fact that fitness is con-

ceptually the easiest quality to quantify,5 has led to a large number of implemented

fitness measures. While initial measures were relatively straightforward, later mea-

sures, such as those based on negative events or alignments are more sophisticated.

The latter of these have become the de facto standard for measuring fitness. Over

the years, there is a clear evolution from more narrow and specific process model

notations used by the measures towards the use of the more generic Petri Nets (See

Table 2.2), which became one of the most common notations for process models, next

to BPMN and Process trees.

In the remainder of this section, we will introduce the different fitness measures

which have been implemented. We will focus more extensively on the metrics which

are still regularly used in literature and can thus be considered as state-of-the-art.

Parsing Measure is defined as the percentage of correctly parsed traces in the

event log, and is therefore a quite coarse-grained measure [135]. It was defined in the

context of the heuristics miner, and therefore exclusively works for heuristics nets.

Similar measures have been defined for other model notations, such as Completeness

for workflow schema’s and Proper Completion for Petri Nets (see further).

Continuous Parsing Method is a more fine-grained variant of the Parsing Mea-

sure, as it records errors and then continues parsing [135]. As such, it is defined as the

percentage of successfully parsed events. As well as the Parsing Measure, it expects

a heuristics net as input.

5Fitness can be considered the easiest concept to quantify because it measures a proportion of
the event log, which is finite. In contrast, precision has to deal with models containing an infinite
amount of behaviour while generalization moreover deals with unobservable characteristics (i.e. is
the behaviour real or not).
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2. Introduction to Conformance Checking

Completeness [61] is defined in the same way as the Parsing Measure, with the

only difference that it expects a workflow schema, as described in [61], as input.

Consequently, Completeness is also a coarse-grained, naive measure.

Partial Fitness - Complete was originally defined in [103], and is similar to the

Continuous Parsing Method, to the extent that it expects a heuristics net and it is a

fine-grained measure. However, it does not only count activities which can be parsed

but also punishes for tokens which are left behind. Whereas the measures above have

output values between 0 and 1, the range of possible values for this measure extends

from −∞ to 1.

Token-Based Fitness [115] (from here on also referred to as Ftb) is one of the first

fitness measures that was defined to be used with Petri Nets. As the name suggest, it

is highly dependent on the Petri Net representation of the model under consideration.

The metric penalizes both when tokens are missing, i.e. an observed activity cannot

be replayed, and when tokens are remaining in the model after replay. While the first

penalty takes into account whether an activity sequence from the log is part of the

model, the latter penalty makes sure that the requirement of proper completion is

taken into account. Formally, Token-Based Fitness is computed as follows:

Ftb =
1

2

(
1−

∑
σ∈supp L L(σ)×mM (σ)∑
σ∈supp L L(σ)× cM (σ)

)
+

1

2

(
1−

∑
σ∈supp L L(σ)× rM (σ)∑
σ∈supp L L(σ)× pM (σ)

) (2.7)

where mM (σ) refers to the number of missing tokens when replaying trace σ on model

M . c, r, and p refer to consumed, remaining and produced tokens, respectively.6

Given the fact that the Token-Based Fitness measure relies on the tokens flowing

through the Petri Net, it is highly dependent on the representation of the model. As

a result, two different Petri Nets which are equivalent in terms of behaviour can have

a very different Token-Based Fitness. Subsequent measures therefore focussed more

on the behaviour allowed by the Petri Nets instead of specific characteristics of the

used notation, such as token flow.

Proper Completion is the Petri Net based alternative to the Parsing Measure and

Completeness metric [115]. It can be regarded as the course-grained, naive counter-

6While extensive familiarity with the Petri Net notation and its execution semantics is not
essential for understanding this and the next chapters, we kindly direct the interested reader to [45]
for an elaborate introduction of Petri Net notation and its execution semantics.
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2.3. Quality Measures

part to Token-Based Fitness. In particular, it is defined as the percentage of traces

without any missing of remaining tokens after trace replay.

Behavioural Recall (from here on also referred to as Fne), also known as Negative

Event Recall uses the notions of precision and recall known from the field of infor-

mation retrieval and binary classification [59]. If we define True Positives (TP) as

the number of events in the log that can be correctly replayed, and False Negatives

(FN) as the number of events in the log for which a transition was forced to fire,

Behavioural Recall can be defined as follows:

Fne =
TP

TP + FN
(2.8)

Note that this formula is the same as the well-known formula for recall in binary

classification. In this case, the log is regarded as the true condition while the model

is regarded as the predicted condition. Behavioural Recall is thus the proportion of

the behaviour in the event log which can be replayed without forcing transitions to

fire.

The negative event conformance metrics are based on the induction of artificial

negative events. While these negative events are not of importance for the above

formula for negative event recall, they do impact the Behavioural Precision and Gen-

eralization measures which will be addressed further on.

Behavioural Profile Conformance Measures defined in [134] are a set of mea-

sures which relate to different constraints imposed by a model, such as precedence

relations and co-occurrence of activities. It is therefore fundamentally different as the

other measures quantify fitness with a single value. In particular, six different types

of compliance are discussed

• Constraint-relative Behavioural Compliance (CBC)

• Model-relative Behavioural Compliance (MBC)

• Constraint-relative Co-occurrence Compliance (CCC)

• Model-relative Co-occurrence Compliance (MCC)

• Constraint-relative Case Compliance (CC)

• Model-relative Case Compliance (MC)

Whether the compliance is model-relative or constraint-relative defines how it is

normalized, taking into account exclusiveness constraints in the model or not. While

Behavioural Compliance focuses on behavioural relations (e.g. the order between

activites), the Co-occurrences measures look at whether the case contains the correct
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2. Introduction to Conformance Checking

activities (regardless of their order). Finally, the Case Compliance measures provide

an aggregation of the Co-occurence and Behavioral Compliance measures. Compared

with the other, single value measures, the Behavioral Profile Conformance are thus

able to give a more detailed image about the fitness of a model and lean more towards

the diagnositics side of conformance checking. This makes it difficult to compare these

measures.

Alignment-Based Fitness (from here on also referred to as Fab) is a fitness mea-

sure which differs from Token-Based Fitness in that it does not rely on the notion of

tokens flowing through a Petri Net [6]. Instead, it aligns log and model in terms of

activities. This means that for non-fitting traces, i.e. {σ|σ ∈ supp(L) ∧ σ /∈ M}, the

algorithm looks for the execution path in the model which is most alike, as measured

by a cost function. The result is an alignment between the log trace and the model

trace, which by default has a cost of 1 for each insertion and 1 for each deletion.7

Formally, the total cost of aligning a log and a model is defined as

fcost =
∑

σ∈supp L

δ(σ,M)× L(σ) (2.9)

where δ(σ,M) is the cost of the optimal alignment of activity sequence σ with model

M . Given this cost, the Alignment-Based Fitness is defined as follows:

Fab = 1− fcost∑
σ∈supp L L(σ)×

(
|σ|+ minτ∈M |τ |

) (2.10)

Note that the denominator of Fab is equal to the maximum possible cost: the number

of events in the case and the number of activities in the shortest path of the model

times the number of cases in the event log.

Alignment-Based Fitness is very similar to Token-Based Fitness, except for the

fact that it counts inserted and deleted activity instances, instead of missing and

remaining tokens. These are also called deviation moves, or model-only or log-only

moves, for deleted and inserted activities, respectively.

2.3.2 Precision

In contrast to fitness, quantifying precision is (even) more challenging. While fitness

is defined as the proportion of the event log which can be replayed — in whatever

way that proportion is measured — precision relates to the possibly infinite amount

7In practice, these costs can be configured for each activity type individually, to reflect that
certain deviations should be penalized more than others.
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of behaviour in the model, which is much less fathomable. Because of the existence of

loops and parallel constructs, it makes little sense to require that there is absolutely

no behaviour in the model that was not recorded. Taking this into account properly

is a non trivial task. Below, an overview of the evolution of precision measures is laid

out.

Soundness is a measure which can be regarded as the precision counterpart of the

Completeness fitness measure8 [61]. It is defined as the proportion of cases in a model

which is also part of the log. As for Completeness, a workflow schema is expected

as input. Because the workflow schemas defined in [61] did not allow for loops, such

proportion can be computed.

(Advanced) Behavioural Appropriateness is a footprint-based measure which

compares follows and precedes relationships between model and log [115]. By looking

at these more local concepts, one avoids quantifying the total behaviour in the model.

In contrast with the previous metric, this metric takes a Petri Net as input. However,

it is rather coarse-grained and computationally expensive, as it requires a state space

exploration of the Petri Net.

Behavioural Specificity uses the induction of negative events [59], just as the

Behavioural Recall introduced earlier. It is defined as the percentage of negative

events that are correctly classified, i.e. events that should not be able to happen

because they were regarded as negative, and which are indeed not allowed in the

model. Formally, this can be stated as follows, where the True Negatives (TN) and

False Positives (FP) form all the truly negative events.

TN

TN + FP
(2.11)

Note that the interpretation of Behavioural Specificity deviates slightly from other

precision metrics. Instead of measuring the proportion of the model that has been

observed, it measures how many of the events that should not be allowed (i.e. negative

events) are indeed not allowed by the model. While both proportions clearly lead to

the same state when optimised, i.e. a model where all the behaviour is observed, they

will quantify differently how far we are from such a state.

Because of the slight deviations from the mainstream precision definition and

somewhat counter-intuitive interpretation, Behavioural Specificity has not been

8The Soundness measure as defined in [61] should not be confused with the soundness criteria
for work-flow nets as defined in [4].
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Negative

Events

Positive

Events

TN

FN

FP

Model
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Figure 2.10: Illustration of TN, FN, TP and FP in the context of negative vents.

widely used. Instead, Behavioural Precision, or Negative Event Precision was in-

troduced [22].

Behavioural Precision (from here on referred to as Pne), also called Negative

Event Precision, is an alternative measure to measure precision using negative events.

Just like Behavioural Recall, its formula equals the well known precision formula from

the field of binary classification.

Pne =
TP

TP + FP
(2.12)

In this case, False Positives (FP) are events which are allowed by the model but

should not be, as they are considered negative. True Positives (TP) are events that

are allowed by the model and are not negative. As such, TP + FP are all events

allowed by the model, and Pne is the proportion of positive events allowed by the

model.

The difference between Behavioural Specificity and Behavioural Precision can be

illustrated using Figure 2.10. Both can be optimised by making sure there are no false

positives (FP), i.e. no behaviour in the model which is considered negative. However,

both will measure the deviation from this ideal situation differently. Behavioural

Specificity uses the size of TN as a reference point, while Behavioural Precision uses

the size of TP as a reference point. The latter definition is more intuitive and in line

with the concept of precision in process mining.

Since negative events are not available in process mining, they have to be induced

artificially. The creation of artificial negative events is discussed in [59]. During the

induction of negative events, a confidence for each negative event is also calculated,

which makes it possible to also compute a weighted Behavioural Precision.
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ETC Precision (from here on also referred to as Petc), or precision based on es-

caping edges, is a precision measure which constructs an automaton of the behaviour

in the log [108]. Subsequently, it looks for escaping edges, which essentially are events

which are allowed by the model in a certain state, but which were never observed.

The precision is then defined as follows,

Petc = 1−
∑
σ∈supp L L(σ)

∑|σ|+1
j=1 |E(C(σ, j))|∑

σ∈supp L L(σ)
∑|σ|+1
j=1 |A(C(σ, j))|

(2.13)

where E(C(σ, j)) refers to the number of escaping edges after the j − th activity of

trace σ, and A(C(σ, j)) refers to the number of allowed tasks (both observed activities

and escaping edges) at that state.

The ETC-precision requires that the event log has a perfect fitness which limits

its applicability. However, it can be used in combination with alignments, as will be

discussed further.

Alignment-Based Precision (from here on also referred to as Pab) computes the

precision of a model based on the same concept of alignments such as Alignment-

Based Fitness [6]. It starts from an aligned log, in which all the non-fitting traces

are replaced with (one of) their optimal alignment(s). Based on this event log, it

considers the activity prefix C(σ, k) of each event, and counts which activities are

enabled in the model after this activity prefix (enM (C(σ, k))), and which did occur

in the log after this activity prefix (enL(C(σ, k))). It follows that precision is defined

as:

Pab =

∑
σ∈supp L L(σ)

∑|σ|−1
j=0

enL(C(σ,j))
enM (C(σ,j))∑

σ∈supp L |σ| · L(σ)
(2.14)

The precision measured by this formula will decrease when for one or more activity

prefixes, more activities are enabled in the model than did occur in the log.

One Align Precision [12] is a combination of ETC-precision [108] and alignments

[6]. One Align Precision refers to the application of Petc(La,M) where La is an aligned

log using one optimal alignment for each non-fitting trace. Note that more than one

optimal alignment can be available for a certain trace. In order to take into account

different optimal alignments, Best Align precision can be used.

Best-Align Precision [12] is similar to One Align Precision, with the only differ-

ence that it does not use one alignment but aggregates over all the optimal alignments

for each trace.
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Anti-Alignment Precision is a more recent, novel way to calculate precision [49].

An (n, δ)-anti-alignment is an activity sequence of the model of length n which is

separated from the log by a distance δ, as measured with a given distance function d.

The rationale to use precision with anti-alignments is to compute the anti-alignment

distance between each trace in the log, and the complement of the log. If the model

is precise — i.e. it contains the same behaviour as the log, and nothing else — the

anti-alignment will be the trace itself for each trace. As such, the overall distance will

be zero, leading to a perfect precision. On the other hand, if the distance between

each trace and its anti-alignment is maximal, precision will be zero. In [49], Anti-

Alignment Precision is defined as a weighed average between a trace-based precision

measure and a log-based precision measure. Each of those is given a weight of 0.5.

Since the measure assumes perfect fitness, it depends upon a preliminary alignment

of log and model, similar to Best Align Precision and One Align Precision.

2.3.3 Generalization

Generalization has been the dimension most difficult to quantify properly, which is

reflected by the few implementations that exist. Below, we introduce Alignment-

Based Generalization [6], Behavioural Generalization [22], Frequency of Use [26] and

Anti-Alignment Generalization [49].

Alignment-Based Generalization (from here on also referred to as Gab) was the

first generalization measure to be implemented, and uses trace alignments just like

the related fitness and precision measures [6]. It starts from an aligned log, and for

each event calculates the probability that the next time this state is visited, a new

path will be observed. Given N the number of unique activities enabled in this state,

and F the number of times the state was visited, the probability is defined as

pnew(N,F ) =

{
N(N+1)
F (F−1) , if F −N ≥ 2

1, otherwise
(2.15)

For example, in a state with 2 unique activities and 2 visits, pnew = 1, as is also

the case with 3 visits. If F = 4, pnew = 2×3
4×3 = 0.5. If F = 5, 2×3

5×4 = 0.3. The larger the

difference between the number of visits and the number of unique activities, the lower

the probability. If the average probability over the log is low, then generalization is

assumed to be high. As such,

Gab = 1−
∑
σ∈supp L

∑|σ|−1
j=0 pnew(enL(h(σ, j)), f(h(σ, j))∑

σ∈supp L |σ| · L(σ)
(2.16)
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where enM (h(σ, j)) is the number of activities that are enabled in the model after

this activity prefix and f(h(σ, j)) is the frequency with which this state is visited in

the log.

Behavioural Generalization (from here on also referred to as Gne), also called

Negative Event Generalization, is related to Behavioural Recall and Precision and

relies on the induction of artificial negative events [22]. Behavioural Generalization is

defined as

Gne =
AG

AG+DG
(2.17)

where AG denotes to the number of allowed generalised events and DG denotes to

the number of disallowed generalised events. Generalised events are events which were

not observed but at the same time not considered as negative. In other words, they

are supposed to reflect real behaviour and thus belong to the system S. The more of

those generalised events are allowed by the model, the better the generalization score.

Frequency of use is a generalization measure defined for process trees which es-

timates the generalization by looking at the frequencies of executions in the process

tree [26]. When certain parts of the process tree are infrequent, the tree is regarded

as overfitting, and thus has a lower generalization. Formally, it can be defined as

follows.

Gfr = 1−
∑
nodes

√
#executions

−1

#nodes in model
(2.18)

In other words, it iterates over all nodes, and computes the inverse of the square

root of the number of executions. The higher the number of executions, the lower

this value. If there is only one execution for an activity, this number will equal one.

If all activities are only executed once, it thus means that the generalization measure

will be zero.

Anti-Alignment Generalization [49] is a generalization measure using anti-

alignments introduced earlier. It introduces the concept of recovery distance which

can be seen as a proxy for how different an anti-alignment is from the log in terms

of visited states. Subsequently it will give models a good generalization score if the

anti-alignment distance is high but the recovery distance is low. In other words, the

model generalises to other traces, but without introducing additional states — which

is claimed to characterise unobserved but realistic behaviour. Again, it is defined as a

weighed average between a trace-based and log-based measure. Since perfect fitness

is assumed, the measure depends on a preliminary alignment between log and model.
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Other approaches for generalization

Next to the use of a measure to compute generalization, other approaches have been

proposed. In [14], generalization is measured using k-fold cross validation for both

fitness and precision. The log is divided in k parts, and the model is discovered from

k − 1 parts. Fitness is then measured using the remaining part, while precision is

measured against the complete log. This procedure is repeated, taking out each of

the k parts in turn, after which the obtained values are averaged. While the focus in

subsequent chapters is only on the measures introduces, we will return to this other

approach in Chapter 6.

2.4 Conclusion

This chapter provided an introduction to conformance checking as one of the three

main types of process mining, next to process discovery and process enhancement. Af-

ter introducing some necessary notations, conformance checking was further discussed,

by introducing the four generally used quality dimensions as well as an overview of im-

plemented measures for fitness, precision and generalization. These quality dimension

each concern the relationship between observed and modelled behaviour.

There are clear evolutions to be noticed when looking at the different measures

that exist. Firstly, there is a move from specific process model notations to the more

general and formal Petri Net notation. Secondly, measures are clearly becoming more

sophisticated, especially when comparing alignment-based measures or negative event

measures with the earlier naive, course-grained measures. The fact that precision can

be measured regardless of the fitness level, by way of using aligned event logs, increases

the applicability of said measures.

Nonetheless, also some questions can be raised. The fact that fitness has received

clearly more attention than precision, and precision more than generalization, seems

to be indicating the overall difficulties of the community in quantifying these latter

dimensions. Especially in the case of generalization, the different implementations

are each using a very different approach towards measuring generalization. How do

these approaches compare with each other? Are we measuring the same aspect, or

are we using the same name to measure different things? And if we are measuring

the same thing, what are the differences between various implementations in terms of

sensitivity and feasibility, for example.

In Chapter 4 a comparative study of the state-of-the-art measures will be intro-

duced to see how they relate to each other both within and among the dimensions. In

this chapter, the validity, feasibility and sensitivity of the implemented measures will
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be examined. These results will be used as input for Chapter 5, where the dimensions

itself will be evaluated and reassessed. Before proceeding to these experiments, we

will introduce a method to calculate the number of execution paths in a process model

in the next chapter. This calculation is necessary to appropriately configure aspects

such as log completeness in subsequent experiments.
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Chapter 3

Calculating the Number of Distinct Paths in

a Block-Structured Model

Some infinities are bigger than

other infinities.

John Green

3.1 Introduction

W
hen formalising the quality dimensions in the previous chapter, we al-

ready slightly touched upon the difficulties that exist in quantifying pro-

cess behaviour. Not only are there various ways to count process be-

haviour — e.g. count in terms of distinct end-to-end sequences of in terms of more

local flows — constructs such as parallel gateways or loops make counting behaviour

inconceivable. Nonetheless, there are often situations where it is desirable to quantify

the amount of behaviour of a process model. The precision dimension expresses to

what extent the behaviour in the model does not exceed the behaviour in the log [27],

which to a certain extent requires that we can quantify the behaviour in the model.

Similarly, the implicit realism measure [44] uses the number of unique paths in a

model to calculate the probability that a certain amount of behaviour from the model

did not show up in the log. The amount of behaviour in a model can moreover be

used as a proxy for model complexity and for the variance of the behaviour. As it

can be computationally hard to compute the amount of behaviour, several measures

to calculate model complexity use proxies instead [104].
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Determining the amount of behaviour in a process model — which we quantify in

this chapter as the number of unique execution paths — is a challenging task. One

could naively traverse the process model recursively and count the number of unique

paths, but this quickly becomes computationally unfeasible due to a combinatorial

explosion of different (parallel) paths.

In this chapter, an algorithm is proposed to compute the number of unique paths

in a block-structured finite-behaviour process model in a computationally efficient

way. As we will show, this is possible by exploiting the block-structuredness of the

model. In particular, the following topics are discussed in the chapter:

• A block function, which calculates the number of unique paths in a block, is

defined for each of the following process constructs: sequence (→), exclusive

choice (×), parallelism (∧) and structured finite loops (	k).

• A generic approach to determine the total amount of behaviour in a block-

structured finite-behaviour process model is described.

• An implementation of the approach for process trees is given.

This chapter is based on the work in Janssenswillen, G., Depaire, B., Jouck,

T., 2016. Calculating the number of unique paths in a block-structured process model.

Proceedings of the International Workshop on Algorithms & Theories for the Analysis

of Event Data [81]. Section 3.2 describes the general approach used by the algorithm,

while in Section 3.3 the implementation is elaborated upon.1 The performance of the

technique in terms of run-time is discussed in Section 3.4.

3.2 Formal Algorithm

In this section, the formal approach of the calculation will be described. First, some

assumptions will be made regarding the type of models taken into account. In the

subsequent paragraphs, the different block functions for each of the specific operator

types will be defined. Finally, some limitations to the formal approach will be pointed

out, together with workarounds to solve them.

3.2.1 Assumptions and used notations

It is important to keep in mind that we impose two restrictions on the process models.

Firstly, we assume finite-behaviour models, since it would otherwise make no sense

to determine the number of unique traces. As a result, loops in our models are only

1While the algorithm introduced in this chapter is used in the experiments of subsequent chapters,
non-technical readers can skip this chapter without any harm to the continuity.
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allowed a maximum number of iterations. While this appears very restrictive, this can

be justified by accepting a so-called fairness assumption, which states that a task of a

process cannot be postponed indefinitely. This assumption therefore rules out infinite

behaviours that are considered unrealistic [17]. Secondly, we assume that models are

block-structured, i.e. they can be decomposed in properly nested sub-processes [95].

For the development and discussion of our approach, we will use the process tree

notation, since process trees are block-structured by definition. However, the ideas in

this paper are applicable to other notation languages as long as the models are block-

structured and finite in behaviour. We formally define a Finite-behaviour Process

Tree, which is largely based on the definition in [26], as follows:

Definition 3.2.1 (Finite-behaviour Process Tree). Let A be the activity alphabet and

A ⊆ A be a finite set of activities, then PT = (N, r,m, c) is a process tree such that:

• N is a non-empty finite set of nodes consisting of operator (NO) and leaf nodes

(NL) such that: NO ∩NL = ∅
• r ∈ NO is the root node of the tree

• O = {→,×,∧,	k,∨}, the set of operator types.

• m : N → A ∪O is a function mapping each node to an operator or activity:

m(n) =

a ∈ A ∪ {τ}, if n ∈ NL.

o ∈ O, if n ∈ NO.

where τ represents a silent activity.

• c : N → N∗ is the direct-child-relation function:

c(n) = 〈〉 if n ∈ NL
c(n) ⊂ N if n ∈ NO, such that

– each node except the root node has exactly one parent:

∀n ∈ N\{r} : ∃p ∈ NO : n ∈ c(p) ∧ @q ∈ NO : p 6= q ∧ n ∈ c(q);
– the root node has no parent:

@n ∈ N : r ∈ c(n);

– each node appears only once in the list of children of its parent:

∀n ∈ N : ∀1≤i<j≤|c(n)| : c(n)i 6= c(n)j ;

– a node with a loop operator type has exactly three children such that the

first child is always executed first, the second child is executed maximum

k times, each time followed by the first child, and finally the third child is

executed once:

∀n ∈ N : (m(n) =	k)⇒ |c(n)| = 3.
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A process tree can have five different types of operators: sequence (→), parallelism

(∧), exclusive-choice (×), non-exclusive choice (∨) and a finite loop (	k). Figure 3.1

shows a process tree and illustrates how it can be decomposed into blocks. A block al-

ways consists of a root node which determines the block type. We distinguish between

an activity block, a sequence block, an exclusive choice block, a parallelism block, a

structured finite-behaviour loop block and a non-exclusive choice block. The example

in Figure 3.1 consists of 8 blocks: 5 activity blocks, 1 sequence block, 1 exclusive

choice block and 1 parallelism block. Note that the entire tree is also considered as a

separate block.

3.2.2 Generic approach

The generic approach to determine the number of unique paths in a block-structured

finite-behaviour process model is a two-step approach. First, we define for each block

type a function which calculates the number of unique paths in a block. The input for

these block functions are the number of unique traces xi in each of its child-blocks.

Next we can calculate the total number of unique paths through recursive composition

of the appropriate block functions.

In order to illustrate this approach, consider the process tree in Figure 3.1 and

assume the block functions F→(x1, . . . , xu), F×(x1, . . . , xu) and F∧(x1, . . . , xu) which

calculate the number of paths in a sequence, choice and parallel construct, respec-

tively, based on the number of paths their u children have. The total number of

→

a ×

b c

∧

d e

Figure 3.1: Process tree with indicated blocks.
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unique paths in this process tree can then be determined by applying the sequence

block function for the outer block: F→(c1, c2, c3), where c1, c2, and c3 refer to the

children of the root node. The first block is an activity block, which implies c1 = 1 as

it contains only a single path. To determine the number of paths in the second and

third block, we must apply the appropriate block functions on their children. This

results in F→(c1, F×(c4, c5), F∧(c6, c7)) — where c4 until c7 refer to the children of the

exclusive choice and parallel blocks — which can be calculated once we have defined

the block functions in the next paragraphs. Nodes c4 until c7 in this formula are each

activity blocks.

3.2.3 Block Functions

Activity

There is always only one way to execute a single activity. Therefore the activity block

function is a constant value:

Fa = 1 (3.1)

Note that silent activities, shown as τ , also have Fa = 1 since there is in fact

exactly one way to execute a silent activity.

Sequence

Consider a sequence block consisting of u child-blocks such that each child-block i

contains xi unique paths. As the blocks are executed in sequence, they are executed

independently from each other. Consequently, the total number of paths of a sequence

block can be calculated by multiplying the number of paths in each child-block. This

results in the following sequence block function:

F→(x1, . . . , xu) =

u∏
i=1

xi (3.2)

Exclusive Choice

In an exclusive choice block, only one of the different blocks will be executed at a

time, therefore, the number of possibilities is the sum of the number of possibilities

in each of the children:

F×(x1, . . . , xu) =

u∑
i=1

xi (3.3)
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Parallelism

For the parallel construct, the calculations get more complex. In order to illustrate

the development of this block function, consider the process tree in Figure 3.2 which

has four leafnodes with activities a, b, c and d. Determining the number of unique

paths in this tree is equivalent to determining the number of unique words that can

be formed by the set of activity letters {a, b, c, d} — given the constraints imposed

by each child-block, which make some words, such as bacd, invalid. In particular, a

and b are children of a sequence construct, such that b is never allowed to happen

before a.

In order to solve this challenge it is important to realise the following. Originally

we have a problem of determining all four-letter words with the letters {a, b, c, d},
given specific constraints. We start with four empty, undecided places in our word.

Then, for each child-block, we can divide the calculation into two steps. Let’s consider

the sequence construct.

Firstly, we determine the number of valid orderings of the letters of the child-block,

i.e. {a,b}. Secondly, we determine the number of possible ways how the two letters

can be placed in a four-letter word.

Given the example in Figure 3.2, the two steps for the sequence construct have

the following result.

1. There is only a single valid order of a and b, since these are children of a sequence

node.

2. There are six possible ways to insert these letters in a four letter word, i.e.,

• X X

• X X

• X X

• X X

• X X

• X X

The number of possible ways to select two places out of a total of four — the

current amount of empty places — can be expressed as the binomial coefficient(
4
2

)
. This is justified because the order of the selection is not important at

this point, as it was already taken into account in the previous step. Indeed,(
4
2

)
= 4!

2!(4−2)! = 6.

These steps are subsequently repeated for the next child. Firstly, determine the

number of valid orderings of the letters of the second element, i.e. {c,d}. And
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secondly, determine the number of possible ways how these letters can be placed

in the remaining empty spaces of the four-letter word. Note that this second step can

be omitted for the last child, as there will be just the right amount of empty places

left. Nonetheless, we will add this term for the sake of generality. For the parallel

child-block of activities c and d, the steps are the following.

1. There are two valid orders in which the letters c and d can be placed, since

these are children of a parallel construct. This number can actually be found

by applying the same steps on this smaller parallel construct construct.

a) The first child of this parallel construct is an activity block, and therefore

contains a single path.

b) The total number of non-silent activities in this parallel construct is equal

to two. There are
(

2
1

)
= 2 ways to insert the first activity.

c) The second child of this parallel construct is an activity block, and therefore

contains a single path.

d) There is only one way to insert the remaining activity in the remaining

space.

e) As a result, this parallel construct contains 1
(

2
1

)
1
(

1
1

)
= 2 paths.

2. There is only a single way to insert the two letters into the two remaining empty

spaces of the four-letter word.

To recap, the calculation of the number of distinct paths in this example is char-

acterised by the following formula. As a result, the total number of paths in this

parallel construct is 12. [
1

(
4

2

)]
·

[
2

(
4− 2

2

)]
= 12 (3.4)

For each child of the parallel construct, there is a term consisting of two parts: 1)

the number of allowed orderings of the activities in this child, and 2) the number of

∧

→

a b

∧

c d

Figure 3.2: A process tree with parallelism.
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ways in which the activities can be inserted in the remaining space. The first child

contains two non-silent activities which can be executed in a single order (due to the

sequence construct), while the second child contains two non-silent activities which

can be executed in two different orders (due to the parallel construct). The first pair

of activities can be placed in
(

4
2

)
ways, while the second pair of activities can be placed

in
(

4−2
2

)
= 1 way in the remaining places.

In order to formalise this approach, we need some additional notation. Assume

zi to be the number of non-silent activities in child-block i. We can then express the

formula above in terms of symbols as follows.[
x1

(
z1 + z2

z1

)]
·

[
x2

(
z2

z2

)]
(3.5)

By applying this same formula to the second child — in itself also a parallel

construct — we find that x2 = 2 as outlined above and shown in the formula below.

x2 = 1

(
2

1

)
· 1
(

2− 1

1

)
= 2 (3.6)

For a generic parallel construct with u children, we can thus express this block

function as follows.

F∧(x1, . . . , xu, z1, . . . , zu) = x1

(∑u
j=1 zj
z1

)
x2

(∑u
j=2 zj
z2

)
. . . xu

(
zu
zn

)

=

u∏
i=1

xi

( u∑
j=i

zj

zi

) (3.7)

Note that for now it is assumed that each zi — i.e. the number of non-silent

activities in child i — is fixed. In reality this is hardly the case, as parallel branches

can contain loop constructs and choices. This issue will be addressed in Section 3.3.

Structured Finite Loops

A structured finite loop block is a special kind of process construct in the sense that

it always contains three child-blocks.2 The first child-block is always executed, the

second child-block is executed a limited number of times (between zero and k times),

each time followed by the first child-block, and finally the third child-block is executed

2This is so for the process tree notation. One could argue whether the third element is in fact
part of the loop when considering other notations, but the point remains that it is always possible
to transform a structured finite loop to a three-block construct.
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	2

a b c

(a) Standard represen-
tation

→

a ×

τ →

b a

→

b a b a

c

(b) Equivalent representation

Figure 3.3: Finite loop construct

to conclude. This structure allows us to transform a finite loop into an equivalent

structure using → and × nodes, as illustrated by Figure 3.3

Based on the block functions F→ and F×, and the insight provided by Figure 3.3,

we can now easily see that the finite loop block function can be expressed as follows,

where k represents the maximum number of loop-iterations:

F	(x1, x2, x3, k) = x1 ·
k∑
i=0

(x2x1)k · x3 (3.8)

Indeed, the finite loop is a sequence of three parts, in which the middle part is

actually a choice between several sequences.

3.2.4 Limitations

Our suggested approach holds two limitations the reader should be aware of. Firstly,

there is no block function for a non-exclusive choice construct. Secondly, the paral-

lelism block function assumes that the number of activities zi within a child-block i

is fixed. However if a child-block contains an (exclusive) choice construct or a finite

loop construct, this assumption is violated.

Both limitations can be circumvented by preprocessing the process tree. As for the

first limitation, non-exclusive choice constructs can be transformed into an exclusive

choice between all possible combinations of the non-exclusive choice construct put in

parallel. This is illustrated in Fig 3.4.

As for the second limitation, we can always transform finite loop constructs (cf.

Figure 3.3) and non-exclusive choice constructs (cf. Figure 3.4), such that we only

have sequence, exclusive choice and parallelism constructs left. Subsequently, we

can transform the tree by duplicating parts of the tree such that exclusive choice

constructs only appear as parent and never as child of parallelism constructs. After
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∨

a b

(a) Non-exclusive Choice construct

×

a b ∧

a b

(b) Exclusive Choice construct

Figure 3.4: Transformation of non-exclusive choice construct.

∧

a ×

b →

c d

(a) × as child of ∧

×

∧

a b

∧

a →

c d

(b) × as parent of ∧

Figure 3.5: Transformation of process tree to remove × as siblings of ∧.

this transformation, the number of visible activities in the parallel block children are

always fixed. This transformation is illustrated in Figure 3.5.

While these transformations allow for the sufficient application of the block func-

tions to calculate the number of paths for any process tree, they can lead to an

explosion of the tree. Therefore, a more efficient work-around to deal with these lim-

itations which does not require explicit transformation of the process tree is possible,

by using block dictionaries, as we will show in the next section.

3.3 Implementation

In this section, we conceptually show how the algorithm has been implemented. The

implementation for process trees has been done in R and belongs to the process

analytics tool-set bupaR which is further discussed in Part III. The implementation

has been put available as an R-package on github.com/gertjanssenswillen/ptR.

In our implementation, we follow a slightly different approach than suggested

above such that we do not need to transform the process tree. Instead of computing

the number of unique paths for each block, we compute a block dictionary for each

block such that the keys represent a specific path-length (i.e. the number of visible
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activities) and the values represent the number of unique paths of that specific length

in the block. These block dictionaries are a way to provide a richer characterisation

of the paths in a (sub)tree, and can make sure that varying numbers of activities in

the parallel constructs pose no problems to apply the block function, as we will see

further below. Formally, we define this block dictionary as

T = {(zi, xi)|∀(zi, xi), (zj , xj) : zi = zj ⇒ xi = xj} (3.9)

For example, a block with dictionary T = {(1, 3), (3, 2)} contains a total of 5 paths: 3

paths of length 1 and 2 paths of length 3. To retrieve the number of unique paths in a

process tree, one has to sum over all values of the block dictionary for the root block:∑u
i=1 xi. In this section, we combine these block dictionaries and the block functions

described above to efficiently compute the number of execution paths. First, some

additional notation is introduced.

3.3.1 Preliminaries

We define a function fZ which returns the set of all existing path lengths in a specific

block dictionary.

fZ(T ) = {z | ∃(z, x) ∈ T} (3.10)

Furthermore, we define the function fX : T ×N→ N, which determines how often

a path of a certain length occurs in a block.

fX(T, z) =

0, if z /∈ fZ(T )

x, else such that (z, x) ∈ T
(3.11)

Finally, we define the operator
⊎

to combine two block dictionaries Ti and Tj as

follows:

Ti
⊎
Tj = {(z, x) | z ∈ fZ(Ti) ∪ fZ(Tj), x = fX(Ti, z) + fX(Tj , z)} (3.12)

3.3.2 Algorithm

Algorithm 3.1 shows the main structure of the implementation, which implements

the general idea of our approach by exploiting the block-structuredness of the model.

We start with the block defined by the root-node and calculate its block dictionary
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based on the block-type and the block dictionaries of its children. If the root-block is

a visible or silent activity, its block dictionary is respectively {(1, 1)} or {(0, 1)} (cf.

line 6-9).

Algorithm 3.1 NumberOfPaths

1: Input:
2: PT = (N, r,m, c): A Process Tree
3: k: A maximum number of iterations for loops
4: Output:
5: T: a dictionary characterizing the paths in PT
6: if r ∈ A then
7: T = (1, 1) .Tree contains one path of length one
8: else if r = τ then
9: T = (0, 1) .Tree contains one empty path

10: else
11: u = |c(r)|
12: for each child ci of PT do
13: Ti = NumberOfPaths(ci) .Call the function recursively on each of the subtrees
14: end for
15: if r = sequence then .Use results and type to calculate end result
16: T = Sequence(T1, ..., Tu)
17: else if r = choice then
18: T = Choice(T1, ..., Tu)
19: else if r = parallel then
20: T = Parallel(T1, ..., Tu)
21: else if r = loop then
22: T = Loop(T1, ..., T3, k)
23: else
24: T = Or(T1, ..., Tu) .i.e. non-exclusive choice
25: end if
26: end if
27: return T

In all other cases, we first determine the block dictionaries of the child-blocks (line

10-14) by applying the algorithm recursively. Next, we apply the appropriate block

function based on the block type (line 15-25). These block functions are an extension

of the block functions described above, since they need to compute block dictionaries

instead of scalar values representing the number of paths. In the next section, we

will illustrate each extended block function by means of the process tree shown in

Figure 3.6. Note that, for the sake of clarity, this process tree is annotated, i.e. each

node contains a subscript identifying the node number as well as its block dictionary.
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{(4, 4), (5, 20), (6, 28), (7, 196), (8, 28), (9, 252), (10, 24), (11, 264)}
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Figure 3.6: Process tree annotated with block dictionaries.

3.3.3 Extended Block Functions

Sequence

In order to illustrate the implementation of the extended sequence block function

(Alg. 3.2), consider →4 in Figure 3.6. This sequence block has two children, with

the following dictionaries {(2, 4), (4, 24)} and {(1, 1)}. As the sequence construct

allows for all combinations between paths of different children, we have to combine

every key-value pair from the first dictionary with every key-value pair from the

second dictionary (line 8-9). For each combination we create a new key-value pair

and add it to the parent’s block dictionary (line 10-12). These new key-value pairs are

constructed by adding together the number of visible activities, and multiplying the

number of paths. Thus, (2, 4) with (1, 1) produces (3, 4) and (4, 24) with (1, 1) results

in (5, 24). Note that line 10 corresponds to the general block function described in

Equation 3.2.

Note that while the block functions in Equation 3.2 combines all u children at once,

Algorithm 3.2 initially combines the first two children, and then combines that result
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incrementally with the next child-block, until all children have been considered. This

algorithmic difference has been made for the sake of simplicity and is conceptually

equivalent, as a sequence construct with u children can be rewritten as u− 1 nested

sequence constructs.

Algorithm 3.2 Sequence

1: Input:
2: {Ti | i = 1, ..., u}: u dictionaries representing paths in child-blocks of a sequence

node
3: Output:
4: T: a dictionary representing the paths in a sequence node
5: S = T1

6: for Ti ∈ T2, . . . , Tu do
7: R = {}
8: for (zr, xr) ∈ S do
9: for (zi, xi) ∈ Ti do

10: x0 = xr · xi
11: z0 = zr + zi
12: R = R

⊎
{(z0, x0)}

13: end for
14: end for
15: S = R
16: end for
17: return T = R

Parallelism

In order to illustrate the implementation of the extended parallelism block function

(Alg. 3.3), consider ∧8 in Figure 3.6. This parallelism block has two children, with

the following dictionaries {(1, 1)} and {(1, 1)}. Since both dictionaries have only one

key-value pair, we only have to combine those two key-value pairs (line 8-9). To

compute the key-value pair for the parent’s block dictionary we apply the formulas

in line 10 and 11. Thus, (1, 1) and (1, 1) result in (1 + 1, 1
(

2
1

)
1
(

1
1

)
) = (2, 2). Note that

line 10 corresponds to the general block function described in Equation 3.7.

The algorithm first considers the first two children of the parallel construct, iterates

over all combinations key-value pairs of the children, and applies the block function

to combine them. Subsequently, it combines the resulting key-value pairs with that

of the next child, until all children have been considered.

Instead of considering all children at once, such as shown in Equation 3.7, the

block function is thus only used for two children at a time. This adjustment is only

done for the sake of simplicity of the algorithm, as the outcome is equivalent. Indeed,

a parallel construct with u children can be rewritten as nested series for u−1 parallel

54



3.3. Implementation

∧

x1 x2 x3 x4

∧

x1 ∧

x2 ∧

x3 x4

Figure 3.7: Representing a parallel construct with more than two children as nested parallel
constructs.

constructs. This implicit conversion is shown in Figure 3.7. It can be observed that

both trees allow for the same behaviour, and thus have the same number of unique

paths.

Algorithm 3.3 Parallel

1: Input:
2: {Ti|i = 1, ..., u}: u dictionaries representing paths in children of a parallel node
3: Output:
4: T: a dictionary representing the paths in a parallel node
5: R = T1

6: for Ti ∈ T2, . . . , Tu do
7: S = {}
8: for (zr, xr) ∈ R do
9: for (zi, xi) ∈ Ti do

10: x0 = xr ·
(
zr+zi
zr

)
· xi ·

(
zi
zi

)
11: z0 = zr + zi
12: S = S

⊎
{(z0, x0)}

13: end for
14: end for
15: R = S
16: end for
17: return T = R

Exclusive Choice

To illustrate the implementation of the extended exclusive choice block function

(Alg. 3.4), consider ×7 in Figure 3.6. This exclusive choice block has two children,

with the following dictionaries {(1, 1)} and {(1, 1)}. According to the block function

in Equation 3.3, the amount of paths is the sum of the amount in each of the chil-

dren. As a result, for the extended block function, this is equivalent to the
⊎

operator

introduced above, and applied in line 8.
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Algorithm 3.4 Choice

1: Input:
2: {Ti | i = 1, ..., u}: u dictionaries representing paths in children of a choice node
3: Output:
4: T: a dictionary representing the paths in a choice node
5: R = T1

6: for Ti ∈ T2, . . . , Tu do
7: for (zi, xi) ∈ Ti do
8: R = R

⊎
{(zi, xi)}

9: end for
10: end for
11: return T = R

Finite Structured Loop

For the finite structured loop we fall back to the insight, illustrated in Figure 3.3, that

a finite structured loop can be transformed into an equivalent structure of sequence

constructs and a exclusive choice construct. As a result, Algorithm 3.5 will refer to

Algorithms 3.2 and 3.4 accordingly. As an illustration, we consider 	2
3 in Figure 3.6.

At lines 9-14 (Alg. 3.5), we first determine the block dictionary of the exclusive

choice in the transformation (cf. Figure 3.3b), by incrementally creating a sequence of

the redo and do children. At first, XORset = {(0, 1)}, which represents the invisible

task. Next, a single repeat-block is added, which consists of a sequence of the redo

and do parts. In our example, this results in XORset = {(0, 1), (2, 1)}. Since, the

maximum iterations of the repeat-block is two, we add another block which repeats the

repeat-block twice, resulting in XORset = {(0, 1), (2, 1), (4, 1)}. Finally, we calculate

the block dictionary of the entire loop-block, by applying the sequence block function

to the do-block, the XOR-block and the exit-block. First it combines the do and

XOR-block, which results in {(1, 1), (3, 1), (5, 1)}. Next, it combines this with the

exit block, which results in {(4, 4), (6, 28), (8, 28), (10, 24)}.

Non-exclusive choice

For the extended non-exclusive choice block function, we exploit the insight that a

non-exclusive choice construct can be rewritten as an exclusive choice of parallelism

constructs, as illustrated in Figure 3.4. This can be seen in the code in Alg. 3.6 on lines

6-7.3 Here, we iterate over all possible subsets of children, i.e. P({Ti})4, except the

3Note that when only a single of the children is executed — i.e. S only contains one path
dictionary — then R = Parallel(S) = S according to Algorithm 3.3.

4P({Ti}) refers to the set of all subsets of {T1, ..., Tu}
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Algorithm 3.5 Loop

1: Input:
2: {T1, T2, T3}: 3 dictionaries representing paths in the children of a loop node
3: k: A maximum number of iterations for loops
4: Output:
5: T: a dictionary representing the paths in a loop node
6: do = T1

7: redo = T2

8: exit = T3

9: repeat = {(0, 1)}
10: XORset = repeat
11: for i in 1, . . . , k do
12: repeat = Sequence(repeat, redo, do)
13: XORset = Choice(XORset, repeat)
14: end for
15: T = Sequence(do,XORset, exit)
16: return T

empty set.5 To illustrate, consider ∨5, which has two children with block dictionaries

{(2, 2)} and {(2, 2)}. When executing this choice block, one can either execute only

the first child, only the second child or both children. When executing only a single

child, the resulting block dictionary will be that of the child. When executing both

children in parallel, the block dictionary will be {(4, 2
(

4
2

)
2
(

2
2

)
)} = {(4, 24)}. Next, the

union is taken of the three block dictionaries, which results in the set {(2, 4), (4, 24)}.

Algorithm 3.6 Or (non-exclusive choice)

1: Input:
2: {Ti|i = 1, ..., u}: u dictionaries representing paths in children of an or node
3: Output:
4: T: a dictionary representing the paths in a or node
5: R = ∅
6: for S ∈ P({Ti}) \ ∅ do .Iterate over all non-empty subsets of the branches
7: R = R

⊎
Parallel(S) .Calculate the paths using the Parallel function

8: end for
9: return T = R

3.3.4 Silent transitions and duplicate tasks

One of the limitations of the suggested implemented approach is how it behaves in

the presence of duplicate labels and silent transitions. For example, consider the trees

in Figure 3.8.

5At least one of the branches of a non-exclusive choice should be executed.
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Figure 3.8: Example process trees with duplicate tasks and/or silent transitions.

Tree PT1 allows for a single observable activity sequence, i.e. 〈a〉, since the silent

transition τ will not be observed. The algorithm will find that both sub trees can be

executed in a single way (i.e. x1 = x2 = 1); the first will lead to a sequence of length

1 (z1 = 1) and the second will lead to a sequence of length zero (z2 = 0). Inputting

these in the block function for parallel constructs, we find that the number of paths

equals [
x1

(
z1 + z2

z1

)]
·

[
x2

(
z2

z2

)]
=

[
1

(
1

1

)]
·

[
1

(
0

0

)]
= 1

Thus, the algorithm correctly calculates the number of distinct paths for PT1.

Let’s consider process tree PT2 in Figure 3.8. In this tree we can choose between

the same sub trees (instead of executing them in parallel). As such, the algorithm

will find that the number of paths equals

x1 + x2 = 1 + 1 = 2

Indeed, we can execute this tree in two different ways, leading to the sequence 〈a〉 or

the empty sequence 〈〉.
Process tree PT3 constitutes a parallel construct with two choices as child. In the

first child one can chose between activity a or skipping and in the second child one can

chose between activity b or skipping. Thus, each child allows for 2 paths, one of length

zero and one of length 1. I.e., we need to combine the dictionaries {(1, 1), (0, 1)} and

{(1, 1), (0, 1)}. Applying Algorithm 3.3, we then find the following path dictionary,

next two which we have listed the actual observable traces.
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{(2, 2), 〈a, b〉, 〈b, a〉

(1, 2), 〈a〉, 〈b〉

(0, 1)} 〈〉

The algorithm thus correctly determines that there are 5 different paths.

In PT4, a sequence of a and a silent transition is executed in parallel with a choice

between a, b or a silent transition. The first child has one path of length one. The

second child has two paths of length one, and one path of length zero. I.e., we need to

combine the dictionaries {(1, 1)} and {(1, 2), (0, 1)}. In accordance to Algorithm 3.3,

we find the following path dictionary.

{(2, 4), 〈a, a〉, 〈a, b〉, 〈a, b〉 1 path overestimated

(1, 1)} 〈a〉

Thus, in this case, the algorithm overestimates the number of distinct paths, as it

distinguishes the order in which both a activities are executed, which leads to the

same path.

Process tree PT5 is a sequence of two activities. Obviously, the algorithm will

return a single distinct path — which is correct, i.e. 〈a, a〉
The same cannot be said for PT6. Here, the algorithm will determine that there

are two paths of length one, while in reality there is only a single observable path, i.e.

〈a〉.
In process tree PT7, process tree PT2 is duplicated and combined by using a

parallel construct. Given the calculations above, we know that each child in the

parallel construct thus contains two paths, one of length one, and one of length zero.

Thus, following the path dictionary approach, we need to combine the dictionaries

{(1, 1), (0, 1)} and {(1, 1), (0, 1)}. Applying Algorithm 3.3, we then find the following

path dictionary, next to which we have shown the observable paths of the tree.

{(2, 2), 〈a, a〉 1 path overestimated

(1, 2), 〈a〉 1 path overestimated

(0, 1)} 〈〉

Strictly speaking, the parallel construct allows for 8 different executions6, however

some of them are equal. E.g., when for both choice constructs we chose a, the parallel

6For the sake of completeness, there would be 8 different paths in the tree if we could
observe silent transitions and distinguish the duplicate tasks from each other. When we la-
bel the leaf nodes in PT4 as a1, τ1, a2 and τ2, the tree can produce the following sequences:
〈a1a2〉, 〈a2a1〉, 〈τ1τ2〉, 〈τ2τ1〉, 〈a1τ2〉, 〈a2τ1〉, 〈τ1a2〉, 〈τ2a1〉.
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construct can execute them in 2 orders, but this does not change the sequence we

observe. Similarly, when for both choice constructs we chose τ , we can chose which τ

comes first, but this does not actually make a difference for the output. The algorithm

correctly recognises the last case, but cannot recognise that different orders of a and a

are actually equivalent. In the intermediate case, where in one of the choice construct

τ is selected and in the other a, the algorithm also distinguish two different sequences,

while in reality there is no detectable difference. Thus, the algorithm finds 5 different

paths, while in reality we would only observe 3 different sequences: 〈a, a〉, 〈a〉, 〈〉, and

the tree can be executed in 8 different ways.

Finally, consider also PT8. This is a parallel construct between a single activity

block and a choice between two single activity blocks. Applying the block function,

we get the following number of paths.

[
x1

(
z1 + z2

z1

)]
·

[
x2

(
z2

z2

)]
=

[
1

(
2

1

)]
·

[
2

(
1

1

)]
= 4

However, instead of four paths, only three can be observed: 〈a, a〉, 〈a, b〉 and 〈b, a〉.
In other words, the algorithm distinguished both a activities while one cannot observe

any difference.

As such, the number of distinct paths obtained by the algorithm is an upper bound

to the actual number. However, it is still lower than or equal to the number of possible

ways in which the tree can be executed, as it takes into account silent transitions to

a certain extent. Only when tasks are duplicated, there is a chance that the actual

number of distinct paths is lower than the obtained number.

The examples in Figure 3.8 to some extent shows how problematic this limitation

is. For instance, the algorithm has no problem with PT2, which is a construct very

likely to be observed in a process model — the skipping of an activity. It does has a

problem with PT6, but this is a construct which is less likely to be observed in a real

case — there does not seem to exist a reason why we would like to create a choice

between two equal elements. Also PT7 is a construct which is not very likely to be

seen in realistic processes.

Nevertheless, this limitation should be taken into account when using the algo-

rithm. Given that the problems arise from the use of duplicates tasks, the issue is

less present when using the algorithm on discovered process models, as they typically

do not have duplicate tasks.

In subsequent chapters, the algorithm will however be used on simulated process

trees, which can include duplicate tasks. Especially in the case that the tree has long-

term dependencies. Using the approach in [89], long-term dependencies are included
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Figure 3.9: Example long-term dependency.

in process trees by duplicating the tree and creating a choice between different variants

of the tree. For example, consider tree PT9 in Figure 3.9a. We can introduce a long-

term dependency stating that activity d can only be executed if a was executed. This

will be represented as shown in Figure 3.9b. The left child of the root node displays

the scenario that a is executed, and thus d or e can be chosen. The right child of

the root node displays the scenario that a is not executed, and thus, only e can be

chosen.

Thus, long-term dependencies are introduced in a tree T by duplicating that tree in

T1 and T2 and applying the dependencies. Introducing these dependencies will thus

inevitable introduce duplicate tasks. However, if the original tree did not contain

duplicate tasks, the duplicate trees will represent disjoint sets of process behaviour

— i.e. a single trace can only be observed after execution of one of the new Ti’s, it

can never result from multiple of the duplicate trees. This means that introducing

long-term dependencies does not cause problems for the algorithm.

As an illustration, tree PT ∗9 has 1 × 2 + 1 × 1 = 3 paths according to the block

functions. This is correct, as the observable paths are 〈a, d〉, 〈a, e〉 and 〈b, c, e〉. The

duplicate activity e does not cause any problems at all, because it is the result of

long-term dependency induction.

3.4 Performance

The performance of the algorithm was empirically investigated on a collection of 1000

process trees. The trees were generated using the framework described in [88]. Each

of the five constructs was given an equal probability of occurrence, i.e. 20%. The

occurrence of silent transitions was set at 10%. The number of visible activities in the

trees follows a triangular distribution with minimum 10, maximum 50 and a mode of

30. All experiments were executed on a workstation with 2 processors (2.30Ghz; 4

virtual threads) and 8GB of memory.
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Figure 3.10 shows both the number of visible activities in the tree and the number

of paths in relation to the run-time (in seconds). In Figure 3.10a, it can be seen

that there appears to be a linear relation between the number of visible activities

and the run-time. However, the number of activities on itself is not a very precise

proxy for the complexity of a tree, since the real impact stems from the operators

and their relative positions in the tree. Therefore, the number of paths itself appears

to be a more reliable estimate for the complexity of the tree. Figure 3.10b shows the

relation between the number of paths (with logarithmic transformation), as a proxy

for the complexity of the tree, and the run-time. Note that due to the logarithmic

transformation, the relation is actually more linear than exponential.

In order to quantify the relationship between complexity, as measured by the

number of paths, and run-time of the algorithm, several linear regression models were

fitted on the data. A linear-linear model, a linear-log model, and a log-log model was

composed. These results showed that the log-log model fitted the data best. The

result of this regression are shown in Table 3.1.

Table 3.1: Log-log regression between number of paths and runtime.

Dependent variable:

log(runtime)

log(numberOfTraces) 0.004∗∗∗

(0.0001)

Constant −0.453∗∗∗

(0.008)

Observations 985

R2 0.490

Adjusted R2 0.489

Residual Std. Error 0.169 (df = 983)

F Statistic 943.526∗∗∗ (df = 1; 983)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

The interpretation of the regression is that when the complexity increases with

one order of magnitude (i.e. an increase of 1000%), the run-time will increase with

100.004, or 0.8%. Thus, although a positive relation exists, it can be stated that it is

almost negligible.

62



3.4. Performance

0

2

4

10 15 20 25 30 35 40 45 50

Number of visible activities

R
u
n
ti
m

e
 (

in
 s

e
c
o
n
d
s
)

(a) Run-time in relation to the number of activities.

0

2

4

1 10 100

Number of paths (log)

R
u
n
ti
m

e
 (

in
 s

e
c
o
n
d
s
)

(b) Runtime in relation to number of paths

Figure 3.10: Influence of the number of activities and number of paths on run-time.

63



3. Calculating the Number of Distinct Paths

3.5 Conclusion and future work

Estimating the number of execution paths in a process model is a non-trivial task.

Approaches which enumerate all possible paths or traverse the state space of the model

quickly become unfeasible, due to the explosion of possible paths in the presence

of parallel constructs. This chapter introduced a new technique to calculate the

number of execution paths for finite block-structured models. The technique has been

implemented for process trees, but can easily be translated to other model notations.

Instead of enumerating all the paths, the technique constructs so-called block

dictionaries for each block in the process model, which contain the number of paths

per given length. The result of the algorithm is an annotated process tree, where each

of the operator nodes has been allocated a block dictionary describing the number of

execution paths it contains. The number of paths in the tree can then be obtained

by summing over the block dictionary of the root node.

The evaluation of the performance of the algorithm showed that even for trees with

more than 10500 different paths, the run-time does not exceed 5 seconds. Using linear

regressions, only a negligible effect of the complexity of the model on the run-time

was found.

The major limitation is that when the tree contains duplicate labels, the algorithm

will only be an upper bound in certain cases. While no problem for most discovered

process models — which typically do not contain duplicate transitions — this can

be a problem when using the algorithm with hand-drawn or automatically generated

process models.

One way to tackle this limitation is through an alternative approach, based on

what was done in [113]. Starting from a petri net representation, we can calculate

a reachability graph, which is an automaton of the process model. This can be

done after unfolding the loops of the petri net in correspondence with the maximum

number of iterations. The reachability graph can then be used to apply Johnson’s

algorithm [87] to find the elementary paths. The reasoning behind this approach is

fundamentally different from the approach suggested in this chapter. Although it is

not clear how it will compare in terms of performance, it will be better able to cope

with duplicate tasks, and thus preferable in certain situations.

In the next chapters, the usefulness of this algorithm in experimental settings will

be illustrated. The implementation will be further described as part of the bupaR

suite [78] in Part III.
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Chapter 4

Comparative Study of Quality Measures

The world we live in is vastly

different from the world we think

we live in.

Nassim Nicholas Taleb

I
n Chapter 2, an overview was presented of all implemented quality measures

for fitness, precision and generalization. Although the existing measures have

been used to compare the performance of process discovery algorithms [42], little

research has been done concerning the evaluation and comparison of the measures

itself. Until now, it is unclear what the differences are between measures within the

same dimension: do they judge discovered process models in a similar way, or do they

qualify models differently? Are some measures more optimistic or pessimistic than

others? Furthermore, there is ongoing debate about the precise definition of certain

dimensions, and the relationships between the dimensions.

In this chapter, we conduct an empirical study, incorporating the state-of-the-

art quality metrics, with the aim to statistically analyse the relationships between

measures within and among dimensions. The results of the experiments indicate:

• the feasibility of the measures, in terms of CPU-time and memory,

• whether measures measuring the same dimension agree with each other or not,

• whether the dimensions are related to each other, or independent from one

another,

• to which extent some measures are more optimistic about process model quality

compared to others,

• to which extent some measures are more sensitive to differences in process mod-

els quality compared to others.
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This chapter is based on the work in Janssenswillen, G., Donders, N., Jouck, T.,

Depaire, B., 2017. A comparative study of existing quality measures for process dis-

covery. Information Systems. [82]. The next section further introduces the problem

which is investigated in this chapter. Section 4.2 discusses the experimental set up.

The results of the experiment are reported in Section 4.3 and discussed in Section 4.4.

Section 4.5 concludes the chapter.

4.1 Problem Statement

Literature on evaluating and comparing quality measures is limited, although some

works should be noticed. In [116], metrics were compared on a very small scale.

However, as this is one of the earliest works on process model quality, most of those

measures have become obsolete. The measures based on negative events were incor-

porated in a comparison in [41], but also here only a small set of example models was

used. Nevertheless the authors concluded that not all measures are one-dimensional

and some suffer from computational inefficiency.

Experiments on a much larger scale were done in [42], although the objective of

this research was to compare the performance of discovery algorithms. Therefore,

no conclusions on the relationship between measures within and among dimensions

were drawn. Finally, in [24], measures were compared within dimensions. Here, the

hypothesis that the average of different measures within each dimension were equal

was rejected. Nonetheless, no further analyses on their relationship were done.

Compared with the existing literature, the contribution of this chapter is that

the state-of-the-art quality metrics are evaluated on a large set of event logs and

models. The focus is not to compare discovery algorithms, but rather to compare

the measurements of the quality metric itself. The gained insights can then be used

to make an informed decision on which quality measures to use for the evaluation of

discovered process models.

In particular, measures will be evaluated on three different aspects: feasibility,

validity and sensitivity.

• Feasibility looks at the extent to which measures can be calculated within a

certain time and memory limit. Chapter 2 already briefly mentioned some fea-

sibility issues measures have, e.g. because of state-place explosion. However,

calculating a quality measure within a reasonable amount of time with a rea-

sonable set of computational resources is necessary in order to evolve towards

mature quality tools.
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• Validity looks at whether measures of the same dimension are actually mea-

suring the same thing, i.e. whether they agree on the quality of a certain model

along a certain dimension. Furthermore, we will also pay attention to orthog-

onality of dimensions, checking whether dimensions are independent from each

other or not.

• Sensitivity concerns the more subtle differences between measures of the same

dimension. We will highlight whether specific measures are more or less sensitive

towards changes in model quality and which measures are rather optimistic or

pessimistic, considering all measures of the same dimension.

In the next section, we will proceed with laying out the methodology for the

experiment.

4.2 Methodology

The methodology used in this paper is based on the framework for comparing process

mining algorithms presented in [132]. In particular, the experiment encompasses the

steps listed below. Each of these will be discussed in more detail in the remainder

of this section. The summary of the experiment can be found in Table 4.1 and a

schematic overview is given in Figure 4.1.

1. Generate systems

2. Calculate number of paths

3. Simulate logs

4. Discover models

5. Measure quality

6. Statistical analysis

4.2.1 Generate systems

As a first step, systems are generated to act as ground truth process models. The

systems were generated in the form of process trees using the methodology described

in [88]. As input for this generation, different population parameters had to be set,

such as the distribution for the number of leaf nodes, the distribution for the type of

operator nodes and the probability for silent and duplicate tasks. Table 4.2 shows the

used population parameters for each of the 15 systems. Figure 4.2 gives a graphical

overview of the parameters.
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Table 4.1: Experimental setup.

Step Characteristic Value

1 Number of systems 15

3 Completeness Levels 100%, 75%, 50%, 25%

Noise levels 0%, 5%, 10%, 15%

Number of logs 1200 logs

4 Discovery algorithms Heuristics[135]

Inductive[95]

ILP [136]

Alpha Miner [10]

Flower Miner

Number of models 6000 models

5 Fitness Token-Based Fitness [115]

Behavioural Recall [59]

Alignment-Based Fitness [6]

Precision Alignment-Based Precision [6]

Behavioural Precision [22]

One Align Precision [12]

Best Align Precision [12]

Generalization Alignment Based Generalization [6]

Behavioural Generalization [22]

The first three parameters define a triangular distribution from which the number

of visible activities is randomly drawn. The next five parameters - Π→,Π∧,Π×,Π	

and Π∨ - define a probability distribution over the different types of process tree

operators: sequence, parallel, exclusive choice, loops, and non-exclusive choice, re-

spectively. The probability that a silent (invisible) activity is included in an exclusive

choice, loop, or choice construct is given by Πτ , the probability that an activity is du-

plicated is defined by ΠRe, and ΠLt gives the probability that a long-term dependency

is included between two decision points.

In terms of parameters, three groups of systems can be observed in Figure 4.2:

systems of low complexity (MP1-MP7), moderate complexity (MP8-MP10) and high

complexity (MP11-MP15). This is inspired by the findings in [42], where it was found

that process discovery algorithms perform differently when the process behaviour is

complex (real life event logs) instead of more elementary process behaviour (artificial

event logs). As such, the obtained values for the quality measures will be more

68



4.2. Methodology

T
a
b
le

4
.2
:

P
o
p
u
la

ti
o
n

p
a
ra

m
et

er
s.

P
a
ra

m
e
te

rs
P

o
p
u
la

ti
o
n

M
P

1
M
P

2
M
P

3
M
P

4
M
P

5
M
P

6
M
P

7
M
P

8
M
P

9
M
P

1
0

M
P

1
1

M
P

1
2

M
P

1
3

M
P

1
4

M
P

1
5

M
in

im
u
m

o
f

v
is

ib
le

a
c
ti

v
it

ie
s

1
0

1
0

1
0

1
0

1
0

1
0

1
0

1
0

1
0

1
0

1
5

1
5

1
5

1
5

1
5

M
o
d
e

o
f

v
is

ib
le

a
c
-

ti
v
it

ie
s

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

1
5

2
0

2
0

2
0

2
0

2
0

M
a
x
im

u
m

o
f

v
is

i-
b
le

a
c
ti

v
it

ie
s

2
0

2
0

2
0

2
0

2
0

2
0

2
0

2
0

2
0

2
0

2
5

2
5

2
5

2
5

2
5

S
e
q
u
e
n
c
e

(Π
→

)
0
.4

0
0
.4

0
0
.4

0
0
.4

0
0
.4

0
0
.4

0
0
.4

0
0
.4

0
0
.4

0
0
.4

0
0
.4

5
0
.3

5
0
.3

0
0
.4

5
0
.4

5

P
a
ra

ll
e
l

(Π
∧

)
0
.3

0
0
.0

0
0
.0

0
0
.1

5
0
.1

5
0
.0

0
0
.1

0
0
.1

0
0
.1

0
0
.1

0
0
.1

0
0
.0

5
0
.0

0
0
.1

0
0
.0

0

C
h
o
ic

e
(Π
×

)
0
.3

0
0
.3

0
0
.4

5
0
.3

0
0
.3

0
0
.3

0
0
.3

0
0
.3

0
0
.3

0
0
.3

0
0
.2

0
0
.2

0
0
.3

0
0
.2

0
0
.2

0

L
o
o
p
s

(Π
	

)
0
.0

0
0
.3

0
0
.0

0
0
.1

5
0
.0

0
0
.1

5
0
.1

0
0
.1

0
0
.1

0
0
.1

0
0
.2

5
0
.3

0
0
.3

0
0
.2

5
0
.2

5

O
r

(Π
∨

)
0
.0

0
0
.0

0
0
.1

5
0
.0

0
0
.1

5
0
.1

5
0
.1

0
0
.1

0
0
.1

0
0
.1

0
0
.0

0
0
.1

0
0
.1

0
0
.0

0
0
.1

0

S
il
e
n
t

a
c
ti

v
it

ie
s

(Π
τ
)

0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.1

0
0
.0

0
0
.0

0
0
.1

0
0
.1

0
0
.0

0
0
.0

0
0
.0

0

R
e
o
c
c
u
rr

in
g

a
c
ti

v
i-

ti
e
s

(Π
R
e
)

0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0
0
.0

0
0
.1

0

L
o
n
g
-t

e
rm

d
e
p

e
n
-

d
e
n
c
ie

s
(Π
L
t
)

0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.0

0
0
.5

0
0
.5

0
1
.0

0
0
.0

0
0
.5

0
1
.0

0

69



4. Comparative Study of Quality Measures

Figure 4.1: Schematic overview of experimental setup.

widespread over the range from zero to one.

The probabilities for sequence, parallel and choice constructs are loosely based

on the work in [94]. In this work, the occurrence of sequence, exclusive choice and

parallelism in a large set of real-life models is analysed, which (when normalised to

100%), are on average 46%, 35% and 19%. Based on this starting point, the following

variations have been made.

Low complexity (MP1-MP7)

These are models which do not have special characteristics (silent transitions, dupli-

cate tasks, long-term dependencies). They only differ in the mix of 5 operator types.

As a default, most have 40% of sequence constructs and 30% of choice constructs.

The remaining 30% is used for parallel, OR, and loop constructs. Note that in case
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Figure 4.2: Graphical overview of population parameters (Table 4.2).

only OR constructs occur next to sequence and choice, the setting targets only 15%

OR constructs, because 30% would lead to very complex models. This is balanced by

allowing for more choice construcs. Apart from that, there are 7 different configura-

tions: all remaining constructs apart from sequence and choice are of one type (1-3),

a combination of 2 types (4-6) or a combination of all three types (7).

Moderate complexity (MP8-MP10)

These are variations of MP7 , with additionally added silent transitions, duplicate

transitions, or a moderate amount of long-term dependencies.
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Figure 4.3: Parameter settings as indicator of complexity.

High complexity (MP11-MP15)

These are models which have either more than one additional characteristic, and/or

a very high probability of a more complex operator (especially loops).

A discussion on complexity

We have defined complexity here mainly in terms of the mix of constructs which are

used in the systems and the occurrence of special phenomena, such as duplicate labels.

The reason behind these different complexities is to have a diversified set of models,

both simple and more complex models. The goal is not to compare the validity and

sensitivity of quality measures in relation with complexity. While interesting, the

challenge in the latter case would be how to exactly define or quantify complexity.

While the configuration of the systems is in accordance with intuitive expectations

of quality (e.g. we expect models with more loops to be more complex that models

with less loops), there are many factors which influence the actual complexity of

the eventual models, many of which depend on the random results of the generation

software used. For example, consider the two trees in Figure 4.3. They have the

same number of activities, the same distribution of operator types, and no additional

complexities. So, do they have the same complexity? According to our definition

above they do — they could very well be generated using the same parameter settings.

But tree A has thrice as many paths compared to tree B, and might thus be genuinely

considered to be more complex.

Complexity as discussed here is related to the simplicity of a process model, as

introduced in Chapter 2 — although strictly speaking we are not in a process discovery

context here. As such, even though it is not trivial to target the complexity of the

systems before generation, we can nonetheless use measures of simplicity, such as those

described in [105], to quantify the complexity of the eventually generated system.

The systems have been included in Appendix A. The following descriptive char-

acteristics are shown in Table 4.3.
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MP |NL| |NO| n→ n∧ n× n	 n∨ nτ nRe nA nP

1 11 8 2 4 2 0 0 0 0 11 178

2 18 14 5 0 7 2 0 0 0 18 295

3 15 9 4 0 4 0 1 0 0 15 234

4 15 10 4 0 3 3 0 0 0 15 518

5 18 12 4 2 4 0 2 0 0 18 1344

6 18 12 4 0 5 2 1 0 0 18 924

7 14 10 3 2 3 1 1 0 0 14 2188

8 19 10 3 1 4 2 0 1 0 18 120

9 11 7 4 1 1 0 1 0 4 7 252

10 21 16 6 0 7 3 0 0 7 14 224

11 25 19 9 3 5 2 0 4 7 14 680

12 33 14 7 0 3 4 0 4 14 15 507

13 14 8 2 0 2 2 2 0 4 10 780

14 24 14 6 2 1 5 0 0 9 15 688

15 22 11 2 0 2 5 2 0 8 14 740

Table 4.3: System characteristics. All systems can be found in Appendix A.

• The number of leaf nodes (|NL|)
• The number of operator nodes (|NO|)
• The number of sequence nodes (n→)

• The number of parallel nodes (n∧)

• The number of exclusive choice nodes (n×)

• The number of loop nodes (n	)

• The number of non-exclusive choice nodes (n∨)

• The number of silent transitions (nτ )

• The number of recurring transitions (nRe)

• The number of unique labels (nA)

• The number of distinct paths (nP )

4.2.2 Calculate the number of paths

In order to further increase the variability in the event data, and thereby bringing

about the discovery of a large set of different models, logs with a different level of

completeness and noise are generated in the next step. In order to be able to target

the completeness of event logs, the number of execution paths in each of the systems
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needs to be calculated first. The algorithm introduced in Chapter 3 was used for this

end. The number of paths (nP ) for each system are shown in Table 4.3.

It can be observed that on average, the high complexity systems have more paths

than the moderate complexity systems, while the latter do not necessarily have more

paths than those systems labelled of low complexity. Of course, the complexity of a

model is not equal to the number of paths. Indeed, the occurrence of silent transitions,

long-term dependencies and duplicate tasks makes models more complex, but this

does not necessarily mean that they can replay more behaviour.

4.2.3 Simulate logs

For each of the systems, event logs with a certain level of completeness and noise

have been simulated using the simulation framework in [89]. For completeness, 4

levels were considered: 100%, 75%, 50%, and 25%. These percentages measure how

many of the different paths in the system, as calculated in the previous step, have

been observed in the event log. Thus, for a model with 100 unique paths, a log with

75% completeness is one where 75 of the unique paths in the system have been seen.

Differing levels of completeness have been defined for two reasons. Firstly, to

increase the variety in the logs and subsequently the discovered models. Secondly, in

order to relate completeness to possible biases in the measures used in a later phase

(see Chapter 5). Especially with respect to the second goal, defining these levels in a

realistic way is important. However, it is not trivial to define what a realistic level of

completeness is. In a real setting, the completeness of event data in mainly influenced

by two factors. Firstly, the diversity of the process — how structured or unstructured

is the process? Secondly, the velocity of the process — what is the frequency with

which new cases arrive? The more unstructured the process, the less likely it is that

event logs will have a high completion. Furthermore, the slower the arrival rate of

new instances, the less likely it is that event logs will have a high completion.

In the current context, velocity is not relevant. Since the generation of logs is

artificial, the effect of arrival rate is de facto neutralised. The level of structuredness

differs from system to system, as can be seen in Table 4.3. As such, a log of x%

completeness will be more or less realistic given the specific system. However, using

different completeness levels for each system will only increase the complexity of

subsequent analysis. Instead, it was decided to use a single set of thresholds for all

systems.

In [141], several estimates for log completeness are compared. When applying

these estimates on a range of real-life event logs, it is found that the completeness is

expected to be less than 50%. As such levels of 25%, 50% and 75% can be regarded

74



4.2. Methodology

as pessimistic, realistic and optimistic completeness thresholds. The 100% level was

added in the light of the follow-up experiment in Chapter 5, where we also want to

see what happens in the case where completeness is not an issue.

Analogously, 4 different noise levels were considered: 0%, 5%, 10%, 15%. A log

with 15% of noise means that 15% of the cases contain noise. The types of noise that

where induced are described in [88]. The noise introduced is defined as follows.

Definition 4.2.1. Given a trace σ = 〈a1, a2, . . . , an〉, the following types of noise are

defined:

1. Missing head: remove all activities ai with i ∈ [1, n3 ].

2. Missing body: remove all activities ai with i ∈ [n3 + 1, 2n
3 ].

3. Missing tail: remove all activities ai with i ∈ [ 2n
3 + 1, n].

4. Swap tasks: interchange two random activities ai and aj with i 6= j.

5. Remove task: remove random activity ai.

This definition of noise is based on existing literature [101], and as adopted by

the simulation framework [89]. While a discussion on a realistic definition of noise is

out of the scope for this manuscript, we do encourage future experiments to reason

more elaborately on this point and construct a better, agreed-upon definition of noise.

From the viewpoint that noise refers to measurement errors or data inconsistencies,

it is important that the definition of noise reflects these phenomena. According to

this reasoning, swapping two random tasks (4) is not really a realistic type of noise,

unless they are perhaps consecutive tasks.

Moreover, there are other possible types of noise, such as insertion of additional

activities, which are not currently included in the used log simulation framework. We

will return to this issue in Chapter 6, as the experimental setup is essential for future

advancements in the fields.

The induction of noise is done by

1. taking a sample of the original event log,

2. adding noise to each of the sequences in the sample, according to the definition

above, and

3. joining the noisy sample together with the original data.

For a target level of 15% noise in the final log, a sample of x% of the original event

log is needed, such that x
100+x = 15%. For 15%, this means that x = 17.6%. This

mechanism is used to avoid that the specified completeness goes down because traces

are perturbed. By combining the perturbed cases together with the original log, all

the sequences in the original log are still part of the final log.
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Notwithstanding this mechanism, completeness can increase in cases where the

perturbed sequences are real sequences which were not observed in the log before. This

is because the noise as defined above does not check whether the resulting sequence

is actually not present in the system.1

As a result, both the completeness and noise level should be regarded as a con-

servative upper bound: completeness can be higher than the stated threshold, while

noise can be lower than the stated threshold.

For each of the systems (15) and each of the noise (4) and completeness (4) levels,

5 different logs were generated. This amounts to a total of 15 · 4 · 4 · 5 = 1200 logs.

Descriptive characteristics of the simulated logs are shown in Table 4.4 and Table 4.5.

These statistics are based on the Structural Log Metrics in [62] and are defined as

follows.2

• Magnitude (Ma): the number of events

• Support (SP): the number of cases3

• Variety (V): the number of activities

• Level of Detail (LoD): the mean variety of all cases (V/SP)

• Structure (ST): the inverse relative amount of directly-follows relations in the

log, compared to the maximal number of directly-follows relations possible (V 2)

Table 4.5 shows that there is a wide variety of logs according to these metrics. The

Magnitude — the number of events — varies between very small logs (247 events)

and very large logs (5mio events). Likewise, the number of process instances varies

between only 31 and circa 70 000. Note that in sharp contrast with these extreme

minimum and maximum numbers, the boundaries of the interquartile range are much

1While not possible at the time the experiments were conducted, advancements in methodology
do allow to check this [19]

2Note that three of the metrics defined in [62] are omitted. Firstly, the Time Granularity (G) is
not relevant given the fact that all timestamps are artificially generated. Secondly, the Balance (B) is
not computed as it requires an event importance defined by a domain expert, which is not applicable
in our case. Thirdly, Affinity (A) was not included as a metric because of computational difficulties
given the scale of the experiments. Affinity requires to compare the directly follows relationships
between all the cases, and then compute the overlap between each pair. The Affinity is then the
mean overlap over all cases in the log. Even after simplifying the computations (i.e. only compute
them once for each pair of unique variants and then multiplying with the frequency of that pair, and
considering all event logs of the same system at once – thereby avoiding to compute the overlap for
the same trace pairs multiple times – this computation is very hard given the number of logs, their
size, and – especially – the amount of paths which are possible. I.e. based on Table 4.3, a complete
log for system 7 would require 2188*(2187)/2 = 2 392 578 comparisons of traces. Even with the
most efficient strategy, we would need to make 19 236 598 comparisons or traces, for all systems
combined.

3The support SP (L) defined in [62] is different from the supp L defined in Chapter 2. The
support SP is actually the size |L| of an event log, while supp L is the set of unique traces.
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Table 4.4: The average Magnitude, Support, Variety, Level of Detail and Structure for logs
by system.

System Ma SP V LoD ST

1 9465.41 2652.20 11.00 3.59 0.46

2 8137.91 1566.12 18.00 4.17 0.87

3 15279.14 3864.39 15.00 3.96 0.77

4 18173.64 2716.62 15.00 3.44 0.83

5 106131.40 13561.91 18.00 7.83 0.74

6 25383.60 2292.68 18.00 8.88 0.74

7 83124.96 17642.46 14.00 3.44 0.81

8 2319.61 169.94 18.00 10.98 0.91

9 17184.05 2453.11 7.00 5.71 0.39

10 4399.26 597.75 14.00 5.36 0.82

11 18759.44 1723.45 14.00 7.84 0.48

12 17658.95 910.15 15.00 10.72 0.50

13 8338.94 1021.10 10.00 5.38 0.40

14 17536.75 1066.55 15.00 9.91 0.51

15 21814.36 2490.50 14.00 5.16 0.59

Table 4.5: Summary statistics of Magnitude, Support, Variety, Level of Detail and Struc-
ture.

Metric Min Q1 Median Mean Q3 Max St.Dev

Magnitude 247.00 3998.50 10704.50 24913.83 26854.75 530203.00 52985.15

Support 31.00 382.50 1133.00 3648.60 3015.00 69190.00 7881.90

Variety 7.00 14.00 15.00 14.40 18.00 18.00 3.05

Level of Detail 3.02 4.01 5.64 6.42 8.70 11.98 2.65

Structure 0.08 0.44 0.75 0.65 0.83 0.93 0.23

more moderate. 50% of the logs contain between 4000 and 27 000 events according

to Magnitude, and between 382 and 3000 cases according to Support.

The Variety refers to the number of distinct activities. These are of course in

close correspondence with the characteristics of the systems in Table 4.3. The level

of detail on the other had refers to the average number of distinct activities per case,

which is much lower in comparison.

Finally, the Structure is a ratio in terms of directly-follows relations, where a value

close to one indicates that there are very few distinct directly-follows relations in the

log compared to the maximum possible of relations. A value close to zero means that

almost all possible directly-follows relations did occur. Given the minimum value of

0.08 and the maximum of 0.93 it can be said that there are logs from both ends of
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Figure 4.4: Visual representation of log statistics.

the extreme in the experiment.

In Figure 4.4, a graphical representation of the distribution of Magnitude, Support,

Level of Detail and Structure is provided. This shows the very strong right skewness

of the distributions for both Magnitude and Support, indicating that the very large

log files are rather the exception. However, it can hardly be said that the majority

of log files is small. The distribution of Structure shows that the range from 0 to 1 is

well covered, with a higher concentration near one (very structured logs) and another
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large number of logs centred around 50%.

Note that for all systems, it was possible to generate an event log which is 100%

complete, i.e. they have as many traces as the process tree used has distinct paths

according to the approach described in the previous chapter. As such, the limitations

which regards to duplicate activities can be nuanced. Indeed, this proves that, for

the 15 trees used, there was no overestimation of the number of distinct paths due

to the occurrence of duplicates tasks. If the latter was the case, it would not be

possible to generate a 100% complete log. This corroborates the assumption that this

problem is mainly due to very coincidental constructions of process trees, and that

the inducement of long-term dependencies cause no problems herein.

4.2.4 Discover models

Subsequently, the simulated logs were used for the discovery of process models. For

each log, five different process discovery algorithms were applied: the Alpha Miner

[10], the Heuristics Miner [135], the Inductive Miner [95], the ILP miner [136] and the

Flower Miner. Note that the goal of the experiment is not to evaluate the performance

of these miners. However, a variety of mining algorithms has been selected in order

to avoid algorithm-specific biases. The main goal of the process discovery step is

thus to provide a large variety of models for which the quality can be measured by

different measures. Each of the algorithms returned a Petri Net, of which the quality

is measured in the next step. ProM 6.5 was used for the discovery of the process

models. Default values were used for all parameters. In total, 1200 logs ·5 algorithms

= 6000 models were discovered.

4.2.5 Measure quality

The measures used for quality measurement in this experiment are those indicated

in Table 4.1. The measures were selected first and foremost based on their expected

type of model input, as all discovery algorithms used return a Petri Net. Further-

more, the initial coarse-grained measures such as Proper Completion and (Advanced)

Behavioural Appropriateness are not included. While Behavioural Precision was in-

cluded, Behavioural Specificity was not considered, as it is defined slightly different

compared to other precision measures, as stated in [23]. Since the discovery algo-

rithms used do not guarantee a perfect fitness, also ETC-precision is not taken into

account, while the alignment-based versions Best Align Precision and One Align Pre-

cision are. Finally, in relation to the large scale of the experiments, only measures
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supported by the Comprehensive Benchmarking Framework CoBeFra [23] were se-

lected for technical reasons.

Each of the metrics was calculated for each model against the event log it was

discovered from. The resulting values will be the input for the experimental analysis.

All calculations were performed using the benchmarking framework CoBeFra [23],

each time using the default values for parameters.4 In total, 6000 models ·9 metrics =

54000 metrics were computed.

4.2.6 Statistical Analysis

The obtained values are thereafter statistically analysed. In particular, the measures

will be investigated on three desirable properties: feasibility, validity and sensitivity.

Feasibility

One should be able to assess the quality of a model within a reasonable amount of time

and without excessive memory requirements. In order to test this, the calculations are

performed with a limited, though not unreasonable amount of resources. In particular,

a maximum working memory of 1Gb is used and computations are not allowed to last

more than one hour.

It should be remarked that the feasibility analysis reflects the implementation of

the measures in CoBeFra v2015, which was the state-of-the-art at the moment the

experiments were executed. Improvements in the implementations, particularly for

alignment-based measures have been made since then. Furthermore, feasibility of

the measures also relates to the parameters used. Both points will be revisited in

subsequent discussions of the results.

Validity

The validity of the measures will be assessed, i.e. whether they measure what they

are supposed to measure. In order to do this, the relationships between measures

within and among dimensions will be analysed by means of a correlation analysis and

a factor analysis.

The analysis of correlations will reveal whether measures within a specific dimen-

sion are positively correlated with each other or not. Furthermore, by examining

the correlations across different dimensions, the relations between the dimensions will

become clear.

4The version from 2015 of CoBeFra was used.
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Secondly, an Exploratory Factor Analysis (EFA) [63] will be conducted. Since the

set of dimensions is not unanimously accepted in literature, an Exploratory Factor

Analysis (EFA) is chosen instead of a Confirmatory Factor Analysis. This will allow

non a priori specified factors to be found. In order to decide on the number of factors

to construct, a scree plot will be composed to find the number of factors that explain

the most variability in the data. In order to make the factors more interpretable,

a rotation will be applied. A Promax rotation is chosen [37]. This is an oblique,

non-orthogonal rotation, which assumes that factors are possibly correlated. Since it

is not clear whether dimensions (or their implementations) are orthogonal or not, an

oblique rotation is the safest option.

Sensitivity

Finally, the sensitivity of the measures will be investigated. Both the analysis of fac-

tors and correlations implicitly assume that the relations between different measures

are the same for the complete range of values. Nonetheless, it is not impossible that

measures agree on the precision of very precise models, while they judge the precision

of less precise models differently. By comparing all measures pairwise, it will become

clear whether some measures are more pessimistic than others. Furthermore, it will

clarify whether certain measures observe differences between models where others do

not, and thus are more sensitive.

For each pair of measures X and Y within a dimension, the relationship will

be analysed by drawing a scatter plot and fitting a Lowess smoothing line onto it

[33]. This smoothing line can then be compared to the diagonal. Some hypothetical

Lowess curves are shown in Figure 4.5. When the smoothing line approximates the

diagonal, as in Figure 4.5a, the two measures at hand score models equally. However,

when the smoothing line falls below the diagonal as in Figure 4.5b, measure Y is more

pessimistic. When it sits above the diagonal, measure Y is more optimistic. Moreover,

when the slope of the Lowess curve significantly differs from the diagonal, it can be said

that there is a difference in sensitivity. I.e. when the Lowess curves forms a horizontal

plateau or vertical wall, it can be said that measure Y or X, respectively, becomes

insensitive to differences in quality compared to the other measure. In Figure 4.5c,

measure Y is insensitive compared to the metric on the x-axis is the lower range of

possible values.

Optimism, pessimism, and insensitivity will be analysed using two metrics, in ad-

dition to the visual analysis. Firstly, the level of optimism (pessimism), and secondly

the stability of optimism (pessimism), which is a proxy for insensitivity.

The level of optimism of measure Y compared to measure X, is defined as the
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Figure 4.5: Hypothetical Lowess curves.

average value of Y − X. The average difference of Y − X is the expected amount

of optimism (pessimism). For Figure 4.5a, this average will be close to zero. For

Figure 4.5b it will be negative, indicating that measure Y is pessimistic compared to

measure X. For Figure 4.5c, a positive level of optimism will be found.

The stability of the optimism is defined as the correlation of the Y - X with the

value for measure X. E.g., it shows whether the distance between Y and X (i.e. the

amount of optimism) correlates to the level of X. If the obtained correlation is close

to zero, it means that the amount of optimism is stable. If close to 1, it means that

measure Y will get more optimistic compared to X as X increases. If close to -1, it

means that measure Y will get less optimistic (or more pessimistic) compared to X

as X increases — which is the case in both Figure 4.5b and 4.5c. This instability is a

proxy for insensitivity.

4.3 Results

4.3.1 Feasibility

During the computation of the measures, it turned out that some of the computations

could not be completed because of excessive requirements in memory or CPU time.

For each computation 1Gb of working memory was available and computations were

aborted after 1 hour. In total, for 11.69% of the log-model-metric combinations

we were unable to obtain a quality measure. Figure 4.6 shows the relative number

of missing values for each measure. It can be seen that some measures had more

feasibility problems than others. The measures with most problems are those which
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Figure 4.6: Number of missing values by measure.

rely on alignments, especially Best-Align Precision and Alignment-Based Fitness.5

Figure 4.7 shows the relationship between the system and the percentage of missing

values. It can be observed that there is a relationship between the expected complexity

of the systems, as discussed in Section 4.2 and the number of failed computations.

However, exceptions can be noted, such as system 10. Of all systems, this has the

least percentage of missing values, while based on the population parameters it was

not expected to be a simple model.

In order to investigate the root causes of computational difficulties, Figure 4.8

relates the missing values with four log characteristics: number of traces, Magnitude,

Support and Structure. For each of these characteristics, the density of problematic

cases is shown in red can be compared with the density of non-problematic cases in

blue. It can be seen that the two densities mostly overlap for the amount of traces,

cases and events. As such, these do not appear to strongly influence the feasibility.

A different conclusion can be made with regards to Structure. Here, the density of

problematic cases in higher for lower Structure values, while the density for non-

5As noted before, performance improvements have been developed since the experiments were
conducted.

83



4. Comparative Study of Quality Measures

2.83%

4.39%

8.03%

6.61%

2.69%

9.44%

3.25%

17.81%

20.39%

2.11%

16.92%

25.58%

13.94%

23.78%

17.53%

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

0 10 20
% Missing values

S
ys

te
m

Figure 4.7: Relationship between missing values and system characteristics.

problematic cases is higher for logs with a high Structure. Recall that Structure

depends on the directly-follows relations which were observed. The more possible

relations were seen, the higher the probability that the measure cannot be obtained.

Thirdly, Figure 4.9 compared the number of missing values for different discovery

algorithms. Especially models discovered using the Heuristics miner and the Inductive

Miner can run into trouble during the calculation of quality measures. However, there

is also a link between these algorithms and the measures used, as shown in Figure 4.10.

Here, it can be observed that One-Align Precision has problems with models from

Inductive Miner and Heuristics Miner, but not with models from ILP Miner. However,

Best-Align Precision has mostly problems with ILP miner.

It is clear the the missing values are not spread randomly among the miners, but

instead, some of the miners create models for which quality measurement by some of

the measures gets practically unfeasible. For example, the problems with Alignment-

Based Precision and Best Align Precision are mainly related to models discovered

by the Flower miner, ILP miner and Heuristics miner. This can be explained be-

cause these algorithms tend to discover models which allow for too much behaviour

(discussed in more detail further). As a result, it is computationally hard to find

84



4.3. Results

0.0000

0.0005

0.0010

0.0015

0 1000 2000 3000 4000
Number of traces

D
en

si
ty

Available Missing

(a) Density of number of traces for available
and missing values.

0.00

0.02

0.04

0.06

0 200 400
Magnitude − number of events (x1000)

D
en

si
ty

Available Missing

(b) Density of Magnitude for available and
missing values.

0.0

0.2

0.4

0 20 40 60
Support − number of cases (x1000)

D
en

si
ty

Available Missing

(c) Density of Support for available and miss-
ing values.

0

1

2

3

0.25 0.50 0.75
Structure

D
en

si
ty

Available Missing

(d) Density of Structure for available and
missing values.

Figure 4.8: Relationship between missing values and log characteristics.

85



4. Comparative Study of Quality Measures

5.67%

5.48%

17.17%

13.32%

16.8%Inductive Miner

ILP Miner

Heuristics Miner

Flower Miner

Alpha Miner

0 5 10 15
% Missing values

M
ea

su
re

Figure 4.9: Relationship between missing values and discovery algorithm used.

26.3%

0%

9.6%

16.7%

33.3%

0%

16.7%

2.5%

0.1%

F
itness

P
recision

G
eneralization

0 5 10 15 20 25 30 35

Token Based Fitness

Behavioral Recall

Alignment Based Fitness

One Align

Behavioral Precision

Best Align

Alignment Based Precision

Behavioral Generalization

Alignment Based Generalization

% Missing values

Q
ua

lit
y 

M
et

ric
s

Discovery Algorithm
Alpha Miner
Flower Miner

Heuristics Miner
ILP Miner

Inductive Miner

Figure 4.10: Missing values by metric and discovery algorithm.

86



4.3. Results

the optimal alignment between the log and the model. On the other hand, the Be-

havioural Precision measure has no problem with finding a value for these models,

while One-Align Precision mainly has a problem with models from the Heuristics

miner and Inductive miner.

It can thus be concluded that, when the complexity of the behaviour is high, some

of the measures are less suitable to be used in practice, especially in combination

with certain discovery algorithms. In particular, for models which contain a large

number of different activity execution sequences, measures which rely on alignments

experience difficulties to quantify precision. The One Align Precision measure is the

best alignment-based measure in this situation.

Overall, the percentage of missing values was 11.69%. For 2952 (49.2%) models all

values were obtained, i.e. for all 9 metrics. Only these complete observations will be

used in the remainder of the analysis. Since the missing values are related to specific

types of models (i.e. imprecise) models, it would be unfair to use partial observations

in the analysis.

4.3.2 Validity

The spread of the obtained values for each of the measures can be observed in Fig-

ure 4.11. Each grey dot depicts one observation, i.e. a value for a quality measure

concerning a specific log and a specific model. The blue dots in the figure indicate

the mean value for each measure.

For the fitness measures, it can be seen that the distributions of the observation

are similar, but there are some minor exceptions. For example, there are no instances

for which Token-Based Fitness was lower than 0.125. Furthermore it is clear that the

mass of the distribution for Behavioural Recall and Token-Based Fitness is mostly

close to one, while values for Alignment-Based Fitness are slightly more uniformly

spread.

Concerning the precision measures, the mean values are rather different from one

another — Behavioural Precision being a lot more balanced than Alignment-Based

Precision. Furthermore it can be seen that certain measures have denser areas, with

lots of observations, notably Alignment-Based Precision and One Align Precision in

the vicinity of one. On the contrary, such dense areas do not exists for Behavioural

Precision and Best Align Precision measures. These dense areas can indicate that

said measures are more insensitive and less balanced.

Finally, the spread of values for the generalization measures are quite different.

Alignment-Based Generalization has a left skewed distribution with most values close

to one. There are only a few values lower than 0.25. The spread of observations for
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Figure 4.11: Distribution of values for different quality metrics

Behavioural Generalization on the other hand does not contains gaps, and is much

more evenly spread over the range from zero to one.

These first high level results indicate there are differences within each of the di-

mensions. However, to get a detailed view of their differences, one needs to connect

all observations related to a specific log and model. In the next sections, additional

insights will be gained using correlation analysis and factor analysis.

Correlation analysis

In order to analyse the relations between the different measures within and among

dimensions, a correlation analysis was done. Ideally, measures within the same di-

mension should by positively correlated, while measures from different dimensions

should not be correlated.

The obtained correlation coefficients are visualised in Figure 4.12. Some very in-

teresting remarks can be made. When considering measures within each dimension,

there is a clear difference between fitness and precision on the one hand, and gen-

eralization on the other hand. Firstly, it is very clear that all fitness measures are

positively correlated with each other, with for each pair a correlation higher than 0.81.

While precision measures are also positively correlated, the coefficients for some pairs

are slightly lower compared to fitness. For generalization metrics, the situation is very

different however. Here, no relationship is found between the two measures. The main

reason for this is probably the lack of variability for Alignment-Based Generalization,
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Figure 4.12: Correlation matrix.

as was already indicated in Figure 4.11.

When looking at relations across dimensions, two important results should be

noted. Firstly, there are substantial negative correlations between fitness measures

and precision measures. As such, models with a good fitness typically have a low

precision, and vice versa. Secondly, Alignment-Based Generalization is not correlated

with either fitness or precision measures, while Behavioural Generalization behaves

somewhat like a fitness metric. Indeed, the latter is positively correlated with fit-

ness measures and negatively correlated with precision measures. In the following

paragraphs we will inspect both phenomena more closely.
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The fact that a generalization measure leans toward fitness measures should not

come as a total surprise — it is logical that a model with a low fitness will also perform

bad when seeing new observations, and vice versa. Also the conceptual formalisations

introduced in Chapter 2 show that both are similar to some extent — only the event

log L is replaced by system S. In Chapter 5 we will further look into these relations.

Secondly, the negative correlation between fitness and precision measures is not

necessarily a characteristic of the dimensions itself. The conceptual analysis in [26]

shows that both dimensions are theoretically independent from each other. The neg-

ative correlations which were found can be explained by the mix of process discovery

algorithms used.

A correlation analysis for each of the algorithms individually, displayed in Fig-

ure 4.13, shows that the negative correlation between fitness and precision metrics is

to some extent prevalent for the Alpha miner models (Fig. 4.13a) and the Heuristics

miner models (Fig. 4.13c), while a positive relation can be seen for the ILP miner

(Fig. 4.13d) and Inductive miner (Fig. 4.13e). The correlation matrix for the Flower

miner (Fig. 4.13b) does not show any correlations values for fitness metrics and Be-

havioural Generalization, because both are constant over all models, i.e. equal to one.

The same is true for Behavioural Recall for the ILP miner models.

However, the results for individual mining algorithms are not always consistent.

For the Alpha miner for instance, it can be seen that the precision measures are much

less correlated. Moreover, the Alignment-Based Precision is negatively correlated with

fitness measures, the Behavioural Precision is slightly positively correlated, while

for the Best Align and One Align precision measures mostly only weakly negative

correlations can be found. The pattern for the Heuristics miner models is similar,

although the strength of the relations differ.

Another peculiarity can be seen for the ILP miner models, where all precision

measures are strongly positively correlated, except for Alignment-Based Precision.

The latter has a weak negative correlation with other precision metrics. Furthermore,

while the other measures are positively correlated with fitness measures, Alignment-

Based Precision is not correlated with Token-Based Fitness, and slightly negatively

correlated with Alignment-Based Fitness. Finally, the two generalization measures

are much higher correlated for these models than for the overall set of models.

These matrices thus show that the relations between different measures is highly

dependent on the type of models considered in the experiment — i.e. the discov-

ery algorithm used — which is not desirable. In order to shed more light on these

relationships, we visualised the search space of each discovery algorithm in terms of

fitness and precision in Figure 4.14. In this figure models are distributed in terms of
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(a) Correlation matrix Alpha miner.

(b) Correlation matrix Flower miner.

Figure 4.13: Correlation matrix for each discovery algorithm.
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(c) Correlation matrix Heuristics miner.

(d) Correlation matrix ILP miner.

Figure 4.13: Correlation matrix for each discovery algorithm (continued).
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(e) Correlation matrix Inductive miner.

Figure 4.13: Correlation matrix for each discovery algorithm (continued).

their average fitness and precision value, i.e. the average of the different measures6.

The saturation of the colours indicate where the mass of the discovered models is

located for each algorithm. The coloured lines represent a linear regression between

mean fitness and mean precision for each of the algorithms.7 The dashed black line

represents the negative linear regression for all miners combined, which reflects the

negative correlations between fitness and precision measures in Figure 4.12.

The flower models were not the only reason to find an overall negative correlation,

as this was still the case when the flowers models were omitted from Figure 4.12.

Rather, it can be observed that it is the result of combining the search space of the

6The average fitness and precision was used for the sake of simplicity, and justified since they
were mostly found to be strongly related. Nevertheless, similar figures for each pair of individual
fitness and precision measures are included in Appendix A.

7Note that is was not possible to draw a regression line for the Flower Miner, since each of these
models had a fitness equal to one.
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Figure 4.14: Relation between mean fitness and precision for different discovery algorithms,
averaged over different fitness and precision measures, respectively. The saturation of the
colour indicates the mass of the observations. Coloured lines resemble the correlation between
mean fitness and precision for each algorithm. The dashed lines resembles the correlations
for all miners combined.
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different algorithms, which typically are slightly more focused towards either precision,

or towards fitness. For instance, the Alpha miner tends to find models which have a

high precision, but a lower fitness, while the ILP miner finds models with the reverse

characteristic. The combination of those leads to a perceived negative correlation. As

a result, it can be stated that the fitness and precision dimensions are not negatively

correlated per definition, which is in agreement with the theoretical foundations of

the dimensions. Rather, their relationship depends on which discovery algorithms are

taken into consideration. Furthermore, this also impacts the extent to which different

measures of the same dimensions correlate.

Factor analysis

In order to further investigate the relationship between measures within and across

quality dimensions, an Exploratory Factor Analysis was done [63]. In order to de-

cide on the number of factors to construct, a scree plot was composed to find the

appropriate number of factors which explain the most variability in the data. This

suggested that 2 or 3 factors would be most suitable. A factor analysis with 2 factors

was chosen, based on the observation that a third factor did not have any significant

loadings. As was stated in Section 4.2, a Promax rotation was used to increase the

interpretability of the factors. As this is an oblique, non-orthogonal rotation, it allows

for the fact that factors might be correlated.

The quality of the factor analysis can be assessed using Table 4.6. The Kaiser-

Meyer-Olkin statistic (KMO) [63], which displays the proportion of variation between

the different metrics, was equal to 0.7838, which is adequate. The Measures of Sam-

pling Adequacy (MSA), which depict this proportion for each of the metrics individ-

ually are also quite high for most metrics. Only the Alignment-Based Generalization

has a remarkably low value for this metric. However, this does not pose problems, as

the overall KMO value is high enough. The Root Mean Squared Residual (RMSR) is

equal to 0.0370, and thereby well below the suggested maximum of 0.06 [111]. The

Bartlett’s test of Sphericity was done to test whether the correlation matrix was equal

to a unity matrix, and thus factor analysis would be useless. However, this hypothesis

was rejected with a p-value smaller than 0.0001.

The communalities for each of the specific metrics, shown in Table 4.6, show the

proportion of variance for each of the metrics that is explained by the factor [63]. This

shows that for the majority of the metrics more than 70% of the variance is explained

by the factors. Also here, the Alignment-Based Generalization is the only metric for

which almost none of the variance is explained by the factors. Nonetheless, it can

be concluded that the quality of the factor analysis is good and it is meaningful to
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Table 4.6: Quality assessment factor analysis.

(a) Communality and MSA-value per metric

Metric Communality MSA

Alignment-Based Fitness 0.7426 0.8221

Alignment-Based Generalization 0.0085 0.0609

Alignment-Based Precision 0.7260 0.7819

Best Align Precision 0.7292 0.8481

Behavioural Generalization 0.7590 0.9112

Behavioural Precision 0.7154 0.8170

Behavioural Recall 0.9160 0.6994

One Align Precision 0.9950 0.7906

Token-Based Fitness 0.8920 0.7539

(b) Overall quality summary.

Characteristic Value

Total Communality 0.7204

KMO 0.7838

RMSR 0.0370

Bartlett’s p-value 0.0000

interpret the factors.

The loadings of the factors that were found are shown in Figure 4.15 for each of the

dimensions separately. It is clear that Factor 2 and Factor 1 represent the fitness and

precision dimensions, respectively. All three fitness measures have a loading of more

than 0.80 on the first factor. However, also the Behavioural Generalization measure

has a considerably high loading on this factor. This means that, to a certain extent,

it behaves in the same way as fitness metrics, which was also evident by looking at

the correlations.

Subsequently, it can be seen that all precision measures load reasonably high on

Factor 2. As such, this factor seems to resemble the concept of precision. Behavioural

Generalization is negatively loaded on this factor, but the loading is too small to

attach any meaning onto it. The loading for Alignment-Based Precision is less strong

than for other precision metrics. This was also apparent in the correlation analysis,

especially for the models of the Alpha and ILP miner.

Furthermore, it is important to observe that Alignment-Based Generalization did
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Figure 4.15: Factor loadings for a factor analysis with 2 factors and promax rotation.

not have significant loadings on any of the factors, and this did not change when

the number of factors was increased. This is unsurprisingly, due to the fact that

there is very little variance among the values obtained by this metric, as was shown

in Figure 4.11. As such, it will require a large amount of factors before one would

address this limited amount of variance.

The fact that Behavioural Generalization has a high loading on the fitness-factor

confirms the conclusion that was found earlier based on the correlation matrix. Again,

the relationship between fitness and generalization should not appear eccentric. A

model with a good generalization is able to replay unobserved behaviour. As a result,

it appears logical that such a model can also replay observed behaviour. The other
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way around, a model that cannot replay observed behaviour, is unlikely to be able

to replay unobserved but realistic behaviour. This conceptual relationship between

fitness and generalization is further discussed in Chapter 5.

It can thus be concluded that both fitness measures and precision metrics agree

with each other, respectively. As a result, the validity of these measures is approved.

On the other hand, generalization measures do not measure the same thing. The

fact that one of the generalization measures, i.e. Behavioural Generalization, loads

reasonably high on the fitness-factor is expected to a certain extent. The Alignment-

Based Generalization metric seems to be a very insensitive metric, as the variance is

very low.

4.3.3 Sensitivity

The analysis of correlations and factors implicitly assume that the relations between

different metrics are similar along the whole range, i.e. as well for models with a high

quality as for models with a low quality. However, it is not impossible that some

measures tend to be more optimistic or more pessimistic. Moreover, measures might

undoubtedly agree on models with a very good or very bad fitness, but might judge

models with intermediate fitness differently.

In order to examine the relationships between metrics on a more local level, scatter

plots were drawn for each pair of measures in each dimension. Upon these, Lowess

Smoothing lines were fitted [33]. The distance and difference in slope of the Lowess

Smoothing in relationship with the diagonal line, as well as patterns in the underlying

scatter plot, shows which of the two measures is more sensitive and more optimistic

or pessimistic.

In Figure 4.16a, Lowess smoothing lines are shown which describe the relationships

between the fitness measures. The position and shape of the smoothing line tells us

something about the sensitivity and the level of optimism/pessimism.

When the smoothing line approximates the diagonal, the two measures at hand

score models equally. However, when the smoothing line falls below the diagonal,

the y-axis measure is more pessimistic. When it sits above the diagonal, the y-

axis measure is more optimistic. Moreover, when the direction of the Lowess curve

significantly differs from the diagonal, i.e. it is remarkably steep or flat, it can be said

that there is a difference in sensitivity. I.e. when the Lowess curves turns toward a

specific measure, as is the case in the lower left of Figure 4.16a, it can be said that

this measure becomes less sensitive compared to the other measures.
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(a) Lowess smoothings for Fitness.

Figure 4.16: Lowess smoothings for pairs of metrics within the dimensions Fitness, Preci-
sion and Generalization.
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(b) Lowess smoothings for Precision.

Figure 4.16: Lowess smoothings for pairs of metrics within the dimensions Fitness, Preci-
sion and Generalization (continued).

100



4.3. Results

(c) Lowess smoothings for Generalization.

Figure 4.16: Lowess smoothings for pairs of metrics within the dimensions Fitness, Preci-
sion and Generalization (continued).

Fitness

In Figure 4.16a it can be seen that the smoothing line between Behavioural Recall and

Alignment-Based Fitness is close to the diagonal, which indicates a good correspon-

dence. When models have a higher fitness, Behavioural Recall and Alignment-Based

Fitness score models equally, while Behavioural Recall stays more optimistic as fit-

ness decreases. According to Table 4.7, the average difference between Behavioural

Recall and Alignment-Based Fitness is 0.529. This optimism decreases when the

value for Alignment-Based Fitness increases. The stability reported in Table 4.8 of

0.2809 means that there is only a slightly negative correlation between the value of

Alignment-Based Fitness and the optimism of Behavioural Recall. As such, there are

no obvious signs of insensitivity in one of the two metrics.

Nonetheless, the horizontal line of measurements at the top of the chart shows
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that many models have a perfect fitness for Behavioural Recall while not so according

to Alignment-Based Fitness. Closer analysis of these data points showed that all

these referred to models discovered using the ILP miner. As such, this artefact in the

data is the result of a specific characteristic of the ILP miner — most probably an

abundance in silent transitions and/or source transitions — which causes a problem

in terms of fitness for Alignment-Based Fitness, but not for Behavioural Recall.

Table 4.7: Level of optimism (pessimism) for pairs of fitness measures.

Measure is more optimistic/pessimistic compared to

Alignment-Based Behavioural Token-Based

Fitness Recall Fitness

Alignment-Based Fitness -0.0529 -0.0965

Behavioural Recall 0.0529 -0.0436

Token-Based Fitness 0.0965 0.0436

Although Token-Based Fitness and Alignment-Based Fitness agree on models with

perfect fitness, Token-Based Fitness appears to be more optimistic than Alignment-

Based Fitness when the fitness of a model is lower. The average surplus in Token-

Based Fitness is 0.0965. Furthermore, there is a strong negative correlation between

that surplus and the value of Alignment-Based fitness, meaning that Token-Based

fitness seems to be far less sensitive, as the gap between the Lowess curve and the

diagonal increases when Alignment-Based Fitness goes to zero.

Table 4.8: Stability of optimism (pessimism) for fitness measures.

The level of optimism correlates with level of

of measure Alignment-Based Behavioural Token-Based

Fitness Recall Fitness

Alignment-Based Fitness -0.3236 0.2005

Behavioural Recall -0.2809 0.4629

Token-Based Fitness -0.7367 -0.7976

Finally, Token-Based Fitness also seems to be more optimistic than Behavioural

Recall. However, for models with a good fitness, the two measures correspond nearly

perfect. The vertical line of dots shows that Token-Based Fitness is more sensitive

then Behavioural Recall.
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Table 4.9: Level of optimism (pessimism) for pairs of precision measures.

Measure is more optimistic/pessimistic compared to

Alignment-Based Best-Align Behavioural One-Align

Precision Precision Precision Precision

Alignment-Based Precision 0.1328 0.2203 0.0490

Best-Align Precision -0.1328 0.0874 -0.0839

Behavioural Precision -0.2203 -0.0874 -0.1713

One-Align Precision -0.0490 0.0839 0.1713

Precision

The same Lowess smoothing lines for precision measures are shown in Figure 4.16b.

Compared to Alignment-Based Precision, Best-Align Precision and One-Align Preci-

sion have a perfect correspondence most of the time. Table 4.9 shows a small amount

of optimism compared to One-Align Precision, while it is higher for Best-Align Pre-

cision. This is mainly due to differences when Alignment-Based Precision value are

high. When this is the case, Best Align Precision seems to be very insensitive and

pessimistic, as the Lowess curve gets nearly horizontal. Behavioural Precision appears

to score models more pessimistic on their preciseness compared to Alignment-Based

Precision in all of the cases.The vertical lines of dots that can be seen in each plot

for Alignment-Based Precision, show that the measure is more insensitive compared

to the other precision measures, as many models which appear perfectly precise by

Alignment-Based Precision are judged more pessimistic by other measures.

Table 4.10: Stability of optimism (pessimism) for precision measures.

The level of optimism correlates with level of

of measure Alignment-Based Best-Align Behavioural One-Align

Precision Precision Precision Precision

Alignment-Based Precision -0.2934 -0.4923 -0.3725

Best-Align -0.4511 -0.5694 -0.4753

Behavioural Precision -0.2565 -0.2096 -0.2057

One-Align -0.1931 -0.0848 -0.3631

Best-Align Precision correlates very well with One Align Precision for almost all

models, although One Align Precision is slightly more optimistic (on average by
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0.0839). Compared to Behavioural Precision, Best-Align Precision scores models

equivalently when precision is moderate. However, when Best-Align returns a high

precision value, Behavioural Precision will be more pessimistic. On the other hand,

when Best-Align Precision scores the precision of a model to be very low, Behavioural

Precision tends to be more optimistic. Finally, it can be observed that One-align

returns more optimistic precision values than Behavioural Precision, except towards

the extremes of the range. The horizontal lines of dots that can be observed when

comparing One Align on the one hand, with Best Align and Behavioural Precision

on the other hand, indicate that One Align is less sensitive than the latter two. In

conclusion, Behavioural Precision and Best Align Precision are the most sensitive

measures, followed by One Align Precision. Alignment-Based Precision scores the

least on sensitivity.

Remarkable is the fact that all correlations in Table 4.10 are negative, which means

that discrepancies between each measure Y and X always get larger as X gets larger.

In other words, measures do not agree on the precision of more precise models, while

they agree more on the precision not so precise models.

Generalization

At last, Figure 4.16c shows the relation between the two generalization measures. In

accordance with earlier results, most values for Alignment Based Generalization are

in the vicinity of one. As a result, this measure is very insensitive and always more

optimistic than Behavioural Generalization. However, the factor analysis showed that

these measures do not measure the same aspect anyhow.

Table 4.11 shows that the average level of optimism of Alignment-Based General-

ization is 0.3424. Furthermore, in Table 4.12, it can be seen that there is an almost

perfect negative relationship between this discrepancy and the level of Behavioural

Generalization. The higher the latter number, the lower the distance between that

number and the value for Alignment-Based Generalization. This is only logical, as

the latter acts as a flat ceiling.

4.4 Discussion

Since the number of quality measures introduced in Chapter 2 keeps growing, it is

increasingly important to know how they perform, and how they relate to each other.

Such information is not only needed to be able to select appropriate measures and

interpret them correctly during conformance checking, but also for process discovery

and conformance checking to evolve towards a stable and mature research discipline.
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Table 4.11: Level of optimism (pessimism) for generalization measures.

Measure is more optimistic/pessimistic compared to

Alignment Based Behavioural

Generalization Generalization

Alignment Based Generalization 0.3424

Behavioral Generalization -0.3424

Table 4.12: Stability of optimism (pessimism) for generalization measures.

The level of optimism correlates with level of

Alignment Based Behavioural

Generalization Generalization

Alignment-Based Generalization -0.9751

Behavioural Generalization -0.2160

In this chapter, we looked at feasibility, validity and sensitivity of state-of-the-art

quality measures. An overview of the results on each of these criteria can be found

in Table 4.13.

Alignment-Based Fitness scores good on both validity and sensitivity, but has

problems in terms of feasibility, especially when models tend to be complex. Token-

Based Fitness has less problems with feasibility, although it is still unable to find a

result in 10% of the cases with reasonable effort. Behavioural Recall does not have

any problems at all with feasibility, but scores lower on sensitivity. Especially, it tends

to give models a perfect score while the other measures will be more pessimistic.

Behavioural Precision was found to be the single precision measure to score highly

on all three criteria. Best Align Precision scored remarkably bad on feasibility —

having trouble with one out of every three models — while scoring similarly good

as Behavioural Precision on validity and sensitivity. Alignment-Based Precision has

some problems regarding the validity, showing a low correlation with other precision

measures. Also on feasibility, it was slightly less performing, having problems with

one in every six models. Moreover it was found to be remarkable insensitive compared

to the other measures. Finally, One Align Precision also had issues with insensitivity,

although to a lesser extent. With regards to feasibility, it also had problems with one

out of every six models.

For generalization there were no problems with feasibility, but validity and sen-
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Metric Feasibility Validity Sensitivity

Alignment-Based Fitness 7 3 3

Behavioural Recall 3 3 B

Token-Based Fitness B 3 3

Alignment-Based Precision B B 7

Behavioural Precision 3 3 3

Best Align Precision 7 3 3

One Align Precision B 3 B

Alignment-Based Generalization 3 7 7

Behavioural Generalization 3 7 3

Table 4.13: Summary of the results.

sitivity are problematic. None of the two measures appeared to measure a distinct

concept, Alignment-Based Generalization containing a very low amount of variance

and Behavioural Generalization strongly related to fitness. The latter observation can

be corroborated with the conceptual definitions of the quality dimensions.

As most research is focused on the performance and effectiveness of process dis-

covery algorithms, existing literature on the performance of quality measures itself

is limited. Although this chapter only scratches the surface, it indicates that there

is room for improvement and increased understanding in this area. Moreover, the

relation between generalization and fitness should be further investigated, as well as

the relation between fitness and precision. Finally, further research is needed to find

why certain metrics are more sensitive than others, and whether this relates to certain

characteristics of the behaviour, for instance in terms of work-flow patterns.

4.5 Conclusion

In the context of process discovery, being able to evaluate the quality of obtained

process models as a representation of the process at hand is essential. In order to

do this, different quality dimensions were introduced and for each of the dimensions

several measures were implemented. However, only limited empirical evidence exists

on the behaviour of these measures and their relationships both within and across

different quality dimensions. Nonetheless, the feasibility, validity and sensitivity of

quality metrics are important aspects that need to be considered. In this chapter, a
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large experiment was conducted in order to evaluate these characteristics.

In terms of validity and sensitivity, the results seem to be most problematic in

the case of generalization. This brings us back to the problem of even appropriately

defining this concept which we encountered in Chapter 2. Therefore, in the next

chapter, we will take a step back and focus not primarily on the measures but foremost

on the dimensions. In particular, we ask ourselves whether the classical dimensions are

sufficient, and whether we can improve the overall quality measurement framework.

For this, we will contrast the current dimensions with classical data analysis and

statistics.

Some limitations of the experiment should be addressed. In order to get an as

diverse as possible set of measurements, particular choices have been made while

defining the methodology of the experiment presented above. Each of these decisions

has specific implications on the results.

Firstly, the event logs were simulated using 15 different systems, which were drawn

from 15 different model populations. Among these populations, a distinction was

made between populations of differing complexity. The aim here was to have a set of

systems which were very diverse in terms of process constructs and overall complexity,

and at the same time realistic. Judging by the spread of log statistics and quality

measurements, this aim was clearly accomplished.

However, because of the limited number of systems used, we cannot draw defini-

tive conclusions about differences between model populations. It might for instance

very well be that certain measures perform better in terms of feasibility when there

are relatively less parallel constructs. However, in order to draw such conclusions,

we would need to generate more models with a lower and higher number of these

constructs, and then compare the feasibility of the measures. Future research would

be needed to see whether the validity and sensitivity of measures depends on process

characteristics.

Secondly, the event logs were simulated along different completeness and noise

levels. Here, the definition of noise, and the way it was induced certainly has its

implications on the obtained measures. Since we consider noise to refer to measure-

ments errors or data inconsistencies (and not just infrequent, but correct, behaviour),

adequate attention should be given on how to simulate these errors. Furthermore,

one should take careful consideration of the impact of noise on completeness levels. In

the current experimental set up, both threshold have been defined to be conservative:

the actual completeness could be higher than stated, and the actual amount of noisy

traces could be lower than stated.

While these choices have had their impact on the measurements, their implications
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are inconsequential for the experiment at hand. In fact, varying the completeness and

noise of event logs was only done to diversify the event logs used. Since the levels

itself have not been used in the analysis itself, it is less critical that they are either

optimistic or pessimistic. On the other hand, it is critical that noise is introduced

in realistic ways, such that the results can be generalised to real-life situations. As

such, the precise definition of noise should be taken into account when interpret-

ing or generalising the results. More future research will be necessary in order to

understand whether the definition of noise, or perhaps the different types of noise,

has a consequential impact on the feasibility, validity and sensitivity of the measures

considered.

Finally, five different process discovery algorithms were used, in order to have a

diverse set of models for quality measurements. Theoretically, the origin of a process

model is irrelevant to its quality measurement. However, it has already been shown

that the specific mix of models used does impact the analysis, because of their specific

search space. For example, while fitness and precision are in reality independent

concepts, the mix of algorithms in Figure 4.14 makes it appear as if they are not.

In order to mitigate the effects of certain (combinations of) discovery algorithms,

we have made sure to consistently test whether results discussed in Section 4.3 also

applied when controlling for the discovery algorithm, and indicated if they did not.

It can clearly be seen in Figures 4.11, 4.14 and 4.16 that these methodology choices

have resulted in a very diverse set of event logs and models, and thus a very diverse set

of measurements, as intended. As a result, we can confidently say that the conclusions

for each of the measures are representative of their general behaviour, and not only

for a narrow segment of models or event logs.
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Chapter 5

Reassessing the Quality Framework

Once you have accepted a theory,

it is extraordinarily difficult to

notice its flaws.

Daniel Kahneman

5.1 Introduction

T
he results of process discovery and consecutive analyses are often directly

based on a sample of event data that may not have captured all possible/ac-

tual behaviour correctly or completely. However, the question whether these

results also apply to the real, underlying process typically remains unanswered. In or-

der to solve this, there is a need for unbiased estimators of the quality of a discovered

model as a representation of the underlying process. The adequacy of the established

quality dimensions fitness, precision and generalization is typically only demonstrated

using a limited set of special cases, such as flower models or models enumerating one

or more traces [49, 115]. Hence, a critical analysis of these classical dimensions, both

on theoretical and empirical grounds, is missing and certainly necessary for process

discovery to evolve towards a mature research discipline.

In this chapter, we take a step back from the measures and focus instead on

the framework of dimensions itself. We extend the established distinction between

exploratory and confirmatory data analysis from traditional statistics to process dis-

covery. As a result,

• we propose a new paradigm to quantify the quality of discovered process models,

depending on the type of analysis and discuss its necessity,
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• we empirically analyse the difference between the perspectives and investigate

possible biases when using metrics for a different purpose than the one they

were designed for.

This chapter is based on the work in Janssenswillen, G., Jouck, T., Creemers,

M., and Depaire, B., 2016. Measuring the quality of models with respect to the un-

derlying system: an empirical study. Lecture Notes in Computer Science. [83] and

Janssenswillen, G., and Depaire, B. (2018). Towards confirmatory process discovery:

making assertions about the underlying system. Journal of Business & Information

Systems Engineering (Forthcoming). [80].

5.2 Exploratory versus confirmatory process discovery

The data science field largely originated from the discipline of statistics during the

last decades of the 20th century [129]. Within statistics, the emphasis has historically

been on confirmatory analysis, relying on the well known paradigms of testing and

estimation [58], to confirm or reject a stated hypothesis. However, confirmatory

techniques are not designed to find hypotheses. Only when one has a certain clearly

formed idea or hypothesis and data which can be exploited to elucidate that idea, one

can use confirmatory statistics to investigate whether or not the idea is justified in

light of the evidence [53].

With the arrival of more computational power, and the increase of readily avail-

able data, the field of exploratory data analysis (EDA) emerged [128]. Exploratory

analyses are typically the starting point for a line of research, when no specific statis-

tical hypotheses are specified. It mainly encompasses methods to plot your data and

transform it. Even when the question to be answered is perfectly clear, the analysis

can benefit from exploratory analysis to test whether underlying assumptions for the

confirmatory tests are met and by highlighting and subsequently neutralizing other

variables which might have an impact on the question asked.

Exploratory and confirmatory methods are not each other’s competitors, but

rather go hand in hand. Exploratory analysis will both lead to new ideas to be

tested, and perhaps new data to be collected. Moreover, it will form the groundwork

for the confirmatory analysis. In confirmatory analysis, it is investigated whether the

insights learned from the sample can be applied to the population as a whole. While

confirmatory analysis can be seen as the work conducted in a law court to determine

guilt based on evidence, exploratory analysis can be seen as the indispensable detec-

tive work that has to be performed in advance. Through exploring data, one wants

to find clues, get ideas and follow up on them in search for new hypotheses [53]. It is
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clear that one cannot exist without the other, but they are complimentary, and can

be used in alternation or parallel.

The concept of a sample from statistics finds its equivalent in process mining as

the event log L. On the other hand, we defined the system S [26] as the population

of process behaviour. The system thus refers to the underlying process, the way work

is done. Just as in traditional statistics, the system and event log are not equal, as

the event log is only a sample and can contain noise, i.e. measurement errors and

inaccuracies. This was shown conceptually in Figure 2.6, originally introduced in [26].

In the following paragraphs, we introduce 4 conceptual dimensions which can be used

instead of the classical dimensions for exploratory or confirmatory analysis.

Model-log similarity

In the case of exploratory analysis, it is important that there is a tight correspondence

between the event log and the model. The fit between an event log and a process

model is monitored by two ratios [26], log-fitness and log-precision. Given event log

L, the log-fitness and log-precision of a model M can be defined as follows. In these

definitions, we assume that the amount of behavior in S, M and supp(L) is countable,

which is reflected by a count function #(. . . ), just as in Chapter 2.

Definition 5.2.1 (Log-fitness). Log-fitness is a function FL : M×L→ [0, 1], which

quantifies how much of the behavior in the event log is captured by the model. This

can be defined conceptually as [26]:

FL = FL(M,L) =
#(supp L ∩M)

#(supp L)
(5.1)

Definition 5.2.2 (Log-precision). Log-precision is a function PL : M × L → [0, 1],

which quantifies how much of the behavior in the model was recorded in the event log.

This can be defined conceptually as [26]:

PL = PL(M,L) =
#(supp L ∩M)

#(M)
(5.2)

Only when both log-fitness and log-precision are equal to 1, then supp(L) = M ,

i.e. the event log and the model represent exactly the same behaviour. These metrics

are orthogonal to each other, which makes it possible to construct models which score

poorly on one criterion and excellent on the other. Acting as complementary forces,

maximising log-fitness and log-precision simultaneously maximises the fit between

the model and the event log. Note that log-fitness and log-precision coincide with the

classical definition of fitness and precision introduced in Chapter 2.

111



5. Reassessing the Quality Framework

Model-system similarity

For confirmatory analysis, one would like to reject or accept hypotheses such as Model

M1 is more likely than Model M2 to be the real underlying system. In order to do

this, it is necessary to estimate how well a model M represents the system S.

By drawing the analogy, it is evident that two similar dimensions are needed to

quantify the match between the model and the system. Firstly, there is a need for a

metric that ensures the selection of models that contain all possible real behaviour.

Secondly, a metric that favours the selection of models that only contain real behaviour

is needed. Therefore, given the system S, the system-fitness and system-precision of

a model M can be defined as:

Definition 5.2.3 (System-fitness). System-fitness is a function FS : M×S→ [0, 1],

which quantifies how much of the behaviour in the system is captured by the model.

This can be defined conceptually as [26]:

FS = FS(M,S) =
#(S ∩M)

#(S)
(5.3)

Definition 5.2.4 (System-precision). System-precision is a function PS : M× S→
[0, 1], which quantifies how much of the behavior in the model is part of the system.

This can be defined conceptually as [26]:

PS = PS(M,S) =
#(S ∩M)

#(M)
(5.4)

While there are some similarities between system-fitness and generalization, the

latter as defined in Chapter 2, there is no counter part for system-precision in the

original framework, a gap in the quality dimensions which was noted earlier in [44].

5.2.1 Problem statement

In a real-life process mining project, there is an inherent difference between log-

measures and system-measures because of sampling error and observational errors.

Given the complexity of business processes, it is unlikely that all the possible be-

haviour and dependencies in a process can be recorded in a reasonable time span. As

a result, log-precision might be lower than system-precision because the model allows

for unrecorded but correct behaviour. On the other hand, there can be measurement

errors in the data. These can lead to a log-fitness which is lower than system-fitness,

because the model is penalised for not being able to replay behaviour which turns

out to be incorrect. Furthermore, measurement errors can have an opposite impact
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on precision, and sampling error can have an opposite impact on fitness. However,

system-based measures cannot be computed since the system is generally unknown in

reality. As a result, the question is whether the existing log-based measures are good

estimators of their system-based counterparts. To this end we define

∆F (L,M,S) = FL(M,L)− FS(M,S) (5.5)

∆F can be computed for each of the existing fitness metrics. For example, to

investigate the quality of Token-Based Fitness as an estimator of system-fitness, we

inspect ∆Ftb(L,M,S) = Ftb(M,L) − Ftb(M,S). By using the Token-Based Fitness

measure itself in the calculation of the system-fitness, any measure-dependent effects

are ruled out.

The same analysis is conducted for precision, where we define ∆P as

∆P (L,M,S) = PL(M,L)− PS(M,S) (5.6)

Using an empirical analysis, we will examine whether the existing quality log-

based measures are indeed unbiased estimators of system-quality. Formally, the next

two hypotheses are tested for each existing measure:

H0 : ∆F = 0 H1 : ∆F 6= 0 (5.7)

H0 : ∆P = 0 H1 : ∆P 6= 0 (5.8)

The methodology of the empirical examination is detailed below.

5.3 Methodology

In order to analyse the quality of the introduced measures as unbiased estimators

of the fit between a discovered model and the underlying system, an experiment is

conducted consisting of the following steps:

1. Generate systems

2. Calculate number of paths

3. Simulate logs

4. Discover models

5. Measure log-quality

6. Measure system-quality

7. Statistical analysis
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Table 5.1: Experimental setup.

Step Characteristic Value

1 Number of systems 10

3 Completeness Levels 100%, 75%, 50%, 25%

Noise levels 0%, 5%, 10%, 15%

Number of logs 800 logs

4 Discovery algorithms Heuristics [135]

Inductive [95]

ILP [136]

Number of models 2400 models

5 Fitness Token-Based Fitness [115]

Behavioural Recall [59]

Alignment-Based Fitness [6]

Precision Alignment-Based Precision [6]

Behavioural Precision [22]

One Align Precision [12]

Best Align Precision [12]

Generalization Alignment Based Generalization [6]

Behavioural Generalization [22]

A schematic overview of the methodology is shown in Figure 5.1 and details can be

found in Table 5.1. Note that the methodology is based on the proposed methodology

in [132], just as in the previous chapter. Note that for step 1 till 5, we rely on Chapter

5. As such, we will only briefly discuss these steps were needed. For more details

about the systems and the logs, we refer back to the descriptive statistics shown in

Chapter 4.

5.3.1 Generate systems

Systems 1 till 10 from Chapter 4 were used for the experiments in this chapter.

Systems 11 until 15 will not be used further given the issues with feasibility. Only for

12% of these models the complete set of measures were obtained. Given the fact that

even more measures are needed in this experiment — i.e. system measures — it can

be expected that this number will even be lower. As such, we will focus on system 1

until 10 instead.
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Figure 5.1: Schematic overview of methodology

5.3.2 Simulate logs

Next to the logs that were already simulated in the previous Chapter, a additional

set of ground truth event logs were generated for each systems — i.e. logs which are

complete and have no noise. For each system, five ground truth logs were created

for the measurement of system-quality. It was chosen to use five logs instead of a

single log to limit the influence of sampling. While all ground truth event logs are

guaranteed to contain the same amount of behaviour, there can be differences in the

frequencies of traces because of the random simulations.

5.3.3 Discover models

In contrast to the experiment in Chapter 4, the Flower Miner and Alpha Miner are

not used for this experiment. In particular, Flower Miner does not provide very
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realistic models, which would make its inclusion in this experiment irrelevant. The

Alpha Miner was not considered further because of the poor quality of the discovered

models.

5.3.4 Measure log-quality

After the event logs are generated and the models are discovered, the same quality

measures as those in Chapter 4 are applied to each discovered process model and the

event log it was learned from. Since there are 2400 process models and 9 quality

measures, this results in a total of 21600 measurements.

5.3.5 Measure system-quality

Next to the log-quality, also the system-quality of process models is measured. This

is done by applying each of the fitness and precision measures with respect to the

ground truth event log for each of the systems, as to compute system-fitness and

system-precision of these models. This means that for each model there are actually

3 system-fitness measures and 4 system-precision measures.

Note that the ground truth event logs of the systems are used for several reasons.

Firstly, there are no metrics for quantifying a notion of fitness and precision between

two process models, which is solved by representing one of them as an equivalent event

log. Secondly, the systems are better candidates to be represented by a ground truth

event log than the models, as the latter may not be sound. Deadlocks or livelocks

might cause problems when simulating the models. Also, the calculated number of

paths is essential to assure the ground truth event logs are complete. Calculating

the number of paths in the discovered models might not be feasible for all discovered

models, as the technique in [81] requires block-structuredness, which is not guaranteed

by ILP-miner and Heuristic miner. Finally, from the viewpoint of comparing log-

measures with system-measures, it appears more logical to use the discovered model

in the same appearance (i.e. as a process model) in both measurements. The system-

quality of each model is determined by computing the measures between the model

and each of the five ground truth event logs, and averaging over the obtained number.

While all ground truth event logs are guaranteed to contain the same amount of

behaviour, there can be differences in the frequencies of traces because of the random

simulations.

116



5.3. Methodology

5.3.6 Statistical analysis

The analysis of the results consists of two parts. The first part analyses the difference

between log-measures on the one hand, and system-measures on the other hand. The

aim here is to see whether log-fitness is an adequate proxy for system-fitness, as well

as whether log-precision is an adequate proxy for system-precision. The second part

analyses the relationship between generalization measures and system-fitness.

Log versus system-perspective

In order to analyse the difference between log-fitness and system-fitness, and log-

precision and system-precision, we investigate whether the existing fitness and preci-

sion measures can be used as an unbiased estimator for system-fitness and system-

precision, respectively. This means that

E[∆F ] = 0 (5.9)

and

E[∆P ] = 0 (5.10)

regardless of the amount of noise or level of completeness of the log. Recall that ∆F

and ∆P are defined as follows:

∆F (L,M,S) = FL(M,L)− FS(M,S) (5.11)

∆P (L,M,S) = PL(M,L)− PS(M,S) (5.12)

The distribution and expected values of ∆F and ∆P under different circumstances

in terms of noise and completeness are analysed both visually and using t-tests.

Generalization

Although the concept of generalization, as discussed in Section 2.2, does not directly

fit in the perspectives proposed in Section 5.2, it is to some extent related to system-

fitness. As a result, next to log-fitness metrics, generalization metrics might be a

viable candidate as estimators for system-fitness. In order to analyse the quality of

generalization metrics as unbiased estimators, we compare their value with system-

fitness. In this analysis, Alignment-Based Fitness is chosen as the reference system-

fitness, as it is considered as a state-of-the-art fitness-metric and also scored good on

validity and sensitivity in the previous chapter. Formally, we define

∆G(L,M,S) = GL(L,M)− FSab(M,S) (5.13)
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The distribution of ∆G is analysed in the same way as those related to fitness

and precision, i.e. both graphically and using t-tests. Not only will the generalisation

measures be compared with each other to see which is the best predictor of system-

fitness, but we will also compare them to fitness measures, in order to examine whether

generalization measures actually provide added value in the estimation of system-

quality.

5.4 Results

5.4.1 Log versus system-perspective

Fitness

Figure 5.2 shows that the influence of completeness and noise on the distribution of

∆F is quite different. Note that in this and subsequent figures, there is a data point

for each combination of simulated event log, discovered model, and quality metric

used. In Figure 5.2a it can be seen that, if the completeness of the log decreases,

log-fitness measures remain unbiased estimators of system-fitness, but their precision

as estimator decreases.

On the other hand, when the amount of noise in the event log increases — keeping

completeness constant — both the variance of ∆F increases and its expected value

decreases. In the presence of noise, log-fitness measures are thus biased estimators of

system-fitness; they underestimate real system-fitness.

Table 5.2 shows the extent of the biases in more detail for each of the measures.

T-tests were conducted to see whether the mean ∆F was equal to zero or not, under

the various circumstances. The annotated ∗’s indicate whether ∆F is significantly

different from zero in a certain situation. In order to correct for multiple testing,

the Bonferroni correction was applied. It can be observed that the impact of incom-

pleteness (in the absence of noise) is limited, with only a few statistically significant

differences. However, when the logs contain noise, there are statistically significant

underestimations of system-fitness. It should be noted that Behavioural Recall is

more robust for noise, having a remarkably lower bias compared to the other two

metrics. On the other hand, it has a greater bias in the absence of noise. As such,

in case where only completeness is known to be a problem, it would be more safe to

use Alignment-Based Fitness or Token-Based Fitness, while Behavioural Recall is a

better option when the log is known to be noisy.
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(a) Distribution of ∆F for different levels of completeness, while noise is constant at 0%.
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Figure 5.2: Impact of completeness and noise on ∆F .
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Table 5.2: Mean ∆F for fitness metrics under differing noise and completeness levels.

Noise

Metric Completeness 0% 5% 10% 15%

Alignment-Based 100% -0.0002 -0.0071∗∗∗ -0.0144∗∗∗ -0.0212∗∗∗

Fitness 75% -0.0013 -0.0081∗∗∗ -0.0158∗∗∗ -0.0217∗∗∗

50% 0.0002 -0.0066∗∗∗ -0.013∗∗∗ -0.0209∗∗∗

25% 0.0011 -0.0051∗ -0.0115∗∗∗ -0.0181∗∗∗

Behavioural 100% 0.0011∗∗ -0.0017∗∗∗ -0.0047∗∗∗ -0.0069∗∗∗

Recall 75% 0.0003 -0.0017∗∗∗ -0.0049∗∗∗ -0.0076∗∗∗

50% 0.0024∗∗∗ -0.002∗∗∗ -0.0043∗∗∗ -0.008∗∗∗

25% 0.0033∗∗ 0.0011 -0.0034∗∗∗ -0.0057∗∗∗

Token-Based 100% 0.0007 -0.0069∗∗∗ -0.0155∗∗∗ -0.023∗∗∗

Fitness 75% 0.0011 -0.0049∗∗∗ -0.0106∗∗∗ -0.0195∗∗∗

50% 0.0016 -0.0037∗∗∗ -0.011∗∗∗ -0.017∗∗∗

25% 0.0024 -0.0014∗∗ -0.006∗∗∗ -0.0082∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Based on Wilcoxon signed rank test with Bonferroni correction

Precision

Figure 5.3a shows that when event logs are incomplete, precision measures are increas-

ingly underestimating system-precision, while Figure 5.3b shows that they overesti-

mate system-precision in case of noisy logs. The mean ∆P for different levels of noise

and completeness is shown in Table 5.3. In this case, both noise and completeness

have a statistically significant impact on ∆P .

In general, it can be stated that incompleteness of the event log always leads to

an underestimation of system-precision, while noise results in an overestimation. Log

incompleteness means that models are compared with fragmentary process behaviour.

Consequently, the precision of the model when compared to the fragmentary log will

be lower than when compared to the full system. Logs that contain noise appear

to have more behaviour. Log-precision will therefore be inflated. The analysis shows

that both effects are statistically significant. However, making assumptions about the

completeness and the amount of noise of a given event log is a non-trivial task. As a

result, quantifying the bias in a particular case would not be straightforward.

5.4.2 Generalization

Figure 5.4 shows the impact of both incompleteness (Fig. 5.4a) and noise (Fig. 5.4c)

on ∆G. It can be seen that there is a clear distinction between the Alignment-Based

Generalization and Behavioural Generalization. Although ∆G is more or less stable
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Figure 5.3: Impact of completeness and noise on ∆P .
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Table 5.3: Mean ∆P for precision metrics under differing noise and completeness levels.

Noise

Metric Completeness 0% 5% 10% 15%

Alignment-Based 100% -0.0002 0.0415∗∗∗ 0.0453∗∗∗ 0.0597∗∗∗

Precision 75% -0.0032∗∗∗ 0.0339∗∗∗ 0.043∗∗∗ 0.049∗∗∗

50% -0.0101∗∗∗ 0.0268 0.0379∗∗∗ 0.0384∗∗∗

25% -0.0225∗∗∗ 0.0018∗ 0.0093 0.0122

Best Align 100% 0.0013 0.0412∗∗∗ 0.0538∗∗∗ 0.0636∗∗∗

Precision 75% -0.0066∗∗∗ 0.0201∗∗∗ 0.0161∗∗∗ 0.0308∗∗∗

50% -0.015∗∗∗ 0.0085 0.0118 0.0104

25% -0.0394∗∗∗ -0.015 -0.0063 -0.0111

Behavioural 100% -0.0012∗∗∗ 0.0595∗∗∗ 0.0728∗∗∗ 0.0837∗∗∗

Precision 75% -0.0055∗∗∗ 0.0265∗∗ 0.0425∗∗∗ 0.053∗∗∗

50% -0.0101∗∗∗ 0.0157 0.0185 0.0246

25% -0.0254∗∗∗ -0.0073 -0.0088 -0.0047

One Align 100% -0.0004 0.0334∗∗∗ 0.042∗∗∗ 0.0467∗∗∗

Precision 75% -0.0049∗∗∗ 0.0174∗∗∗ 0.0262∗∗∗ 0.0315∗∗∗

50% -0.0156∗∗∗ 0.0069 0.012∗∗ 0.0152∗∗

25% -0.0381∗∗∗ -0.0124∗∗∗ -0.0064 -0.0013

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Based on Wilcoxon signed rank test with Bonferroni correction

for both metrics when the completeness of event logs decreases, this is not the case

when the amount of noise increases.

Moreover, the impact of noise does not seem to be linear. For Alignment-Based

Generalization there is a sudden increase in ∆G when the amount of noise is increased

from 0% to 5%. As a result, this generalization metric overestimates system-fitness.

However, when noise increases further than 5%, there is no increase in the overestima-

tion. On the other hand, the pattern for Behavioural Generalization is more erratic,

with a strange underestimation for logs with 10% noise, while the bias remains limited

at other levels of noise.

For comparison, the distributions of ∆F shown in Figure 5.2 are repeated next

to the distributions of ∆G for completeness (Figure 5.4b) and noise (Figure 5.4d). It

can be seen that the fitness measures clearly are better at estimating system-fitness

than the generalisation measures are, in terms of the size of the bias as well as the

variation of the bias.

The mean values of ∆G in Table 5.4 show that for both metrics, ∆G is statistically

different from zero in nearly all situations where noise or incompleteness is the case.

This indicates that Behavioural generalization is consistently underestimating system-

fitness, even in the absence of noise and for complete event logs.
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Table 5.4: Mean ∆G under differing noise and completeness levels.

Noise

Metric Completeness 0% 5% 10% 15%

Alignment-Based 100% -0.0001∗∗ 0.0101∗∗∗ 0.0099∗∗∗ 0.0175∗∗∗

Generalization 75% -0.0052∗∗∗ 0.0053∗∗∗ 0.0066∗∗∗ 0.0077

50% -0.0141∗∗∗ -0.0048∗∗∗ 0.0046∗∗∗ 0.0038∗∗∗

25% -0.0291∗∗∗ -0.0298∗∗∗ -0.0275∗∗∗ -0.0278∗∗∗

Behavioural 100% -0.0054 -0.244∗∗∗ -0.2487∗∗∗ -0.2529∗∗∗

Generalization 75% -0.0075 -0.2323∗∗∗ -0.2527∗∗∗ -0.2574∗∗∗

50% -0.0073∗∗∗ -0.194∗∗∗ -0.2241∗∗∗ -0.2431∗∗∗

25% -0.0126∗∗ -0.1466∗∗∗ -0.1807∗∗∗ -0.2∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Based on Wilcoxon signed rank test with Bonferroni correction

5.5 Discussion

When assessing the quality of a process model, often the implicit goal is to find out

whether it reflects the underlying, unknown process, on the basis of the sample of

event data that has been collected. However, the ability of current metrics to assess

the similarity between a process model and the underlying system has never been

explicitly tested. As a result, one should be careful when interpreting the obtained

measures.

The empirical analysis described in this chapter shows that the fitness and preci-

sion measures are indeed biased estimators of system-fitness and system-precision in

realistic circumstances, i.e. in the presence of noise and incomplete event data.

Noise leads to overestimation of system-precision and underestimation of system-

fitness, while incompleteness has the opposite effect. While the direction of the biases

are intuitive, the empirical study has shown how severe they are in terms of the level

of noise and incompleteness used. Nonetheless, estimating what the amount of noise

or the level of log completeness is in a specific practical context is a difficult task.

It can thus be concluded that, given the measures which are available today,

we are not able to confidently quantify which model is the best representation of

the underlying process under consideration, which is definitely an obstacle to evolve

towards confirmatory process discovery. It is therefore important not to derive too

many conclusions when using fitness and precision metrics, as they only assess the

log-perspective.

If one would still like to have an estimate for system-fitness, the results suggest that

Behavioural Recall is much more robust against the influence of noise than the other
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two measures, while those can better cope with incompleteness. Furthermore, the

fitness measures are much better positioned to estimate system-fitness than the gen-

eralization measures are, which are strongly biased. Finally, it seems that Alignment-

Based Precision has the smallest bias when used for estimating system-precision, both

with regards to the impact of incompleteness and noise.

5.6 Conclusion

Since the emergence of the process mining field, the focus has been largely on ex-

ploratory and descriptive data analysis. In other words, the main emphasis was on

the sample of event data under consideration, while limited to no efforts have been

done to statistically confirm findings. For process discovery to mature as a research

field and in order to increase adoption of process discovery techniques in industry, the

latter step is however essential.

In this chapter, we connected the process discovery context with the traditional

concepts and exploratory and confirmatory analysis in statistics and data science. In

particular, when checking the quality of discovered process models, it is important to

be aware whether the conclusions of process discovery techniques only apply to the

sample of the event data, or conversely apply to the broader context of the process

itself. In order to make these kinds of assertions about the system, it is shown that

new quality dimensions are needed.

An empirical analysis showed that current fitness and precision metrics, which are

targeted towards log and model, are biased estimators of the resemblance between

model and the underlying system. As a result, although they are fine for measuring

the quality of a model as a representation of the log, they should not be used when the

goal is to make statements about the real process. Furthermore, the generalization

dimension has been identified as a vaguely defined concept which is unable to prop-

erly grasp the relation between model and system. The implemented generalization

metrics are moreover unfit to estimated system-fitness or system-precision.

The experiment described in this chapter has some limitations. Firstly, although

the empirical analysis was performed using a set of systems generated with various

parameter settings, the instances are too limited to compare the impact of individual

parameters on the measurement biases. Further research would be needed to see

whether the biases can be linked to characteristics in the process, and thus be analysed

in increased detail. Moreover, while the results can be generalised to the populations

described in Table 4.2, additional research is needed to determine the whether these

parameters adequately represent realistic process models.
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Secondly, since the algorithm for noise induction does not strictly ensures that

the resulting traces are incorrect, the noise threshold is an upper bound and the

completeness threshold is a lower bound. While this creates difficulties in interpreting

the results of the experiment, it is less relevant from a practitioners point of view, in

which the amount of noise and completeness is unknown in any case.

Thirdly, only three discovery algorithms were used in the experiment, each with

default settings. While the aim of the experiment was not to compare different algo-

rithms, further research is needed to verify whether the biases can be generalized to

other sets of models.

We believe that additional insights from fields such as statistics and machine

learning can facilitate the finding of solutions. Traditional statistical inference could

provide answers when event logs are regarded as sets of traces with individual quality

measures over which a standard deviation can be computed. Moreover, a promising

track for further research would be to compare a set of possible models using Bayesian

inference, in order to estimate the likelihood that they represent the underlying sys-

tem, given the data.
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Chapter 6

Towards Mature Conformance Checking

Forward movement is not helpful,

if what is needed is a change of

direction.

David Fleming

T
his chapter formulates the overall conclusion of Part II, providing a syn-

thesis of previous chapters in Section 6.1, together with challenges and rec-

ommendations for future research in Section 6.2.

6.1 Synthesis

A summary of the results of the previous chapters is shown in Table 6.1. In the

subsequent Sections, the results will be described in more detail for each dimensions,

and recommendations on the usage and future development of measures will be given.

6.1.1 Fitness

For fitness, three measures were analysed in detail: Alignment-Based Fitness [6],

Behavioural Recall [22] and Token-Based Fitness [115]. It was found that Alignment-

Based Fitness had the biggest issues with feasibility — the required time and storage

needed to calculate the measure — followed by Token-Based Fitness, which had fewer

problems, while Behavioural Recall had no problems at all.

A factor and correlation analysis both indicated that the three measures are highly

related. Nevertheless, when compared in detail, it was found that Behavioural Recall

is relatively insensitive for some fitness problems — scoring models with perfect fitness
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Measure Feasibility Validity Sensitivity Unbiased estimator

F ab 7 3 3 B

ne 3 3 B B

tb B 3 3 B

P ab B B B B

ne 3 3 3 7

ba 7 3 3 7

oa B 3 B 7

G ab 3 7 7 7

ne 3 7 3 7

Table 6.1: Summary of the results of Chapter 4 and 5. F = Fitness, P = Precision, G = Gen-
eralization, ab = Alignment-Based, ne = Behavioural, tb = Token-Based, ba = Best Align, oa = One
Align.

in contradiction to the other measures. Furthermore, it was found that Token-Based

Fitness is more optimistic than Alignment-Based Fitness and Behavioural Recall.

When used as estimators for the fitness with the underlying process, i.e. system-

fitness, biases exist under the influence of noise and incompleteness of the event log. In

general, it appears that the bias as a result of incompleteness is limited for Alignment-

Based Fitness and Token-Based Fitness, while Behavioural Recall is more robust to

noise.

In conclusion it can be said that there is a trade-off between sensitivity and prac-

tical feasibility of the measures. In case that the event log and model are not of

exuberant complexity, it is advised to use Alignment-Based Fitness, whereas in the

case that the complexity poses problems in terms of memory and time constraints,

one can opt for Behavioural Recall. The latter however is insensitive for certain fitness

issues and should be used with caution. While Token-Based Fitness has less problems

with both feasibility and insensitivity, it suffers strongly from representational bias

— an issue not specifically addressed in the experiments. It should therefore also be

used with caution, especially when comparing two or more models — in which case

any reported difference might be the result of a different Petri Net representation,

and not necessarily of different behaviour.

The above recommendations should be taken into account in the first place with

regards to measuring the similarity between model and log. When estimating system-

fitness it should further be noted that each of the measures is biased, especially when

the event log contains noise.

It should be noted that further research to optimise the feasibility of alignments is
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being done, e.g. [48], and clearly needed. Moreover, additional empirical analysis is

required to investigate the root cause of Behavioural Recall’s insensitivity in certain

cases in order to find out how to correct this, if needed.

6.1.2 Precision

For precision, four measures were investigated: Alignment-Based Fitness [6], Best

Align Precision [12], Behavioural Precision [22], and One Align Precision [12]. Among

those, most practical issues were observed with Best Align Precision, followed by

Alignment-Based Precision and One Align Precision. Again, no issues at all surfaced

for Behavioural Precision.

The correspondence between the precision measures was found to be remarkably

less strong compared to the correspondence between fitness measures, and furthermore

appears to depend on the discovery algorithm used. While the measures strongly agree

on models discovered by the flower miner and inductive miner, they agree less on

models discovered by the alpha, heuristics and ILP miner. The most probable reason

for this difference is that the latter do not guarantee that the discovered models are

sound, which can lead to strange effects in the model. For the ILP miner, it could be

seen that Alignments-Based Precision returns atypical results, while for the heuristics

miner deviating results were found for Behavioural Precision. For the Alpha miner, all

4 measures were less strongly related in general, although the most notable difference

here was found for Behavioural Precision, Alignment-Based Precision and Best Align

Precision.

With regards to the sensitivity, Alignment-Based Precision was found insensitive

compared to all other measures. Furthermore, One Align Precision was found insen-

sitive compared to Best Align and Behavioural Precision, and Best Align Precision is

slightly insensitive when compared to Behavioural Precision. Behavioural Precision

and Best Align Precision are the least insensitive of all precision measures as a result.

With regards to their ability to estimate the precision with respect to the under-

lying process, i.e. system-precision, each of the measures is biased when the log is

incomplete and/or contains noise. However, it can be observed that the Alignment-

Based Precision’s bias is generally smaller compared to the other metrics, as well for

noisy as for incomplete logs.

For measuring log-precision, using the Behavioural Precision is most advisable.

The other measures — all alignment-based — suffer from limitations with regards to

feasibility or are to certain extent insensitive for particular phenomena. Compared

to fitness measure, the precision measures score much worse as unbiased estimators

of system-precision, and should not be used as such. The only slight exception here
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is Alignment-Based Precision, which shows smaller biases. Peculiar here is that this

measure was also found to be weakly correlated to other precision measures in certain

cases. An interesting question for future research is therefore why this is the case,

and whether the approach taken by Alignment-Based Precision is more suited for

measuring system-precision than log-precision, and can be optimised as such.

6.1.3 Generalization

The story for generalization is much different from that of fitness or precision. Firstly,

remarkably less implementations exists for generalization, and the ones that do use

very different approaches. The metrics considered in the experiments in previous

chapters are Alignment-Based Generalization [6] and Behavioural Generalization [22].

Both metrics were found to be very different from each other, having a nearly

zero correlation. Alignment-Based Generalization did not significantly correlate with

any other measure at all, while Behavioural Generalization was found to be relatively

strongly correlated with fitness measures — though not as strongly as fitness measures

are correlated with each other. When generalization is interpreted as system-fitness,

the latter observation does not come at a surprise — log-fitness and system-fitness

should clearly be expected to be correlated. However, Behavioural Generalization

does not perform better as an unbiased estimator of system-fitness when compared

to the use of fitness measures. As a result, it is not advised to use these measures

at all, and future research related to generalization is much required. The following

section will further elaborate specifically on this subject, among other things.

6.2 Future research

The experiments of previous chapters and their conclusions indicate several important

challenges to be tackled by future research — related to process quality measurement

itself as well as to the empirical evaluation — which are further described in the next

paragraphs.

6.2.1 System-fitness and system-precision

Since the moment that system-fitness and system-precision were firstly recognised

as two different distance measures between model and system in [26], they have not

received the status they deserve. The claim in [26] that system-precision is irrele-

vant when fitness, precision and generalization — i.e. system-fitness — are taken

into account, partly explains why system-precision is largely overlooked. Similarly
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is the inadequacy of existing literature to guide practitioners in balancing the dif-

ferent quality dimensions, a balance which is often mentioned but never elaborately

discussed.

The allegation that system-precision is irrelevant is unfounded. As Chapter 5

illustrated, there are two orthogonal criteria to measure the similarity between event

log and model, and equivalently two orthogonal criteria are needed to measure the

similarity between model and system. Furthermore, given the fact that log and system

will not be identical in typical situations, it is impossible to optimise both log-precision

and system-fitness — i.e. generalization — at the same time. When the event log

is incomplete, it is not feasible to have a model that is both precise with respect

to the log — not allowing for additional behaviour — and also fitting the same —

allowing for all system behaviour, both seen and unseen. Likewise is it unreasonable

to maximise log-fitness and system-precision simultaneously. A model cannot at the

same time perfectly fit with an event log, including all measurement errors, and also

allow for real system behaviour only.

Instead, distinguishing between a log and system perspective — as proposed in

Chapter 5 — is crucial in order to recognise the existing trade-off in the measurement

of process model quality, and will facilitate future development of appropriate quality

measures.

As such, we strongly recommend an adjusted set of quality dimensions as shown in

Figure 6.1 in which both fitness and precision take on different interpretations based

on the perspective taken, while simplicity takes the place of a third dimension which

only takes into account the model characteristics. While the concept of generalization

is still relevant and embedded in the proposed paradigm, its use as a separate one-

dimensional quality dimension is illogical and incomplete, of which the analyses in

foregoing chapters provide ample evidence.

In order to evolve towards this new framework, some important challenges can be

recognised. Firstly, there remains the question on how to measure system-fitness and

system-precision. Secondly, also the orthogonality of different dimensions, i.e. fitness

versus precision, is of relevance. Both are discussed below.

Measuring system-quality

Based on existing literature on similar problems, three different approaches to mea-

suring system-quality can be distinguished. The first approach would be to simply

distinguish between log and system-quality, under the assumption that there is no

bias, and log measures are good, unbiased estimators of system measures. The sec-

ond approach would be to develop separate measures, that through incorporating
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Fitness Precision Simplicity

Log-perspective log-fitness log-precision

System-perspective system-fitness system-precision

simplicity

Figure 6.1: An adjusted paradigm for process model quality measurement.

certain assumptions and workarounds aim to solve the biases that exist and pro-

vide reliable estimates of system-quality. The third approach would be to use k-fold

cross-validation.

The first approach — using log-measures as estimates of system-measures — was

investigated in this thesis and was found to be unsatisfactory, as discussed in Chap-

ter 5. The same goes for the second approach, which resembles the use of general-

ization measures. The existing generalization measures are even outperformed by the

used of log-measures as estimates, and thus do not have added value in the assessment

of a models quality.

The third approach, k-fold cross validation, which was considered out of the scope

of this thesis, remains as the most hopeful one and certainly merits further attention.

The idea here, as illustrated in [14], is to split the event log into k parts — for

example assume k equals 3. Subsequently, a model is mined from 2 parts, and fitness

is measured with respect to the third part. This procedure is repeated until each of

the three parts have been hold out once. Precision is measured at each time between

the model — discovered from 2 of the parts — and the complete log.

The fact that both fitness and precision are measured in the k-fold cross validation

is compatible with system-fitness and system-precision. Limitations of the approach

are practical issues for high k values, given the feasibility problems with existing mea-

sures — which makes advancements on this level even more welcome. Furthermore,

it is unclear whether the approach also works well to assess the quality of a single

model, i.e. when we no longer discover models by repeatedly holding out folds, but

keep the model fixed at all times. Nevertheless, given the evidence on quality mea-
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sures gathered in previous chapters, we recommend further research on the usefulness

of this technique in the context of process discovery and quality measurement.

Orthogonality of dimensions

Another issue is the orthogonality of dimensions. The conceptual formalisations show

that both fitness and precision are orthogonal in theory, i.e. the fitness of a model is in

principle not related to the precision of that model. However, the results in Chapter 4

showed that instead relations do exist between fitness and precision measures. Two

important remarks are to be made here.

First is the fact that many precision measures use alignments to transfer a non-

fitting event log into a fitting log. It need not be illustrated that this transformation

creates an artificial relationship between fitness and precision, which is undesirable.

By replacing unfitting traces with traces of the model, there is a considerable risk that

the precision of the model is inflated. As a result, it is ambiguous whether the model

is precise because its behaviour has been observed, or because something similar has

been observed. Given the fact that precision should be independent from fitness, it is

recommended that the exact impact of this alignment approach is investigated.

Secondly, it was found that the relationship between fitness and precision measures

highly depends on the characteristics of the models taken into account, in particular

the used discovery algorithm. Different discovery algorithms have markedly different

search spaces which has a great impact on any analysis of the quality measures. Future

research is needed to examine to which extent the analysis of discovery algorithms

and of process model quality can be separated.

The above-mentioned issues related to measuring system-quality and the orthog-

onality of dimensions certainly require attention, but are not sufficient by themselves

in order to proceed to a more mature conformance checking discipline. Among the

important concerns that need to be investigated, and which did not get substantial

attention in previous chapters are parameter settings of quality measures. Most mea-

sures come with abundant parameters which can have far-reaching impacts on the

obtained quality values, while little guidance exist on how to decide on the appropri-

ate setting of parameters.

6.2.2 Improving the Experimental Setup

Next to these concerns, challenges also remain related to the empirical analysis of

process model quality.
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Improved Benchmarking Framework

The calculations of the quality measures in the experiments were performed using the

Comprehensive Benchmarking Framework for Conformance Checking (CoBeFra) [23].

Such framework, which centralises several metrics and allows for batch processing —

i.e. multiple models and logs can be compared in a single set-up, greatly adds to the

feasibility of large-scale experiments. However, several issues remain which prohibit

such a framework of realising its full capacity.

Firstly, the framework is conceived using a graphical interface, which forms an

important drawback towards large-scale experiments. While the framework can be

employed using a command line interface, such work-flow requires in depth familiari-

sation with the source code and is not supported by documentation.

Secondly, the same graphical user interface limits the possibilities to interactively

reproduce calculations. While the option to save input files is provided, they cannot

be easily changed e.g., in case one wants to adjust some of the parameters.

An implementation of the framework in a scripting environment, such as Python,

would not only remove said limitations, but would also be more inviting for peers to

contribute with new metrics, or with updates to old metrics, as well as create more

transparency on the framework. For example, it is unclear whether updates with

regards to the complexity of the alignment-based measures such as described in [48]

are currently implemented by the framework.

Furthermore, more attention should be spend on how to design conformance check-

ing experiments. For example, which types of models to be used, which types of noise

to be simulated, how to reproduce experiments, how to distinguish between analysis

of conformance measures and analysis of process discovery, as they two are so strongly

linked. There are many questions and decisions that need to be solved or taken in

performing experiments for which currently little guidance or formality exists.

Evaluating Conformance Measure using Propositions

In Chapter 4, measures were compared using correlation analysis, factor analysis and

Lowess curves to see whether they are similar and to examine differences in sensitivity

and optimism versus pessimism. However, the precise root causes of these differences

were not investigated. E.g. why is fitness measure A more pessimistic than fitness

measure B, or why is precision measure A more sensitive than precision measure B?

Most measures do not have an intuitive interpretation — they just return a value

between 0 and 1, and it is difficult to judge whether the difference between 0.70 value

and a 0.75 value is equivalent to a difference between a 0.80 value and a 0.85 value. As
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such, the information on correlation, insensitivity and pessimism/optimism is relevant

from the perspective of a user.

Nevertheless, more insights about the precise characteristics of measures — their

strengths and their weaknesses — is warranted. First attempts towards the definition

of propositions have been made [5]. These propositions are intuitive requirements to

which measures should adhere. Currently, it is only checked whether these propo-

sitions always hold, or whether there can be situations in which they are violated.

By testing the propositions on realistic models and logs, a more nuanced evaluation

would be possible — e.g. a proposition might hold in the majority of cases and only

be violated in specific exceptional cases. Knowing which are these cases would be

useful information in order to check when it is safe or not to use specific measures.

Conversely, an empirical analysis has a higher chance of finding violations than an

ad-hoc search for counter examples.

Related to this, we also strongly recommend that when new measures are devel-

oped, their publication is accompanied by an adequate analysis of their behaviour

and comparison with the existing state-of-the-art similar to the experiments done in

previous chapters and by matching their behaviour with the propositions mentioned

above.
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Chapter 7

Reproducible Process Analytics

Reproducibilty is actually all

about being as lazy as possible.

Hadley Wickham

7.1 Introduction

P
art II examined ways to increase process realism through conformance

checking. As a result, the focus has so far been mainly on process models,

and how to measure their quality. In this part, we will shift focus towards the

process data itself. Indeed, as a process is more than control-flow alone, progressing

towards a realistic understanding of a process requires more instruments than process

models and quality measures alone.

In this part we will envision a new tooling framework to extract insights from pro-

cess data. The starting point for this will be an overview of existing process analytics

tools, both open-source and commercial, and their limitations. As noted in Chap-

ter 1, the focus for this framework will be on three aspects: flexibility, connectivity

and transparency. Based on these aspects, from which requirements with respect to

design and functionality will be derived as described in this chapter, the framework

bupaR will be introduced. bupaR is an extensible set of R-packages for business process

analysis, developed in order to support flexible, reproducible and extensible process

analytics. As an evaluation of the framework, subsequent chapters will describe two

case studies of this tool, in order to evaluate the added value of the tool, as well as

its limitations.
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In the next section we will further describe the problem, followed by the definition

of the requirements for the new tool in Section 7.3. The design and development of the

tool will be discussed in Section 7.4 and demonstrated in Section 7.5. Section 7.6 will

discuss the final design and development in light of the requirements. Section 7.7 will

conclude the chapter. The evaluation of the tool will be done in Chapter 8 and 9, by

using the developed framework in two real-life process analysis context. In particular,

Chapter 8 will discuss the use of process analytics in an educational context, while

Chapter 9 displays the advantages of process analytics in a transportation context.

This chapter is based on the work in Janssenswillen., G., Depaire, B., Swennen,

M., Jans, M., Vanhoof, K., 2019. bupaR: Enabling reproducible process analysis.

Knowledge-Based Systems [76] and Janssenswillen, G., Swennen, M. Depaire, B.,

Jans, M., Vanhoof, K., 2015 Enabling Event-data Analysis in R. In: Proceedings

of the 5th International Symposium on Data-Driven Process Discovery and Analysis

(SIMPDA) [85].

7.2 Problem Statement

Simultaneously with the increasing amount of literature produced in process mining, a

large set of tools has been developed to implement the various algorithms and provide

them to end users. The tools that were developed are both academic and commercial

in nature, and are diverse concerning their ability to be customised, architecture, and

the techniques they support. An overview of the existing tools in shown in Table 7.1.

The existing tools have several drawbacks which may limit their adoption for cer-

tain uses, and the adoption of process mining as a part of the data science field in

general. Firstly, the majority of tools does not provide the possibility of creating

work-flows which can be reused at a later point in time to reproduce the results.

Secondly, since they aim to support any possible process, most tools are not (eas-

ily) customised, besides some commercial tools requiring a significant vendor lock-in.

Finally, the majority of tools are stand-alone programs, solely supporting process

mining techniques. As a result, they have no interface to more general or related data

mining tools, which might also proof useful in a process analysis setting.

Subsequently, there is a void in the existing tool base, as there are no tools that

are 1) conveniently connected to a broader data science ecosystem, 2) can be used in

an iterative, reproducible manner, and 3) are easy to extend. This gap is illustrative

of the field’s youthfulness state, and it is imperative to overcome this limitation in

order for the field to mature and facilitate the transfer of new techniques from research

institutes towards practitioners. In the next paragraphs, we will discuss each of these
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aspects in more detail.

Firstly, most tools are conceived as standalone environments, at most as part of

a bigger process or work-flow tool. While this can be explained by the fact that

process mining evolved relative isolated from the broader data science field, this has

important ramifications for industry adoption. The need for better evidence-based

decision making in modern companies transcends the somewhat limited scope of pro-

cess analytics. Not only will standalone tools for different use cases require higher

investments from companies — especially small to medium sized ones — there is a

risk for major inefficiencies whereas considerable synergies are possible across differ-

ent domains. The very first tool to recognise this was RapidProM [8], which enables

one to combine process analytics functionalities with a large set of general purpose

data analysis and machine learning techniques. Integration with other analysis tools

is also found to be one of the most important aspects of a process mining tool in a

recent comparative study [25].

Secondly, most tools are built for ad-hoc analysis of processes, and are not very

well-suited for iterative, reproducible and interactive use. With reproducibility, we

refer to the possibility to easily rerun analysis, while interactivity refers to the pos-

sibility to easily adapt analyses interactively. Both are complimentary qualities that

are required to facilitate iterative process analysis, which is natural in a data analysis

context. However, many existing tools have limited interactivity and reproducibility

features.

ProM, for example, is one of the most extensive and open-source process mining

framework to date [130]. While containing an incredible amount of plug-ins to support

all sorts of process analyses, its graphical user interface largely restricts its use as an

interactive tool. In particular, it is impossible to save a specific analysis setup to be

used later, at the same time limiting the tool to be used interactively and iteratively.

Other established tools, such as Disco, have started to introduce features to facilitate

reproducing analysis. In particular, Disco introduced the concept of recipes, allowing

you to save and reuse filter settings. While very useful, the focus on filters only, and

the overhead in managing and reusing recipes, limits its added value. More heavy-

weight tools, such as Celonis, offer more functionalities geared towards reproducibility.

Among other things, they provide means to create reproducible ETL workflows and

deploy reusable dashboards. However, the graphical interface for end-users is still not

fully appropriate for true interactive usage.

Thirdly, the open-source tools that exist are not easy to extend. Given the rela-

tive novelty of the field, being able to add new functionality at a regular interval is

critical. While the open-source ProM framework is extensible in theory, it requires a
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considerable time investment to do so, as one has to be familiar with the source code

of the central framework. For these reasons, extension have come exclusively from

the academic community whereas contributions from industry are non-existent. For

the commercial tools, the users are fully dependent on the vendors for extensions of

functionality.

Other concerns, raised in a recent comparative study of Disco, ProM and Celonis,

are a lack of documentation and intuitiveness [46]. For a more in depth discussion

of the commercial software tools, we refer to the Gartner’s Market Guide for Process

Mining [92] and a recent comparative study [25].

In the next section, these concerns will be taken into account when defining the

requirements for the new tool-set to fill the void in the process mining software land-

scape. It should be noted that of the tools listed in Table 7.1, next to the solution

suggested in this chapter, also the more recently developed PM4Py mitigates the iden-

tified issues, as both are very similar from a technical point of view.

7.3 Requirements Definition

The requirements of a new tool for reproducible and interactive process analytics can

be divided in two parts: required functionalities and requirements about design.

7.3.1 Functionality requirements

While functionalities were not discussed explicitly in the problem statement in Sec-

tion 7.2, the comparative study in [25] noticed that tools can be placed on a wide spec-

trum according to the functionalities they support. On the one hand there are tools

such as Disco, which provide relatively few functionalities - mainly import/export,

process map visualisations, filter methods, overall statistics, and variant analysis. On

the other hand there is ProM, which contains nearly each and every technique which

originated from academic research over the past decade.

While it is infeasible to mirror the functionalities provided by ProM, a distinction

can be made between basic functionalities and advanced functionalities. One way

to do this is by looking at the flow of a process mining project as described by the

PM2-workflow [51] in Figure 7.1. Three phases are particularly important from the

perspective of a process analytics tool, which are 2) extraction, 3) data processing

and 4) mining and analysis. Within each of these steps we define a certain basic

functionality that should be present. Advanced functionality can be added later by

making it sufficiently easy to extend the tool through appropriate design requirements

(See Section 7.3.2).
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Figure 7.1: Overview of the PM2 methodology [51].

Extraction

Basic extraction functionality for the tool would mean to have an interface with the

eXtensible Event Stream standard notation (XES) [130]. Furthermore, it is important

to provide a minimum of support to transform event data into the right format.

Data processing

Under data processing, four different tasks are considered [51]: creating views, aggre-

gating events, enriching logs, and filtering logs.

Creating views. One can look at the same event data from very different angles,

by changing how cases, activities, etc., are defined. Creating views in practice is

strongly related to the phase of extracting data and building event logs [69], and will

further be considered part of this functionality.

Aggregating events. Often, alterations to the level of granularity of events is

needed to perform analysis at a higher level of abstraction [20]. Two important

aggregation types are suggested in [51]: part-of and is-a aggregations. While deemed

necessary, it is important to note that this is only a high-level categorisation, as there

are many different ways to perform either aggregation.
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Filtering logs. The importance of data filtering cannot be underestimated, as it

allows the user to drill-down to certain problems. As such, a large set of filtering

methods is required.

Enriching logs. Flexible enrichment of event data is not provided by most existing

tools — often one will need to export the data, enrich it using a more generic data

processing tool, and import it again. Being able to do so within one work-flow is

therefore an important requirement for our tool.

Mining & Analysis

While the data extraction and processing phase can be considered largely as basic,

essential functionality, the mining and analysis phases is much broader. Covering all

existing techniques and algorithms for mining and analysing event data would be an

extremely strong requirement. Instead, we list a set of basic required functionalities

below.

• basic statistics about different aspects of the event-data (control-flow, time,

resources),

• process map visualizations,

• dotted chart visualizations.

It can be observed that these minimal requirements are mostly focused on the

analysis part, and less on the mining part. Disregarding the terminology, it can be

said that these minimal requirements coincide with the functionalities that are offered

by some commercial tools, such as Disco among others. Next to that, the analysis

functionality can be greatly expanded through the design requirements, discussed in

the next section. These will allow the use of general purpose techniques (classification,

clustering, inferential statistics), as well as facilitate the contribution of additional

process analysis techniques by users and academics.

7.3.2 Design Requirements

Next to requirements on functionality, we also formulate requirements about the de-

sign and architecture of the tool. Most of the problems listed in Section 7.2 relate to

this aspect.

1. The tool-set should be embedded or connected with a general-purpose data

analysis software, such that synergies can be made by linking existing data

analysis and/or statistical techniques with process analysis applications.
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2. Creating extensions should be straightforward, and well-supported through doc-

umentation.

3. The tool-set should allow to reproduce analyses, thereby facilitating iterative

analysis

4. The tool-set should have a clear documentation and impose guidelines for the

documentation of extensions.

In the next section, the actual design and development of the tool based on both

the functional and design requirements is discussed.

7.4 Design and Development of Artefact

In this section, the framework bupaR is introduced as an answer to the requirements set

out in the previous paragraphs. The term framework is used, because it is conceived

as a modular set of packages, each having their own functionalities, which can be

extended indefinitely.

In order to create a link between process analysis functionality and general-purpose

functionalities, an existing general main-stream data analysis ecosystem was choosen.

The statistical programming language R was selected as ecosystem for the new frame-

work, because of its powerful IDE, Rstudio1, the ease with which to make reports using

Rmarkdown, and dashboards using Shiny. Furthermore, the rules for publishing pack-

ages with the Comprehensive R Archive Network (CRAN) ensure that all packages

are well-documented. Moreover, CRAN and the wider R-community provide many

useful materials to guide the development of new packages, thereby making it very

easy to extend the framework.

While a comprehensive comparison between R and other candidate ecosystems,

such as Python, for a new framework is out of the scope of this manuscript, as well

as unreasonable2, it is important to stress the increasing amount of possibilities to

connect the two. As a result, it would be possible to connect R-based process anal-

ysis functionalities with future process analysis functionalities developed as Python

1www.rstudio.com
2Both R and Python are two widely-used ecosystems for data science, each with their own dis-

tinguishing strengths. While Python is increasingly well-known for it’s machine learning techniques,
R offers an extremely large repertoire of statistical techniques, and is powerful in the field of data
visualisation. In recent years, it is believed by many scholars and practitioners that neither R nor
Python will emerge as a predominant language. Instead, the two are increasingly being connected
with each other. IDEs such as RStudio are now able to execute both languages, among others such
as SQL. Rmarkdown documents even allow one to combine both R and Python code chunks within
the same document.
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Package Version* Functionality Availability

bupaR [72] 0.4.0 Creation and handling of event log ob-
jects and basic preprocessing tasks

gitHub, CRAN

edeaR [84] 0.8.0 Calculate descriptive process metrics gitHub, CRAN

eventdataR [73] 0.2.0 Contains example event data gitHub, CRAN

xesreadR [79] 0.2.2 Read and write .XES-files gitHub, CRAN

processmapR [75] 0.3.2 Draw process map and other process
specific visualization

gitHub, CRAN

processanimateR [100] 0.1.1 Animate process maps gitHub, CRAN

petrinetR [70] 0.1.0 Read and handle Petri Nets gitHub, CRAN

processmonitR [71] 0.1.0 Create interactive dashboards for pro-
cess analysis

gitHub, CRAN

processcheckR [74] 0.1.0 Check declarative rules gitHub, CRAN

ptR 0.1.0 Support for Process Trees gitHub

discoveR 0.1.0 Process discovery algorithms gitHub

Table 7.2: Current packages in the bupaR framework. *Latest version on 2018-10-08.

libraries, thereby creating an integrated process analytics tool-set embedded in two

general purpose data analysis ecosystems.

An overview of the different packages contained by the bupaR framework is given

in Table 7.2. Note that the name bupaR refers to the overall framework as well as to

the central package for supporting event data. We will generally use the term to refer

to the overall framework, unless we explicitly state otherwise. In the next paragraphs,

the functionalities of each of the packages is described briefly. More information on

how the toolset supports the different stages of the PM2 methodology described above

is given in Section 7.5, demonstrating the artefact.

Core packages The five packages below can be considered as the core of the bupaR-

framework, supporting the basic functionalities described in Section 7.3.1.

bupaR. The bupaR-package [72] is the core package of the framework, which

implements an S3-object class for event data. It provides functions to create these

objects, as well as support for common transformations. Auxiliary functions to seam-

lessly change the classifiers of the event data are made available, and event log ver-

sions of common dplyr [140] functions for data manipulation are implemented, such

as filter, group by and mutate, among others. These functions can be used to

preprocess event data. Some specific preprocessing tasks are supported explicitly by

functions, such as aggregations of activity labels.
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edeaR. edeaR [84] stands for Exploratory and Descriptive Event data Analysis,

and contains a set of process metrics to describe and explore event logs. The pro-

cess metrics are based on Lean Six Sigma literature [124] and can be analysed and

visualized at different levels of granularity. Additionally, edeaR contains an extensive

collection of event data specific filters.

eventdataR. eventdataR [73] is a data-package which provides easy access to

event logs for testing and experiments. Currently, both artificial event data, e.g.

patients, as well as real-life event data, such as the Sepsis dataset [99], are included.

xesreadR. In order to be compatible with the eXtensible Event Stream IEEE

standard [130], the xesreadR package [79] allows to read and write XES-files.

Eventlog objects created with bupaR can be directly written to a XES-file without

additional transformations.

processmapR. Process data specific visualizations, such as process maps and

dotted charts [122], are provided by processmapR [75]. As a result, processmapR is

complementary to edeaR for exploring and describing process data, where the latter

focuses more on numeric results and processmapR on visualizations.

Supplementary packages The packages below are extensions beyond the basic

requirements.

processanimateR. By extending processmapR, processanimateR [100] allows

to easily animate process maps using token replay. It supports several ways to cus-

tomize the animations, in terms of size of colors of tokens.3

processmonitR. In order to facilitate the creation of dashboards using shiny

[31], processmonitR [71] provides a limited set of process dashboards, focussed on a

specific aspect, e.g. performance, resources, etc. These can be used in a permanent,

real-time fashion, as well as for interactive data analysis. While still in an experi-

mental phase, the goal is to extend this package to allow for easy building of custom

process dashboards. Furthermore, built-in support for online analysis using partial

cases and using event streams can be added in the future.

3It should be noted that processanimateR is an extension which was contributed by Felix
Mannhardt [100].
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petrinetR. While all the packages above are centered around process data,

petrinetR [70] is the first package to introduce a notion of process models in R.

Currently, the main functionality is to create, read and write Petri Nets, to adjust

them, visualize them, but also to perform token replay and parse transition sequences.

While this package does not allow to discover Petri Nets from event logs, the goal

is to link this package with the other packages by means of process discovery and

conformance checking in the future. The first steps have been taken by the — so far

experimental — discoveR package, discussed below.

processcheckR. Rule-based conformance checking can be done using the

processcheckR package. It supports a range of declarative rules [110] which can

be checked for each case, and the result is immediately added to the event data as a

calculated variable.

ptR. ptR is a package for support of process trees in R. Its main functionality is

the reading and writing of PTML files, and visualizing process trees in R. It also con-

tains the algorithm for calculating the number of distinct execution paths, described

in Chapter 3.

discoveR. The discoveR package is a new package which provides process dis-

covery algorithms. Currently it is still in an experimental stage, only avaliable on

github, containing a very limited set of discovery algorithms.

7.5 Demonstration of Artefact

In this section, a short demonstration will be given on how the proposed framework

supports tasks in the three phases: data extraction, data processing and mining &

analysis (see Figure 7.1). Note that this demonstration is by no means comprehensive,

and only aims to show that the functional requirements defined above are met. A

comprehensive list of functions is included in the Appendix (corresponding to the

versions as listed in Table 7.2).

In subsequent chapters, more extensive case studies will be used to evaluate how

the software can be used to gather valuable insights in real-life scenarios. These

chapters will illustrate how it can be use for customised analyses and visualisations,

as well as discuss any limitations compared to conventional tooling.
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7.5.1 Event data extraction

Extracting event data is a complex process by itself, and necessitates many decisions to

be made which have important consequences in the analysis stage. Common questions

are: What is the process instance we want to analyse? What are the activities? How

do we tackle correlation of events? A conceptual procedure for building an event log

from a relational database is described in [68]. Besides deciding on what the event

log should look like, it also has to be prepared. This can be straightforward if the

enterprise management information system in place explicitly logs cases and events.

However, when this is not the case, such transformations can be challenging. Several

practical techniques and tools are available to help in this task, such as onprom

[29], which is both a tool and methodology to extract event data from relational data

sources. Other research has investigated more specific challenges, such as how to link

different segments of process instances from multiple data sources which do not share

a common process instance identifier [112].

Since an elaborate description of the particular steps and decisions needed in

building event logs is out of the scope of this manuscript, this section focusses instead

on the required structure for event data to be used in bupaR — which is linked with

existing data structures such as XES [1] — and gives some guidelines to transform,

create and handle event data in R.

Figure 7.2 shows the conceptual model for event data used by bupaR. An event log

describes one specific process, which consists of a set of activities. An instantiation

of the process is called a case, and consists of one or more instantiations of activities,

which are called activity instances. An activity instance in turn consists of one or

more events, which are atomic registrations of actions.

Figure 7.2: Conceptual data model of an event log.

As will be discussed below, data in the eXtensible Event Stream notation can

be seamlessly transformed to this format and vice versa using functions provided by

bupaR. Futhermore, it should be noted that the conceptual model allows for actual

data structures which have less details, e.g. where each activity instance is equivalent
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Table 7.3: Example event log about claim management.

claim id act ins activity status date resource

1 160 12007 Accident complete 2008-06-09 Client x

2 160 12008 File Claim complete 2008-06-17 Client x

3 160 12009 Check Contract start 2008-06-20 Assistant 5

4 160 12009 Check Contract complete 2008-06-21 Assistant 5

5 160 12010 Franchise? complete 2008-06-21 Assistant 5

6 160 12011 Covered? complete 2008-06-23 Assistant 5

7 160 12012 Acceptance Decision complete 2008-06-28 Manager 2

8 160 12013 Reject Claim complete 2008-07-01 Manager 2

9 262 13279 Accident complete 2008-09-19 Client x

10 262 13280 File Claim complete 2008-09-27 Client x

11 262 13281 Check Contract start 2008-09-30 Assistant 7

12 262 13281 Check Contract complete 2008-10-01 Assistant 7

13 262 13282 Franchise? complete 2008-10-01 Assistant 7

14 262 13283 Covered? complete 2008-10-03 Assistant 7

15 262 13284 Acceptance Decision complete 2008-10-08 Manager 2

16 262 13285 Start Investigation complete 2008-10-20 Assistant 7

17 262 13286 Appoint Lawyer complete 2008-10-29 Manager 2

18 262 13287 Appoint Expert complete 2008-10-29 Manager 2

19 262 13288 Receive Conclusion Expert complete 2008-11-18 Assistant 7

20 262 13289 Receive Conclusion Lawyer complete 2008-11-28 Assistant 7

21 262 13290 Pay Back Decision start 2008-12-08 Manager 2

22 262 13290 Pay Back Decision complete 2008-12-09 Manager 2

23 262 13291 Pay Claim complete 2009-01-23 Assistant 7

to a single event.

As an illustration, consider the example in Table 7.3. The event log shown contains

data about a claims management process at an insurance company. When a client

runs into an accident, it files a claim with the insurance company. The latter will

then perform several checks in order to decide whether to accept or reject the claim.

Each row in Table 7.3 is an event in the process.

In this example, each claim is an instance of the process, i.e. a case. Two claims are

shown in Table 7.3, one consisting of seven activity instances and a second consisting

of 13 activity instances. Each activity instance has an activity type (indicated by

the activity column). Note that in this example all activity instances within a case

have a unique activity label, but this is not required. In general, there can be multiple

activity instances in a case with the same label. Some of the activity instances, e.g. the

Check Contract - 12009, consist of more than one event. This means that more than

one time registration is related to this activity instance. Events are always atomic,

i.e. they do not have a duration, while activity instances can have a time duration.
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Figure 7.3: Standard transactional lifecycle model [2].

Next to these four data elements (case, activity, activity instance, and timestamp),

bupaR ideally expects two more data attributes: a transactional lifecycle status and

a resource. When an activity instance consists of multiple events, the transactional

lifecycle status gives an interpretation to each of the events. In the example, we can

see that Check Contract - 12009 started on the 20th of June, while it was completed

on the 21st of June. While a detailed standard transactional lifecycle is available

(see Figure 7.3 [2]), typically only complete events are recorded. Occasionally, both

start and complete events are available. In the claims data, most activity instances

only have a complete event, while some also have a start event. Of course, the more

different statuses are recorded for a single activity instance, the more detailed analyses

can be performed.

Finally, also a resource variable is — ideally — expected by the event log construc-

tor. This variable indicates which resource was responsible for the event. The concept

of a resource can refer to process participants, software systems, or equipment [50].

Additional data attributes can be present, depending on the context of the process.

These can be defined at the level of a case, i.e. case attributes, or at the level of a

single event, i.e. event attributes. An example of a case attribute in the claims

management process could be ”Outcome”, which records the final outcome of the

claim (Reject, Refund or No refund). An example of an event attribute in this process

could be ”Cost”, which records the cost which was incurred while executing an activity

instance, if any.

To summarise, ideally six different data attributes should be available for each

event in order to create an event log:

• Case identifier

• Activity identifier

• Activity instance identifier
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• Timestamp

• Lifecycle status

• Resource identifier

Given a data.frame with event data in R, an event log object can then be generated

as shown in Code Extract 7.1. The eventlog creator function expects a data.frame

object with event data, including a column for each of the six identifiers. These

column names are mapped to the appropriate argument in the eventlog function.

Code Extract 7.1: Creating eventlog object.

1 event l og <− event l og (data ,

2 case id = ” cla im id ” ,

3 a c t i v i t y id = ” a c t i v i t y ” ,

4 a c t i v i t y in s t ance id = ” a c t i v i t y in s t ance ” ,

5 l i f e c y c l e id = ” s t a t u s ” ,

6 timestamp = ” date ” ,

7 r e s ou r c e id = ” re sou r c e ” )

During the creation of the object, a few checks will be performed on the config-

uration of the object. Firstly, each specified parameter obviously must be a variable

in the data.frame. Secondly, the timestamp variable must be of the class POSIXct

or Date. Thirdly, the activity instance identifier cannot be related to more than one

case or more than one activity label.

These checks should be regarded as minimal checks and certainly do not guarantee

that the object is a proper event log. This allows some flexibility in working with

very unstructured event logs, e.g. not all activity instances have to contain the same

statuses, there is no formal check on the statuses allowed, etc. A formal check would

as such be problematic to cope with many possible variations found in event logs.

However, in real-life scenario’s not all of these attributes might be available. When

this is the case, one can resort to the minimal requirements to create an event log,

which are the following:

• Case identifier

• Activity identifier

• Timestamp

In the latter case, the notion of activity instances and transactional lifecycle in-

formation is lost, which means that each event is regarded as a single execution of an

activity. Furthermore, the resource attribute is not strictly required. An example of

how to create these event logs in a simplified way is shown in Code Extract 7.2.
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Code Extract 7.2: Creating simplified eventlog object.

1 event l og <− s imple event l og (data ,

2 case id = ” cla im id ” ,

3 a c t i v i t y id = ” a c t i v i t y ” ,

4 timestamp = ” date ” )

It is important to note that the output of this constructor will be an eventlog

object as well, i.e. there is no distinct class for these simple event logs. This means that

this constructor will automatically provide the additional dummy variables: activity

instance identifier, life cycle identifier, and resource identifier. Since in a minimal

event log each event is an activity instance, the activity instance identifier will be

a new column with a unique key for each row. New columns will also be added

for both the resource and the life cycle identifier, only containing the place holder

value undefined. As a result, the simple eventlog constructor will free the user of

performing some typical data manipulations in case of less complex event data, and

at the same time guarantees a proper configuration of the resulting eventlog. Event

logs which only adhere to these minimal requirements will however not yield useful

insights for some of the analysis techniques which will be discussed in the remainder

of this chapter, such as processing time.

Next to eventlog and simple eventlog, bupaR itself supports a few common

transformations. One of those can be used in the situation where each activity instance

is stored as a single observation but contains multiple time attributes representing

multiple events. Such an activity log can easily be transformed to an eventlog using the

activities to eventlog function. Similar functions are provided for the situation

where each case is stored as a single row with multiple timestamps.

Instead of starting from regular data.frames, one can also import event data from

XES-files using the read xes function. Event data can be exported to XES-files using

write xes. For a detailed description of the IEEE XES standard, we refer to [1].

Finally, one can resort to other data manipulation packages in R to perform the

needed transformations in case the tools offered by bupaR are not sufficient. Espe-

cially interesting here are packages such as dplyr and tidyr [138]. Packages such

as stringr [139] can be used for string manipulation, which is sometimes required

to correlate events, such as described in [112]. While not exhaustive, some example

transformations are shown on the website of bupaR. In order to decide on the ap-

propriate transformations needed in a specific situation, one can use [29] or [69] as a

starting-point.
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Different views on event data

Changing the view on an event log with bupaR is done easily by using the eventlog

constructor with an eventlog object and only specifying the mapping attributes that

you want to change, as shown in Code Extract 7.3. Returning to the example of

the claims, we can for example change the view as follows. The column claim id is

now used as resource identifier while the column resource is used as a case identifier.

This means that the newly created event log will consider all the events belonging

to a specific resource as one case. The arguments which are not specified are left

untouched.

Code Extract 7.3: Changing view of event data.

1 c la ims event l og r e s ou r c e <− event l og ( c la ims event log ,

2 r e s ou r c e id = ” cla im id ” ,

3 case id = ” r e sou r c e ” )

In case only a single element of the mapping needs to be changed, one of the

individual set functions can be used, as shown in Code Extract 7.4 for the resource

identifier.

Code Extract 7.4: Changing a single identifier.

1 c la ims event l og r e s ou r c e <− set r e s ou r c e id ( c la ims event log ,

2 ” c la im id ” )

While adjusting the view using the mapping attributes of an event log allows for

every possible view, it should be noted that some very common views are built-in.

For example, the resource map function provided by processmapR (see further) is

equivalent to the process map function applied on an event log where the focus is

on resources instead of activities. By providing built-in functions for this common

alternative view on event data, the end user is able to save precious time for actual

analysis instead of data preprocessing.

7.5.2 Data Processing

When the data is extracted, additional transformations are often needed to proceed to

the analysis stage. The data processing step will transform the event data extracted,

to make sure that it is optimally prepared for the analysis stage. This is often an iter-

ative process. Below we discuss the three main types of data processing: aggregating,

enriching, and filtering. Furthermore, some generic event data processing functions

are introduced.
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Aggregating event data

Aggregating event data can be seen as zooming out of the process by changing the

granularity level of activities. Activities that are similar or belong together can be

united or collapsed into a single activity, respectively.

Is-a aggregation. An is-a aggregation means that two or more different activity

labels are replaced with one unique label. As such, it allows to go from fine-granular

activity labels to more general activity labels. In practice, this can be easily done

using the act unite function. This function expects one or more named character

vectors containing activity labels. The labels in each vector will be replaced with the

name of the vector. Alternatively, it is also possible to recode individual levels one

by one with act recode. As an illustration, Code Extract 7.5 unites the activities

”Receive Conclusions Expert” and ”Receive Conclusions Lawyer”.4

Code Extract 7.5: Uniting activities.

1 c la ims event l og %>%

2 act un i t e ( ” Receive Conclus ion ” = c ( ” Rece ive Conclus ion Expert” ,

3 ” Receive Conclus ion Lawyer” ) )

Part-of aggregation. The example above replaces the labels Receive Conlusion

Expert and Receive Conclusions Lawyer with the unique label Receive Conclusion.

This is useful when similar activities are defined at a too specific level. However,

there also might be situations in which several low-level activity instances that belong

together should be grouped to form a single higher level activity instance. This is

what is called a part-of aggregation.5.

If we look at the activity labels in the claims event log, we see the activities

Start Investigation, Appoint Lawyer, Appoint Expert, Receive Conclusion Expert and

Receive Conclusion Lawyer, which together form the Investigation. A part-of ag-

gregation will replace the instances of these activities with a single instance of the

Investigation activity, with a start event at the first timestamp (the Start Investigation

instance) and an end event at the last timestamp (the last receipt of conclusions). For

4Note that the % > %-symbol is called the piping symbol, and is used to pass-through an object
as first argument to the following function [16].

5One might prefer to keep the original, low-level activity instances as events of the newly created
activity instance. However, this is not done by the default aggregation, since these low-level events
will not fit the transactional lifecycle (Figure 7.3), as is usually the case when an activity instance
contains more than one event — e.g. as the start and complete events of several instances in the
example in Table 2.1. In cases where retaining the original activity instances as underlying events
is favourable, it is advised to perform a custom aggregation using the general event data processing
tools discussed in Section 7.5.2.

158



7.5. Demonstration of Artefact

example, the activities relating to the investigation in the claims management process

can be collapsed in a single ”Investigation” activity, as shown in Code Extract 7.6.

Code Extract 7.6: Collapsing activities.

1 c la ims event l og %>%

2 act c o l l a p s e ( ” I n v e s t i g a t i o n ” = c ( ” Sta r t I n v e s t i g a t i o n ” ,

3 ”Appoint Lawyer” ,

4 ”Appoint Expert” ,

5 ” Receive Conclus ion Expert” ,

6 ” Receive Conclus ion Lawyer” ) )

Note that collapsing part-of activities into a single activity is not straightforward

in case where the sub process is iterated over multiple times, or in case when it

happens in parallel with other activities. In these cases, it is important to correctly

distinguish different instances of the same sub process. To this end, different strategies

are provided by the act collapse function. More information on these strategies can

be found in the accompanying documentation.

The difference between both aggregations can be explained more detailed as fol-

lows. The is-a aggregation retains all activity instances, such that the frequency of

the new label is the sum of the original labels. The part-of aggregation collapses

different activity instances into one. As a result, the Investigation activity will only

have 2244 activity instances, even though it represents 5 lower-level activities, or 2244

× 5 activity instances (under the assumption that all cases have the same 5 activity

instances).

Enriching event data

While the aggregation methods discussed above change the labels of activities and

merge activity instances, the data can also be enriched by adding event or case at-

tributes. Enrichment of event data can be done in several ways. One way is to

calculate or define new variables based on the existing attributes. Another is to com-

pute metrics about the process and to add them to the event data. We will discuss

an example of both options below.

Calculated variables. New variables can be added using mutate from dplyr [140]

in the traditional way. For instance, suppose we want to add a logical case attribute

which denotes whether a refund was made or not. The cases in which a refund is made

contain the Pay Claim activity. As a result, we can use str detect from stringr

[139] to detect whether any activity has the name Pay Claim, and add this as the
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variable refund made as shown in Code Extract 7.7. More information on mutate

and related functions for more generic data processing is given further below.

Code Extract 7.7: Adding new variables using mutate.

1 c la ims event l og %>%

2 group by case %>%

3 mutate ( re fund made = any( s t r de t e c t ( a c t i v i t y ,

4 ”Pay Claim” ) ) ) −> c la ims event l og

Add metrics. Another option is to add a predefined process-related metric to the

event data.6 Suppose we want to add the throughput time of the cases as an attribute.

We can do this by calling the throughput time function with the arguments level set

to case and append set to TRUE, as shown in Code Extract 7.8. The last argument

indicates that we want to append the throughput time to the original data. Leaving

this argument to FALSE (the default), the function will only return a list of cases with

their throughput time and drop the event data. The metrics are further elaborated

upon in Section 7.5.3.

Code Extract 7.8: Appending metrics.

1 c la ims event l og %>%

2 throughput time ( l e v e l = ” case ” , append = TRUE)

Filtering event data

Several methods for filtering event data are included in edeaR. All filtering methods

take an eventlog as input, together with some arguments, and return an eventlog as

output. The arguments differ depending on the method used, although there are some

common arguments. For example, all filtering methods have a reverse argument to

negate the conditions that are specified.

There are two different types of filtering. One group contains methods to filter

at the level of entire cases, while the other group contains methods to filter parts of

cases, i.e. at the level of events. Each of the groups will be discussed in more detail.

Case filters. An overview of the case filters is shown in Table 7.4. All filters

are implemented as S3-generic functions with methods for both the eventlog and

grouped eventlog. In the latter case, the filters are applied to each group in the

event log independently. As a result, one can use these as stratified filters.

6For an overview of available metrics, see further in Section 7.5.3.
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Functions Filters cases...

filter activity presence ... in which a (set of) activity(ies) is present

filter case ... based on their id

filter endpoints ... based on their start and end activities

filter precedence ... based on precedence constraints

filter processing time ... based on their processing time

filter throughput time ... based on their throughput time

filter time period ... based on a time period

filter trace frequency ... based on the frequency of the related trace

filter trace length ... based on the number of activity instances

Table 7.4: Case filtering methods

Filter activity presence. This functions allows to filter cases that contain

certain activities. It requires as input a vector containing one or more activity labels

and it has a method argument. The latter can have the values all, none or one of.

When set to all, it means that all the specified activity labels must be present for a

case to be selected, none means that they are not allowed to be present, and one of

means that at least one of them must be present. For example, we can subset the part

of the claims event data to find the cases which were either rejected or not refunded

using this method as shown in Code Extract 7.9.

Code Extract 7.9: Filter activity presence.

1 c la ims event l og %>%

2 f i l t e r a c t i v i t y presence ( a c t i v i t i e s = c ( ” Reject Claim” ,

3 ”No Refund” ) ,

4 method = ”one o f ” )

Filter case. The case filter allows to subset a set of case identifiers. As argu-

ments it only requires a vector of case id’s. The selection can also be negated using

reverse = T, thus removing the listed case identifiers.

Filter end points. The filter endpoints method filters cases based on the

first and last activity label. It can be used in two ways: by specifying vectors with

allowed start activities and/or allowed end activities, or by specifying a percentile. In

the first case, it will only retain cases if they have a specific first and/or last activity.

As such, this filter is very helpful in distinguishing unfinished cases from finished cases
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(by filtering on the last activity), or for distinguishing different types of cases based

on the initiating activity.

In the latter case, using a percentile, preference will be given to more common

start and end activities. As such, it will discard cases with a deviating start or end

activity. The percentile value will be used as a cut off. For example, when set to 0.9,

it will select the most common endpoint pairs which together cover at least 90% of

the cases, and filter the event log accordingly. In both cases, the filter can also be

reversed.

Filter precedence. In order to extract a subset of an event log which conforms

with a set of precedence rules, one can use the filter precedence method. There are

two types of precedence relations which can be tested: activities that should directly

follow each other, or activities that should eventually follow each other. The type

can be set with the precedence type argument. Further, the filter requires a vector of

one or more antecedents (containing activity labels), and one or more consequents.

Finally, also a filter method argument can be set. This argument is relevant when

there is more than one antecedent or consequent. In such a case, you can specify that

all possible precedence combinations must be present (all), or at least one of them

(one of ).

Code Extract 7.10: Filter by precedence.

1 c la ims event l og %>%

2 f i l t e r precedence ( antecedents = c ( ”Appoint Expert” ,

3 ”Appoint Lawyer” ) ,

4 consequents = c ( ” Receive Conc lus ions Expert” ) ,

5 precedence type = ” even tua l l y f o l l o w s ” ,

6 f i l t e r method = ”one o f ” )

The example in Code Extract 7.10 filters those cases in which at least one of the

following conditions hold:

• Appoint Expert is eventually followed by Receive Conclusion Expert.

• Appoint Lawyer is eventually followed by Receive Conclusion Expert.

Filter processing time, throughput time and trace length. There are

three different filters which take into account the length of a case:

• processing time: which is the sum of the duration of the activity instances

contained in the case.
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• throughput time: which is the time between the first event and the last event

of the case.

• trace length: which is the number of activity instances contained in the case.

Each of these filters can work in two ways, similar to the endpoints filter: either

by using an interval or by using a percentile cut off. The percentile cut off will

always start with the shortest cases first and stop including cases when the specified

percentile is reached. The processing and throughput time filters also have a units

attribute to specify the time unit used when defining an interval. All the methods

can be reversed by setting reverse = T.

Filter time period. Cases can also be filtered by supplying a time window to

the method filter time period. There are four different filter methods, of which

one can be used as argument7. The selection can also be reversed.

• contained: retains all cases which are completely contained in the time period.

• start: retains the cases which started in the time period, regardless of their end

point.

• complete: retains the cases which were completed in the time period, regardless

of their starting point.

• intersecting: retains the cases which have at least one event within the time

period.

Filter trace frequency. The last case filter can be used to filter cases based on

the frequency of the corresponding trace. A trace is a sequence of activity labels, and

will be discussed in more detail in Section 7.5.3. There are again two ways to select

cases based on trace frequency, by interval or by percentile cut off. The percentile

cut off will start with the most frequent traces. This filter also contains the reverse

argument.

Event filters. The filters described below filter individual events, i.e. they do not

necessarily select cases as a whole. An overview of event filters is given in Table 7.5.

Note that the output of cases and event filters does not differ from a technical view-

point — both return eventlog objects. The only difference is conceptual. The case

filters will never select only segments of cases, while event filters will.

7 Note that there is a fifth filter method for the time period filter, i.e. trim, but this is actually
an event filter and will thus be discussed in the next section.
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Function Filter events...

filter activity ... based on activity labels

filter activity frequency ... based on frequency of activity label

filter attributes ... based on conditions

filter resource ... based on resource labels

filter resource frequency ... based on the frequency of resource label

filter time period ... which occurred within a time period

filter trim ... in the head or tail of a case

Table 7.5: Event subsetting methods

Filter activity or resource identifiers. In order to filter on activity and

resource identifiers, the methods filter activity and filter resource can be used

in a similar way as filter case filters on case identifiers. They have an activities

and resources argument, respectively, to which a vector of identifiers can be given.

The selection can be negated with the reverse argument.

Filter on activity or resource frequency. Instead of filtering events on the

labels of resources or activities, they can also be filtered based on their frequency.

The two approaches to do this are already familiar by now: defining a frequency

interval or setting a percentile threshold. The selection can again be negated by

setting reverse = T.

Filter on attributes. The filter attributes method can be used to filter

event data using conditions. It is a wrapper around the dplyr::filter function. In

general it is an event filter, although it can also be used as a case filter when the

conditions only use case attributes.

Filter by time period. The filter time period method, which was intro-

duced before, can be used as an event filter when the filter method is set to trim. In

that case, it will only retain events that occurred within the time period. If reverse

is set to T, it will retain events which occurred outside of the time period.

Filter by trimming. Finally, one can trim cases by removing one or more

activity instances at the start and/or end of a case. Trimming is performed until all

cases have a start and/or end point belonging to a set of allowed activity labels. This

filter requires a set of allowed start activities and/or a set of allowed end activities.
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If one of them is not provided it will not trim the cases at this edge. Also here, the

selection can be reversed, which means that only the trimmed events at the start and

end of cases are retained. As such, this argument allows to cut intermediate parts

out of traces.

Filter interactively. Due to the abundance of available filters and their variety in

arguments, each filter can be used interactively with a Shiny gadget. As a result, the

user will easily see which are the required arguments for the selected filter. In order

to do this, one needs to prefix the function name with an i (for interactive), and only

supply the event log as argument. A Shiny gadget will launch asking to provide the

other arguments.

Generic event data processing

Besides aggregating, filtering and enriching functionalities, data processing can also

be done in a very generic way. Towards this end, many of the dplyr verbs have been

implemented to be used on event logs, and some special event data oriented functions

are created. An overview of these functions is given below.

select, arrange, filter, mutate, group by. Some of the main dplyr verbs re-

ceived S3-methods for the eventlog class. The workings of select, arrange, filter and

mutate are similar as for ordinary data.frames, with the exception that they return

an object of the class eventlog instead of a tbl df. The method for group by is

quite different, in the sense that it returns an object with class grouped eventlog.

As will be shown in the next section, this will have an impact on the results of other

bupar-functions. There are also the shortcuts group by case, group by activity,

and group by resource, which group on the appropriate column as specified in the

mapping of the event log.

Note that no S3-method for the summarize function was made. This means that

when summarizing an eventlog object, you will obtain an ordinary tbl df and the

summarize function will just perform the same manipulations as on a normal data set.

The absence of a S3-method for event data is straightforward, as this function will

typically change the entire structure of the data, both in terms of observations and

in terms of variables. Consequently, the result will no longer be a proper eventlog.

The implementation of methods for dplyr generics has been set up to provide a

maximal interface with tidyverse packages [138], containing general purpose data

manipulation tools. Next to these, all functions related to bupaR can be easily used
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in combination with the %>%-symbol [16]. As a result, process analysis workflows

can be created with ease.

sample n, slice, first n, last n. Within dplyr, the sample n function is used to

sample n rows from a data.frame. The method for event logs does not sample n

events, but instead samples n cases. In practice this will be a more useful sampling

approach than sampling events, i.e. rows, from an event log. In the latter scenario,

one would end up with parts of cases, or even part of activity instances, which is

undesirable in the analysis of processes.

Similarly, the slice function for event data does not slice the dataset based on row

indexes, but rather based on case identifiers. The order of the cases will be defined

based on the position of the first event belonging to the case in the dataset. The

shift from row-slicing to case-slicing is motivated in the same way as was done for

the sample n function: it makes much more sense to take a slice of one or more cases

than to take a slice of one or more events, which will probably lead to the disruption

of process instances.

In some cases however, it might be needed to take a slice of activity instances,

or even of events. For these situations, the functions slice activities and

slice events have also been created.

Moreover, the heads and tails of an event log can be selected using the first n

and last n functions. The desired length can be configured using the n argument.

In combination with group by case, this can be done on a case basis.

7.5.3 Mining and Analysis

The mining and analysis stage entails the actual analysis of the process. There are

four different perspectives along which a process can be analysed [2]:

• The control-flow perspective which focusses on the analysis of precedence re-

lations between activities. It includes, among others, techniques for process

discovery, conformance checking, etc.

• The time perspective which focuses on the time dimension of process data.

It therefore contains the analysis of throughput time, processing time, waiting

time, etc.

• The organizational perspective which zooms in on the organizational context

of a process, and mainly looks at the resources in the process.
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• The data perspective: which includes both the application of traditional data

mining techniques on the event and trace attributes and mining decisions related

to choices in the control-flow.

Note that these perspectives can be analysed in isolation, or in combination with

each other. For example, combining the time perspective with the organisational per-

spective can answer research questions such as: Which of the resources are overloaded

with work? Which of the resources perform certain activities the fastest?. Another

typical analysis requires that control-flow, time or organisational perspectives are

analysed in relationship with different data attributes, e.g. which cases have a higher

throughput time than others?

For each of the perspectives, a distinction between numerical and visual tech-

niques can be made. Numerical techniques, from this point onward also referred to as

metrics, typically return a data.frame with results, while visual techniques consist of

process-specific visualizations. However, all numerical results can also be visualized

using traditional plots. S3-methods for the generic plot function have been imple-

mented to do so. Each metric is implemented as a S3-generic with methods for both

eventlog and grouped eventlog objects. Most visual techniques also distinguish

between grouped and ungrouped event logs, unless stated otherwise.

Control-flow perspective

Control-flow refers to the order of activities in a process. Although an event log

consists of a finite number of different activities, there are infinitely many orders in

which they can occur and they can do so multiple times within the same case. The

sequence of activities which are executed in a case is called the trace.8 For example,

the trace of the claim 160 in Table 7.3 is Accident, File Claim, Check Contract,

Franchise?, Covered?, Acceptance Decision, Reject Claim.

There are different levels to analyse traces or structuredness in general. Firstly,

one can look at the structuredness of an event log at a high level, i.e., whether the

behaviour is very diverse rather than systematic. Secondly, one can look at typical

patterns within cases.

Visual techniques. A first visual technique to analyse the control-flow in an event

log is to create a process map. This is a directed graph where each node refers to an

activity label, and nodes are connected with edges to represent flows from one activity

8It’s important to note that throughout bupaR the term trace is used to refer to a unique sequence
of activity labels — also known as a process variant. It is different from the term case, which refers
to a single, unique execution of the process.
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to another. Both nodes and edges can be annotated with (relative) frequencies. The

default process map can be generated as shown in Code Extract 7.11 (see output in

Figure 7.4).

Code Extract 7.11: Creating process map.

1 c la ims event l og %>%

2 proce s s map( )

This process visualisation, shows that the process is fairly structured, almost se-

quential. In general, processes tend to look more spaghetti-like. Creating an un-

derstandable process map therefore typically is an iterative process, involving the

use of one or more subsetting methods discussed in Section 7.5.2. The underly-

ing data (frequencies etc.) can also be retrieved and further analysed through the

precedence matrix function, of which the output can be visualised using the plot

function.

Although process maps have the ability to show local structures in the process,

they are not well suited to visualise the different unique paths in a process from start

to end. For instance, the fork after File Claim might have an impact on the path

taken at the fork after Appoint Lawyer. However, these types of dependencies are

not clear from this graph. An alternative is to analyse traces in a more grid-like way,

which can be done using the trace explorer function (Figure 7.5). It can be seen that

the first trace has a coverage of about 17%, while the coverage of subsequent traces

rapidly decreases. The coverage argument states that this graph covers at least 90%

of the traces in the event log. Visualising more traces would lead to an illegible graph.

Code Extract 7.12 shows how to create the trace explorer output.

Code Extract 7.12: Creating trace explorer graph.

1 c la ims event l og %>%

2 trace e x p l o r e r ( coverage = 0 . 9 )

Numerical techniques. Numerically, the control-flow can be analysed using vari-

ous metrics. The set of metrics are inspired upon Lean Management and Six Sigma

literature. In this section, the discussion is limited to the implementation of each met-

ric, although an overview of the different metrics and their fundamental groundings

can be found in [124]. The metrics related to control-flow can be roughly classified in

the following six aspects

• Trace coverage: analyse (the variability of) the support of the traces.

• Trace length: analyse the distribution of the number of activity instances per

case.
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Figure 7.4: Process map of claims event log.
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Figure 7.5: Trace explorer output for the claims event log.

• Start and end activities: analyse the entry and exit points of the process.

• Activities: analyse the frequency of activities.

• Self-loops: analyse immediate reoccurences of activities.

• Repetitions: analyse delayed reoccurences of activities.

Each aspect can be looked into with one or more methods and at different lev-

els of granularity, of which an overview is shown in Table 7.6. Only one method,

activity presence, does not have an adjustable level of granularity. This method

will always result in a list of activities. For the other methods, the result depends on

the level of granularity, and will either be summary statistics (log), or a list of cases,

traces, activities, resources or resource-activity pairs, respectively.

All the metrics that can be applied at case, activity, resource, or resource activity-

level have an append argument. If set to TRUE, this will return the original event log

with the metric appended as additional case attributes. When the level of granularity

is activity, resource, or resource-activity, it will append the metric as event attributes

(e.g. values will vary for different events within the same case). When the level is log

or trace, the argument will be ignored. Appending the metric output to the event log

provides an easy way to enrich the event data or to perform more advanced filtering

(see also Section 7.5.2). Some of the methods have additional arguments which can

be set to configure the desired outcome.

Each of the metrics is implemented as a S3-generic with methods for objects of

both eventlog and grouped eventlog. In the latter case, results will be shown for
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Aspect Method L T C A R RA

Trace coverage trace coverage • • •
Trace length trace length • • •
Start & end activities start activities • • • • •

end activities • • • • •
Activities activity frequency • • • •

activity presence

Self-loops number of selfloops • • • • •
size of selfloops • • • • •

Repetitions number of repetitions • • • • •
size of self-loops • • • • •

Table 7.6: Methods for the numerical analysis of control-flow at different levels of gran-
ularity: Log (L), Trace (T), Case (C), Activity (A), Resource (R) and Resource-activity
(RA).

each of the levels of the grouping variable(s) separately. The outputs of the methods

have their own specific object class, and for each of these, an S3-method for the plot

function is implemented to create a default visualization of the metric.

The example in Code Extract 7.13 shows the trace length at the general log level,

grouped on the refund made variable which was created earlier. It shows that for

cases where a refund is made, there are always 13 activity instances. For cases in

which refunds are not made, the amount of instances varies between 7 and 13. This

result again shows the fairly structured nature of this process.

Code Extract 7.13: Computing trace length for grouped event log.

1 c la ims event l og %>%

2 group by( re fund made) %>%

3 trace length ( l e v e l = ” log ” )

4

5 # A t i b b l e : 2 x 9

6 re fund made min q1 median mean q3 max

7 < l g l> <dbl> <dbl> <dbl> <dbl> <dbl> <dbl>

8 1 TRUE 13 13 13 13.00000 13 13

9 2 FALSE 7 7 13 10.11374 13 13

Time perspective

In order to analyze the time perspective, processmapR [75] provides functions for

creating a dotted chart and a performance process map. Furthermore, numerical
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analysis of the time perspective is supported by edeaR [84].

Visual techniques. A performance-variant of the process map discussed in the

previous section can be created by adjusting the arguments of the process map func-

tion. In particular, the type argument can be configured with an object of class

process map profile. There are currently three ways to generate this profile ob-

ject: using the frequency function (the default, which was used implicitly in Section

7.5.3), using the performance function, and using the custom function for custom

attribute profiles. In order to analyse time, we use the performance profile, as shown

in Code Extract 7.14, where we can configure the function to be applied on the time

interval (defaults to mean) and the time units to be used. The result of this is shown in

Figure 7.6. The coloured nodes indicate activities with a duration, where red nodes

have the heighest average duration. The many nodes wih a neutral colour do not

have a duration — for these only a single event was recorded, as can also be seen in

the example log in Table 2.1. The flows between activities are annotated with their

average duration, which is also reflected in the thickness of the arrows.

Code Extract 7.14: Creating performance map.

1 c la ims event l og %>%

2 proce s s map( type = performance (FUN = mean, un i t s = ” hours ” ) )

The dotted chart is a process data visualization [122] which aims to show several

aspects of the event data at once. Although configurations can differ, by default it

plots activities as a scatter plot with time on the x-axis and the cases along the y-axis.

Cases are in this configuration typically ordered according to their first event, which

results in the dotted chart shown in Figure 7.7.

Another common configuration is by changing the x-axis argument to relative,

i.e. the time difference between the start of the activity instance and the start of the

case, and ordering the cases according to their duration, as displayed in Code Ex-

tract 7.15, which results in the dotted chart shown in Figure 7.8.

Code Extract 7.15: Creating dotted chart.

1 s e p s i s %>%

2 dotted chart ( x = ” r e l a t i v e ” , sort = ” durat ion ” )

It can be seen that the majority of cases have a relatively short duration while

there is a long tail. It is also clear that the pink activities always occur at the end of

the process, while the blue and green activities typically occur at the start.

Colours are typically used to visualize activity labels, although any other attribute

can be mapped on the colour. Other configurations for the x-axis are the time dif-
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7.5. Demonstration of Artefact

72 hours287.98 hours

192 hours
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479.23 hours
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480.89 hours

120 hours
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Start Investigation
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Figure 7.6: Performance process map of claims event log.
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Figure 7.7: Dotted chart for sepsis event log.

ference since the start of the day, and the time difference since the start of the week.

These show whether there are any patterns over time can be found, in days or in

weeks, respectively.

Note that while this visualization mainly focusses on the time perspective, due to

its many configuration options it can also be used to look at control-flow or resources,

or a combination of different perspectives.

Numerical techniques. For a numerical analysis of the time perspective, three

different metrics can be studied, which are introduced in [124]. The implementation

of these metrics is equivalent to those discussed before. The list of metrics and their

granularity levels is shown in Table 7.7. The three metrics are defined as follows:

• Throughput time: the time passed between the first event and the last event

of a case.

• Processing time: the sum of the duration of all activity instances. The dura-

tion of an activity instance is the time passed between the first event and the

174



7.5. Demonstration of Artefact
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Figure 7.8: Dotted chart for sepsis event log using relative time.

last event of the instance.9

• Idle time: the sum of the time spans in which no activity instance is active.

Aspect Method L T C A R RA

Throughput time throughput time • • •
Processing time processing time • • • • • •
Idle time idle time • • • •

Table 7.7: Methods for the numerical analysis of time at different levels of granularity: Log
(L), Trace (T), Case (C), Activity (A), Resource (R) and Resource-activity (RA).

Organisational perspective

9Note that the duration of an activity instance with only one event is equal to zero.
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Figure 7.9: Resource handover-of-work map for claims event log.

Visual techniques. To visually analyse the organisational perspective of a business

process, a handover-of-work network can be constructed [123]. This is a directed

graph that shows how cases are handed over from one resource to the next. With

processmapR, such a network can be created using the resource map function, as

shown in Code Extract 7.16. The result is shown in Figure 7.9.

Code Extract 7.16: Creating resource map.

1 c la ims event l og %>%

2 re sou r c e map( )

Numerical techniques. For a numeric analysis there are three resource metrics,

as listed in Table 7.8, which are based on the work in [125]. Their implementation is

again equivalent to the implementation of the earlier discussed control-flow and time

metrics. Furthermore, note that also the resource and resource-activity levels of other

metrics can be used to analyse the organisational perspective.
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7.6. Discussion

Aspect Method L T C A R RA

Frequency resource frequency • • • • •
Involvement resource involvement • • • •
Specialization resource specialization • • • •

Table 7.8: Methods for the numerical analysis of resources at different levels of granularity:
Log (L), Trace (T), Case (C), Activity (A), Resource (R) and Resource-activity (RA).

Data perspective

The data perspective in process analysis mainly refers to the application of traditional

data mining and statistical techniques on event data. As a result, conventional tools

can be used for these types of analysis and these are not further discussed in this

paper. Examples are

• clustering cases based on their attributes.

• classification of cases according to a certain variable (e.g. predicting claims

with refund vs. without refund).

• descriptive analysis of event or case attributes.

7.6 Discussion

The above description of the design and the functionalities shows that the require-

ments are met. To recapitulate, the following design requirements were defined.

1. The tool-set should be embedded or connected with a general-purpose data

analysis software, such that synergies can be made by linking existing data

analysis and/or statistical techniques with process analysis applications.

2. Creating extensions should be straightforward, and well-supported through doc-

umentation.

3. The tool-set should allow to reproduce analysis, thereby facilitating iterative

analysis

4. The tool-set should have a clear documentation and impose guidelines for the

documentation of extensions.

With regards to the first requirement, the link with existing data analysis tech-

niques is straightforward as the tool-set is conceived as a suit of packages in the R

eco-system. The fact that many known tidyverse functions for data manipulation
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7. Reproducible Process Analytics

[138] are supported makes sure that there is a solid interface between the packages

discussed in this chapter and existing packages used for generic data analysis, making

it straightforward to treat event logs also as conventional data sets.

As a corollary from this, also the ease of extensibility is provided. Over the past

decade the R community has put in place many procedures to help the publication

of packages — such as devtools10 — or automatic checking procedures, as well

as documentations to guide new programmers in this endeavour. It is therefore no

coincidence that the number of packages published on CRAN has increased tenfold

over the past 10 years.

Next to the guidance provided by the R community it should also be noted that

the ease to contribute with new packages or functions is higher compared to other

extensible tools, such as ProM, since using the packages for analysis is very similar

to writing new functionalities. The transfer from using R towards contributing R is

therefore much lower than the transfer from, for example, using ProM to contributing

to ProM. For the latter, the graphical user interface to use it is markedly different

from the underlying source code one has to be familiar with in order to contribute.

This makes contributions to bupaR by users which do not necessarily have a very

technical background more likely, as is illustrated by the large amount of issues and

pull request the packages receive from users via github.

Thirdly, concerning the reproducibility, the choice for a scripting language is

paramount. While other approaches toward reproducibility are possible, such as

the workflow approach used by RapidProM, the chosen solution has some impor-

tant benefits. Firstly, it improves the transparency of the analysis, as parameters

for the analysis are visible and not obscured in various operator nodes. Secondly, it

greatly increases the ease to interactively adjust the analysis by quickly changing the

order of different commands, skipping or repeating certain commands, etc. Thirdly,

the choice for R, which comes with useful tools such as Rmarkdown documents and

Shiny dashboards, not only ensure reproducibility of analyses, but also reproducibility

of reports.

Finally, the documentation of the packages is ensured by the very strict rules which

are in order for published packages on CRAN. Not only do all functions and their

arguments have to be adequately described, the packages have to be provided with

examples or vignettes on how to use them. Additionally, packages such as pkgdown11

help to create a dedicated, up-to-date website for R-packages, which is also used by

www.bupar.net.

10https://cran.r-project.org/web/packages/devtools/index.html
11https://pkgdown.r-lib.org/
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7.7. Conclusion

Concerning the functional requirements, the above description of functions for data

extraction, data processing and data analysis shows that these are met. Important for

the functionalities are also the combinations with other, existing techniques which are

possible. Subsequent chapters will showcase some of these combinations with, among

others, clustering techniques, statistical techniques (regression, correlation), but also

the power of custom preprocessing tasks and other data manipulations.

Also important to note in this respect, is the recently developed python library for

process mining PM4Py.12 From a design perspective, PM4Py is similar to bupaR, in that

it is also linked with a general purpose data analysis ecosystem, in this case Python, is

easy to extend and supports reproducibility. The main difference between the two is

the focus on functionality: where PM4Py focuses more on the mining aspect, providing

various algorithms for discovery, conformance checking, etc., the focus of bupaR has

so far been on data processing and manipulation and exploratory and descriptive

analyses. A promising avenue for future research will be to investigate how these two

tool-sets can be combined as complimentary frameworks.

7.7 Conclusion

In this chapter, we introduced a suite of R-packages which were designed to support

the different analytical stages within process analysis, from the data extraction to the

analysis and mining. It is the first effort to support the handling and analysis of pro-

cess event data in R. While the preceding sections focused primarily on the technical

aspects of the implementations, more practical guidance can be found on the website

www.bupar.net and a comprehensive function index is available in Appendix B.

Making process analysis possible in R will improve the reproducibility of process

analyses. Reusable analysis scripts can be combined with the interpretation of the

analysis as well as with meta-data (who did the analysis and when?). Furthermore,

it will allow process analysts to easily create custom analysis tools, and will enlarge

the adoption and publicity of process mining in industry. Future developments of the

framework will include the introduction of process models in R, such as Petri Nets.

As a result, additional techniques which use both process data and process models

can be implemented.

While the demonstration of functionalities in this chapter was limited to an iso-

lated enumeration of different functions, the following chapters will provide a more

in-depth evaluation of the framework. Using two different case studies, it will be illus-

trated how the functionalities can be used in a real-life setting to create added value.

12http://pm4py.org/
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7. Reproducible Process Analytics

Both case studies will show how different functionalities can be combined with each

other and with existing tools. Chapter 8 will discuss a case study on learning tra-

jectories in higher education, while Chapter 9 will describe an application of process

analytics to detect reroutings in a railway environment.
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Chapter 8

Student Trajectories in Higher Education

Learning isn’t a way of reaching

one’s potential but rather a way

of developing it.

K. Anders Ericsson

I
n this chapter, we evaluate the use of bupaR in the context of education. This

chapter is different from the demonstration of functionalities in the previous

chapter, as it does not discuss functions in isolation, but uses them in combi-

nation with each other and existing techniques, to get useful insights and answers

to specific questions. In particular, this chapter will analyse student trajectories in

terms of successful and failed courses. The following questions will be addressed:

1. How is the behaviour of students aligned with the prescribed program?

2. What is the impact of failures on the trajectories and which are common failure

patterns?

3. How do students take decisions about the amount of credits to take in each

semester, and how to balance mandatory and elective courses?

A short introduction on learning analytics and the combination with process min-

ing is given in the next section. In Section 8.2, the data will be introduced, together

with some basic descriptives. Section 8.3 will discuss the alignment between student

behavior and the prescribed program, where one major will be used as a prototype.

In Section 8.4, the impact of failure will be investigated, while in Section 8.5 certain

trajectory decisions are analysed from a quantitative point of view. In Section 8.6 we

will discuss the findings, limitations, and lessons learned with respect to the use of

bupaR for process analysis. Section 8.7 concludes the chapter.
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8. Student Trajectories in Higher Education

8.1 Learning analytics and process mining

Learning analytics is a relatively young domain, which focuses on the measurement,

collection, analysis and reporting of data about learners. It aims to understand and

optimise learning and the environment in which it occurs [32]. It emerged as a com-

bination of various related fields, such as technology enhanced learning, data mining,

statistics and visualisation [54]. Learning analytics developed particularly as a re-

sponse to the rise of e-learning, such as Massive Open Online Courses (MOOC), and

the new challenges and opportunities that came with this shift.

The application of process analytics in this area is not brand-new. Process mining

techniques have been used on MOOC data to distinguish different learning styles [98]

as well as to relate behaviour with final grades [106]. However, the scope of learning

analytics is not limited to e-learning. In [57] process mining was already used in the

context of blended learning, where e-learning and traditional learning are mixed.

But learning analytics can also be interesting at a higher meta-level, where stu-

dents are not followed throughout a course, but throughout their education trajectory.

Courses do not exist in isolation from each other, and the way that study programmes

are constructed has important ramifications towards phenomena such as students at-

trition and postponement of graduation [66]. In subsequent sections, these phenomena

will be analysed using a process analytics approach. The analyses done in this chap-

ter should not be seen as a full-fledged solution to these problems, but nonetheless

provides a conceptual example for process analytics in higher education trajectories,

while simultaneously also highlighting limitations of the taken approach.

8.2 Data Understanding

The data used describe the trajectories of engineering students who started their

higher education in 2013 at a large university (circa 27.000 students, divided over

18 faculties).1 In total, information for 5 years is available, each consisting of two

regular semesters and a summer period, for students of one specific faculty. The

program contains 400 credits, which should ideally be taken in chunks of 50 credits

in each regular semester over the course of 4 years. A total of 644 students enrolled

in 2013. Relatively few students terminated the program prematurely in the first 2

years (49 students, 7.6%). 515 students (80%) were still active in the second semester

of the 5th year, i.e. one year after the foreseen completion of the program.

1For data privacy reasons, the origin of the data for this chapter is not disclosed. References
to particular students are anonymized and references to courses are replaced with fictitious course
names.
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8.3. Followed versus prescribed trajectories

For each student, the following information is available.

• Each course ever taken by the student, including:

– which semester it was taken;

– the final grade that was obtained;

– the number of credits of the course.

• Educational history, including:

– the region and type of high school;

– the year of graduation in high school;

– the way of entering the university.

• Choices about specialization, including:

– chosen major, if already chosen;

– chosen minor, if already chosen;

– chosen track within major, if applicable.

In total, 1073 courses have been taken by the students over the course of 5 years.

This very high number of courses can be explained by the large amount of different

specialisations that can be selected, as well as the large amount of external, optional

courses which students can take. More than 50% of the courses were taken less

than 4 times in 5 years, while the 100 most taken courses represent 77.4% of all the

trajectories.

8.3 Followed versus prescribed trajectories

In this section, we will analyse whether students obey the prescribed course program

or not. For this, we will look at one specific major in particular as a proof of concept.

The major contains ten courses, which should be taken from the 4th until the 8th

semester, as shown in Table 8.1.

In Figure 8.1, the order of completion of the different semesters is shown using

a process map with relative frequencies. It can be seen that 77.14% of students

first completes the courses in the 4th semester, while others first complete semester

5 (22.86%). Furthermore, only 28.57% finished semester 6 directly after semester 5,

while 14.29% do so after they finished semester 4, and a considerable group of students

do so only after they already finished semester 7 (48.57%) or 8 (8.57%). As such, it

seems that the semesters are not completed by students as the program prescribes.

If we take into account the entire end-to-end completion sequence of students, we

get the results as displayed in Figure 8.2. It can be seen that the correct completion
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8. Student Trajectories in Higher Education

Table 8.1: Prescribed major program.a

Semester

4 5 6 7 8

[Course 4.1] [Course 5.1] [Course 6.1] [Course 7.1] [Course 8.1]

[Course 4.2] [Course 6.2] [Course 7.2] [Course]

[Course 6.3]

aNote that actual course id’s and names have been anonymised.

67.14

14.29

18.57

22.86

28.57

44.29
4.29

7.14

34.29

58.57

4.29

1048.57

37.14

88.57

8.57

2.86

77.14

22.86

End

Finished Semester 4
(100%)

Finished Semester 5
(100%)

Finished Semester 6
(100%)

Finished Semester 7
(100%)

Finished Semester 8
(100%)

Start

Figure 8.1: Recorded completion order of semesters of major.

order only occurs for 20% of the students, while the largest group of students (40%)

completes semester 7 before 6.

Given these results, two follow-up questions can be asked. Firstly, which specific

course(s) can be identified as the reason(s) for diversions between the prescribed and

followed program? Courses can lie at the root of these diversion because of two

reasons. They either have a high failure rate, thereby impeding completion of the

program, or they are intentionally delayed by students.

Secondly, do the student’s diversions have a positive or negative impact on the

overall study performance? In case the impact is positive, this information could be

used to adjust the prescribed study program for the major. In case it is negative, one

could devise some control measures to increase the compliance of the program.
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4 5 7 6 8

4 5 6 7 8

5 4 6 7 8

5 4 7 6 8

4 7 5 6 8

4 5 7 8 6

4 7 5 8 6
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4
5 4 6

5
5

8

6

7
8 6

8
7
7

40%

20%

12.86%

8.57%

7.14%

4.29%

2.86%

1.43%

1 2 3 4 5

Activities

Tr
ac

es

Figure 8.2: Completion sequences of semesters of major.

8.3.1 Root causes

In Figure 8.3, the actual point in time that a course is completed by students is

compared with the prescribed moment. The red lines indicate the semester in which

a course should be completed, while the black dots show the actual average point in

time it is completed. The grey areas show the distribution of the actual completion

time.

Two courses in particular stand out here, i.e., [Course 4.1] and [Course 6.2]. For

these courses, it can be seen that the average completion time is much later than the

prescribed semester in which these courses should be completed. Comparing the place

of these courses in the program with the results in Figure 8.2, it can be concluded

that [Course 4.1] is the main reason for untimely completion of semester 4 (22.86%

of students), while [Course 6.2] is the main reason for delayed completion of semester

6 (64.29% of students).

If we ignore [Course 6.2] — which appears to be the primary diversion — in the

process map and trace explorer shown earlier, we get the results displayed in Figure 8.4

and Figure 8.5, respectively. It can be observed that, when ignoring [Course 6.2], there

is markedly less diversion from the prescribed program. The largest group of students

(43.66%) now completes the semesters in the appropriate order, and late completion

of semester 6 is only a problem for about 21.14% of students (compared to 64.29%

before).

When looking at the failure rate for these two courses, we see that for [Course 4.1]

78.5% passes the course in the first attempt, while for [Course 6.2] 97.4% of students
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Figure 8.3: Comparison of prescribed and actual moment a course is completed.
The prescribed period in which a course should be taken is indicated with a red line, while the actual
distribution of when the course is taken by students is indicated by the grey density line. The black
dots indicate the average actual point in time each course is completed.

61.97

23.94

14.08

16.9

52.11

21.13

9.86

5.63

9.86

7.04

60.56

16.9

4.23

8.45

14.08

73.24

90.14

5.63

4.23

73.24

22.54

4.23

End

Finished Semester 4
(100%)

Finished Semester 5
(100%)

Finished Semester 6
(100%)

Finished Semester 7
(100%)Finished Semester 8

(100%)

Start

Figure 8.4: Recorded completion order of semesters of major, ignoring [Course 6.2].
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Figure 8.5: Completion sequences of semesters of major, ignoring [Course 6.2].

passes the course in the first attempt. As a result, the delay of [Course 4.1] can partly

be explained by the struggles students are having to complete this course. In contrast,

students do not seem to struggle to succeed for [Course 6.2]. In the latter case, the

delay is thus almost exclusively due to intentional postponement by students.

8.3.2 Impact

Having identified the main root causes for students not following the major as pre-

scribed, the next logical step is to see what the impact is of those diversions on the

overall student performance. However, analysing this impact is a non-trivial task

because of several reasons.

Firstly, quantifying student performance is not straightforward, as this is a mul-

tifaceted concept. One can measure the performance of a student in terms of the

average grade obtained, in terms of timely graduation, or a combination of both.

However, both measures can only be examined reliably when students have obtained

their degree. In the current context, only a minority of students has reached this

point. Alternatively, one could look at the student performance of the major only,

instead of the entire program. Nevertheless, a bias will still exist, as not all students

of the same cohort who elected this major have completed it.

Secondly, one should be cautious not to confuse correlation with causation. A
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8. Student Trajectories in Higher Education

diversion from the prescribed program can lead to a lower average grade, but there

might also be a third variable which causes both a lower grade and the likelihood to

deviate, such as previous educational programs followed. Indeed, these concepts are

strongly influenced by other factors, such as previous education the students received,

the social situation of students, but also the ambition and goals of the students. As

a result, any found relation between performance and recorded behaviour should be

interpreted with considerable care.

Table 8.2: Regression of the average score on the major in terms of global score and fit
between behaviour and prescribed program.

Dependent variable:

Score major

Fit with program 0.722∗

(0.413)

Global score 0.825∗∗∗

Excluding courses from major (0.093)

Constant 0.192

(0.515)

Observations 43

R2 0.716

Adjusted R2 0.702

Residual Std. Error 0.239 (df = 40)

F Statistic 50.534∗∗∗ (df = 2; 40)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

The regression results in Table 8.2 show that the average score obtained in the

major is almost perfectly linear to the global score obtained for the other courses

throughout the educational program, the major courses excluded. The fit between

the behaviour and the prescribed major program2 has a positive relationship with the

score for the major. However, as stated above, these result should be interpreted very

2The fit between the behaviour and the prescribed major program was calculated by taking the
correlation between on the one hand the semesters that courses were completed in, and on the other
hand the semesters courses should have been completed in. A fit of 1 means a perfect correlation
between those, while a fit of −1 means that a student took courses in completely the opposite order.
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8.4. Failure Patterns

cautiously. Ideally, a more elaborate analysis should be performed at a time when all

students have terminated their program.

8.4 Failure Patterns

A second subject that was investigated are students failing courses. Understanding

the existing patterns in this area is important in two different ways. Firstly, the high-

level understanding of students’ struggles gives an idea of the overall performance

of the students. Comparing this for different cohorts might also indicate long-term

trends.

Secondly, also the low-level understanding is important, i.e., how does failing a

certain course relate to other courses? This detailed information can be used to

provided tailored support and advice to students with a certain track record.

In this section we will propose the concept of bags as a method to analyse patterns

of failing students, including some guidelines on how this method can be used to

answer specific research questions.

8.4.1 Bags

When a student fails a course, this can be seen as a burden that he will carry on to

the subsequent semester. In such a case, we can metaphorically speak of a bag that

a student is carrying. Each bag has a weight which varies over time, depending on

the amount of courses the student fails (added to his bag) as well as the amount of

courses in the bag he eventually succeeds (taken from his bag). The concept of bags

was introduced before in [117, 118].

Figure 8.6 shows an example of a hypothetical student.3 Columns one through

five list the different years of the students trajectory, while the rows show the different

periods (1st semester, 2nd semester, and summer semester). For each period, it can

be seen which courses the student took, and the result for each course. Green courses

are those for which the student passes immediately. Red courses are those for which

the student failed (added to bag, if not already included). Blue courses are those

for which the student passes after having failed originally (removed from bag). The

evolution of the bag for this student can be seen next to the list of courses. The

heaviest bag the student held was after the 2nd semester of the 2nd year. At that

point, he had a bag of three courses.

3All course id’s in this example are hypothetical and have no significance.
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8.4. Failure Patterns

When a student holds a bag for subsequent periods, this is considered as a single

bag, notwithstanding that the content and the weight might be changing continually.

The time during which a bag is held by a student is called the length of the bag.

For the student trajectory in Figure 8.6, the student has held 2 bags, over the

course of 5 years. The first bag was started in semester 2 of the first year and lasted

until semester 1 of the third year. The second bag was started in the last semester

shown in Figure 8.6, and not emptied (yet).4

In the paragraphs below, we will use the concept of bags to look at student pat-

terns at two levels. Firstly, a high-level analysis is done in Section 8.4.2. Here, the

main focus is on the number, weight and length of bags. This provides a high level

understanding of the burden students are carrying. Secondly, a low-level analysis is

done in Section 8.4.3, where a proof of concept is presented on how to use the no-

tion of bags at the level of individual courses, with the goal to understand relations

between courses, which can be used to support students and remedy problems.

8.4.2 High-level analysis

In this Section, we will look at three very specific bag-related questions in order

to understand how frequent students struggle and how long it takes to recover. In

particular, the following questions are answered.

1. How many bags do students on average hold over the 5-year period?

2. How heavy are the bags students hold?

3. How long does it take to empty the bags on average?

The answers to these questions can be found in Figure 8.7. In Figure 8.7a, it can

be seen that most students have had one or two bags over their 5 years of education.

Only 1 out of every 5 students has had no bag, i.e. never failed a course.

Most of the time these bags are not very heavy, as is shown in Figure 8.7b. While

there are rare examples of bags containing up to 9 different courses, more than half

of the time only one course is in the bag. It’s important to note that the bag weight

is not constant, but can increase or decrease over the period of the bag. Figure 8.7c

shows the distribution of the average weight of all bags. The average weight for 50%

of the bags is between 1 and 2 courses.

Finally, the length of the bags is shown in Figure 8.7d. While the maximum is 13

periods (the theoretically possible maximum is 15), the majority only lasts a single

period.

4Note that only data for 5 years was available for the analysis in this chapter.
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Figure 8.7: High-level analysis of the number, length, and weight of bags.
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It can be concluded that really problematic bags — long and heavy ones — are

rare. Most bags do not exist for a long time and are not so heavy. On the other hand,

it is likely that a student soon or late has one.

This high-level analysis provides a snapshot of the overall performance of a cohort

of students. Comparing the results for different cohorts can reveal trends of the overall

difficulty students are having with the program. While the discussion above is done

for the complete data, more targeted analysis can also be done, i.e. for a certain

group of courses (e.g., a major) or a specific group of students (e.g., depending on

previous studies).

Nonetheless, the high level analysis comes with several drawbacks. Firstly, it

should ideally be done after all students have finished, or dropped out, their studies.

Otherwise, both the length and the number of bags are slightly biased by the better

performing students. This makes it difficult to act on the results, because there is

a large lag between student actions and the analysis. Moreover, changes to study

programs happen more frequent, which means that the analysis should be interpreted

with care.

Secondly, additional information of the student curriculum for each student is

necessary to know when a student eventually drops a course (if possible). When this

happens, it might appear that the course is still in his bag because he never completed

it, while in fact he has chosen to change its curriculum. Analysis at a lower level can

to a certain extent resolve both shortcomings. Therefore, we will look at lower-level

patterns in the next section.

8.4.3 Low-level analysis

At a lower level of analysis, we can have a look at the impact of a specific course.

Using the concept of bags, we can answer questions such as how often is this course

the reason for starting a bag? and if a student starts a bag with this course, how long

does it take before it is emptied. Moreover, links between courses can be investigated

and frequent patterns observed. In the next paragraphs, we will use a course called

Statistics I as a prototype example.5 This course is part of the first semester for all

students, and typically poses some problems.

Of all 943 bags which were observed, 213 (22.5%) contained the Statistics I course.

In most cases (209 bags), the course was already included in the bag from the start.

This is unsurprising, as it is one of the first courses the students should take.

Comparing the length of bags of those that started with this course and those that

did not, no difference was found. The average length was 2.65 periods for those bags

5The course names in this section are fictitious, although the results refer to actual courses.
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starting with the course, while 2.59 periods for those bags that did not. However,

differences were found in the average weight of the bag. For those that started with

this course, the average weight was 2.16 courses. The average weight of bags for other

bags was only 1.48 courses. In other words, failing the Statistics I course will not lead

to an unusually long recovery period, but is nevertheless related to a heavy backlog of

courses. This heavy weight when failing the course under consideration can already

be seen at the first period that the student carries the bag. More than 50% of the

students who fail Statistics I, will fail 2 or more other courses.

Subsequently, we can investigate which courses are frequent problem cases, to-

gether with the Statistics I course. Analysis shows that 69.4% of the students also

failed Introduction to Data Analysis, and 62% failed Management Accounting. This

helps to identify the context in which students find themselves struggling.

Furthermore, one can also look at the future. Which courses are students more

likely to fail after failing Statistics I, for instance? For example, we can observe that

9% of these students eventually failed Econometrics, and 6.7% of these students failed

Database Management. Nevertheless, putting these figures in the correct context is

very important, and not necessarily trivial. It should be taken into account what the

overall fail rate is for these courses, but also the fall-out of students should be consid-

ered (e.g. students that drop out of the program, or that elect a major without these

specific courses). It is therefore recommended to start from clear research questions,

concerning specific courses, and test all the assumptions needed in order to formulate

an answer. The found results can then be useful when providing guidance for students

in a certain context.

8.5 Understanding Trajectory Decisions

In the previous sections we mainly looked at the student trajectories from a result

point of view — i.e. what are the trajectories students have eventually taken. How-

ever, these are the result of a series of decisions students made based on certain events

that occurred. Investigating the results of these decisions is more straightforward than

investigating the decisions itself. However, understanding how certain things came

about is often essential to comprehend the whole scene.

Therefore, in this section, we will have a look at decisions made by students in

the process of getting their degree, in order to further understand the patterns which

can be seen on the surface. In order to do so, event attributes will be used. While

often ignored by process mining techniques, they can provide very useful information.

Using bupaR, this information is more easily incorporated.
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Figure 8.8: Distribution of Elective Credits taken by students in regular semesters. Average
number of credits are indicated with red dot.

The specific topic which will be considered is that of elective courses. Each student

enrolled in the program should take a set of elective courses for a total of 80 credits,

which are ideally uniformly divided over the 8 semesters. These courses can be seen

as general education and cover a broad range of topics, including sports, religion,

philosophy, etc.

The distribution of the number of elective credits taken by students in each

semester is shown in Figure 8.8. The median value in all semesters lies at the pre-

scribed amount of 10 credits — except for the last semester. Nevertheless, a large

variation can be seen in the number of elective credits taken by students. Also the

average amount of credits — indicated by the red dots in Figure 8.8 — is markedly

higher than the prescribed 10 credits during semesters 2 and 3. The aim of the uni-

versity is to understand the reasons why students take more or less elective credits in

a specific semester.

In order to analyse this, the event log used in previous sections was aggregated so

that a single event for each student in each semester remained. For each events, the

following attributes were calculated:
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• the total number of normal credits taken,

• the total number of elective credits taken,

• the difficulty6 of the normal courses taken,

• the difficulty of the elective courses taken,

• the number of normal credits failed,

• the number of elective credits failed.

The goal of the analysis is to understand which of these concepts correlate to the

number of elective credits taken in a semester. However, not only the correlation at

a fixed moment in time is important, but also the correlation over time. Indeed, the

hypothesis of the university is that a high number of failed courses in a semester will

lead to a higher number of elective credits taken in the next semester. The rationale

behind this hypothesis is that elective courses — which in general are less difficult —

are used as a counterbalance to cope with the recuperation of failed courses.

Figure 8.9 displays the correlations between the number of elective credits in each

semester, shown along the x-axis, and other characteristics, shown along the y-axis,

are displayed. Among these are both characteristics of the previous and of the current

semester. It can be seen that the correlations between the current number of elective

credits and the characteristics of the previous semester are very weak to non-existent.

This rejects the hypothesis that students take up less elective credits in response to

failed courses in the previous semester.

On the other hand, relatively strong correlations can be seen between the number

of optional credits in a semester and other characteristics in the same semester. In the

first two years, there is a positive correlation with the difficulty of the normal courses

the student takes. This means that students will take more elective courses if they are

expecting a more difficult semester. On the other hand, there is a negative correlation

with the amount of normal credits. In other words, if the number of normal credits

increases, they will take less elective credits. As such, it seems that the number of

elective credits in a given semester is the result of a balancing exercise between the

amount and difficulty of other courses taken in the same semester, and has nothing

to do with reacting to failures in the previous semester.

One anomaly in Figure 8.9 is the strong positive correlation between the amount

of normal credits and the amount of elective credits in the first semester. However,

this artefact in the data is the direct result of the default study program, which most

students still have in their first semester. In this semester, almost all students take the

6The difficulty of a course is expressed based on the average number of attempts students need
to pass as well as the average score students obtain. The lower the obtained score, or the higher
the number of attempts needed, the more difficult a course is. The final score for difficulty is the
normalised average of these two variables.
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Figure 8.9: Correlation between the amount of elective credits in a given semester and
other characteristics of that particular and the previous one.

prescribed 50 normal credits and 10 elective credits, while only a handful of students

takes more than 10 elective credits. This results in a strong positive correlation.

Another peculiarity in the correlations is the increasing correlation between the

amount of elective credits failed and the elective credits in the final semesters, which

is not prevalent in the first 3 years. It thus seems that students who are taking up

more elective credits tend to have a higher failure rate. The fact that this correlation

surfaces in later semesters is mostly the result of exuberant amounts of elective credits

taken by students in those semester, as can be observed in Figure 8.8.

While these correlations should not be confused with causal relationships, they

are able to characterise the different phenomena which play in the context of the

students as well as disprove pre-existent hypothesis on the students’ motives. From

a technical viewpoint, this example shows the flexibility of bupaR to perform non-
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standard analyses.

8.6 Discussion

In this chapter we have seen how bupaR, introduced in Chapter 7, can be used to

investigate research questions in a specific context. With regard to the design re-

quirements on the connection with generic data analysis tools and ability to perform

custom analysis, this chapter shows that bupaR:

• facilitates the application of traditional (statistical) techniques in a process con-

text, such as regression analysis (Table 8.2) and correlation analysis (Figure 8.9);

• facilitates the use of other visualisation software such as ggplot2 [137] to create

custom visualisations as in Figure 8.3 and Figure 8.8;

• facilitates custom data preprocessing, such as the transformation of the original

event log to an event log containing bags (Section 8.4).

The scripts used to create the figures in this chapter can be found in Appendix C.

While they show how each of the above-mentioned combinations and customisations

can be achieved, it should also be noted that none of these come for free. Instead, a

certain familiarity with R and some of its packages is required to really enable these

synergies. In the end, ”there is no such thing as a free lunch”.7

In relation to the case study itself, the chapter has shown that process analysis can

create valuable insights into the trajectories of students. However, some limitations

have to be considered.

Firstly, when looking at student trajectories over a long-term, considering courses

in a study program instead of exercises in a course, analysis of end-to-end student

progress and performance requires a rather long period of data. As a result, conclu-

sions can be made only at after several years of data gathering. In the increasingly

fast changing world of education such a time window might proof too long, such that

its already to late to act on the conclusions. Most of the time, student curricula are

changing faster, which not only makes results about the end-to-end process obsolete

before they are obtained, but also reduces the reliability of said results, as the envi-

ronment is changing constantly during the data gathering. Nevertheless, analysis of

local patterns, concerning a certain course, or a segment of the curriculum can still

be valuable.

A second limitation is the flexibility of student programs. In modern times, stu-

dents have almost unique, individual student trajectories — all of them pursuing

7Robert Heinlein, The Moon is a Harsh Mistress
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different interests and studying in different circumstances. This flexibility makes it

increasingly difficult to provide students with appropriate and reliable guidance. In-

deed, how to advice a student if you cannot learn from other students with a similar

trajectory, because they don’t exist? As a result, some analyses in this chapter, such

as the low-level analysis using bags (Section 8.4.3) are only reliable in segments of the

data where there are enough observations — such as the typical common first year of

a student program, where all students start on the same plane and haven’t decided on

any specialisations yet. The issues with very low structured processes is by no means

a new problem in process mining, and most certainly also applies in this context.

8.7 Conclusion

In this chapter, the process analytics framework introduced in the previous chapter

was used in the context of high-level learning analytics. In particular, three different

topics where discussed. Firstly, to which extent are students following the prescribed

program, and where do they deviate from it? Secondly, how fast do students recover

from failing a course, and how heavy is the burden of failed courses? And finally,

which elements are related to the number of elective credits selected by students in a

particular semester.

The examples showed the suitability for a process-oriented view in the analysis

of higher education trajectories, as well as the flexibility with which bupaR allows

for non-standard analyses and visualisations. The scripts used for the figures in this

chapter can be found in Appendix C.
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Chapter 9

Process-Oriented Analytics in Railway

Systems

There are so many different kinds

of normal.

Becky Albertalli

I
mproving the punctuality of railway operations is one of the most impor-

tant objectives of rail infrastructure managers. In reaching this goal, they are

restricted by safety constraints and capacity limitations. As for the latter re-

striction, optimizing capacity planning and monitoring constitutes a major necessity.

In this chapter, we show how process analytics can be of added value in a railway

operations managing context.

The contribution of this chapter is twofold. Firstly, metrics are proposed to evalu-

ate train scheduling by using train describer data. The metrics allow to identify areas

in the train schedule where re-routings are frequent, and will provide guidelines to

consequently improve the scheduling of trains. In particular, we will use metrics from

process mining and business process management to quantify to following aspects.

• How frequent do deviations occur on a particular train route?

• How diverse are these deviations?

– In terms of width (horizontal diversity), i.e. the amount of diversity at a

certain location.

– In terms of location (vertical diversity), i.e. do all deviations occur at the

same place or on a varied number of places.
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• Can we recognise patterns in the deviations which can be used as input for train

scheduling?

Train describer data recorded by the Belgian railway infrastructure manager In-

frabel will be used to illustrate the workings of the suggested metrics. Train Describer

systems record the position and movement of trains throughout a railway network,

with the aim to monitor train traffic and to secure safety regulations. Next to record-

ing train movements, the systems also allow user interventions, such as modifying the

trajectory of a train.

Secondly, the chapter illustrates the large potential of process analysis techniques

to analyse train describer data. Not only does it show how bupaR, introduced in

Chapter 7, can be useful in visualising processes and quantifying certain character-

istics — it moreover shows, analogously to Chapter 8, how the toolset can be easily

customised to a very specific context, and how it can be used in combination with

regular data analysis techniques, such as clustering, as well as traditional statistics,

such as analysis of variance.

This chapter is based on the work in Janssenswillen, G., Depaire, B., Verboven,

S., 2018. Detecting train reroutings with process mining. EURO Journal on Trans-

portation and Logistics, 1–24 [77].1

The next section will introduce the problem further and describe related work.

Consequently, a set of metrics will be developed in Section 9.2, together with a

methodology to use them. In Section 9.3, the results of this methodology will be

illustrated using train describer data recorded by the Belgian railway infrastructure

manager Infrabel. Finally, in Section 9.4 lessons learned about both process analytics

in a railway context and process analytics with bupaR are described.

9.1 Problem statement and related work

In order to bridge the gap between railway scheduling and execution, it is necessary to

analyse to which extent traffic operators make decisions to deviate from the planned

capacity allocation. Consequently, it needs to be examined whether these decisions

were favourable, thereby possibly pointing at flaws in the railway planning, or not.

While a lot of research on train scheduling and real-time rescheduling exists, little

literature is available on the ex post analysis of capacity usage. Most research in this

1While the analyses in this chapter predate the official release of bupaR, they were done using
earlier versions of the functions. In fact, it was one of the main inspirations and motivations for bupaR.
All graphs and analysis in this chapter can be reproduced using released bupaR functions, as is shown
in the Appendix. Furthermore, bupaR-packages have been used for the eventual implementation of
the methodology at Infrabel.
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area is focused on train delays and ensuing conflicts, while limited consideration has

been given to the evaluation of train rescheduling. Nevertheless, railway infrastructure

managers possess tremendous amounts of data about the railway operations, which

are recorded in so-called train describer systems. Because of the abundance of data,

extracting knowledge from it is a complicated task.

Improving the punctuality of railway operations starts with the development of a

robust train schedule. In this area, the work in [127] should be noted. The author

provides an overview of 48 techniques for railway scheduling. These techniques were

categorised according to the plan perspective, the supported infrastructure, the goal,

the level of evaluation and the control strategy. It demonstrates that most atten-

tion in literature goes to techniques for tactical scheduling and less to operational

scheduling. Moreover, a considerable amount of techniques can only be applied on

line-infrastructures, and not on more complex and realistic network-infrastructures.

More recently, robust scheduling in a more complex railway infrastructure was

investigated in [47]. The main focus of this research was on the robustness of the

complex station area of the North-South connection in Brussels. The author iden-

tified the different elements which determined the robustness of a train schedule,

and hereupon defined an approach to improve the robustness, by taking into account

routing decisions, train sequences and platform allocation.

Once railway schedules are put into service, the performance of the operations

needs to be monitored and evaluated. Train conflicts and delay propagations have

been studied extensively in literature of transportation and operations research. The

Belgian train describer data used in this chapter were analysed before with respect to

train delays [36]. Using frequent item-set mining, patterns between train delays were

detected. If train A has a delay of x minutes or more, train B will also have a delay

with x minutes or more, with a certain confidence y.

The use of train describer data for data analysis has been done in [90] and [91].

In this work, the authors aimed at the adaptive prediction of train event times, i.e.

taking into account not only delay but also predicted route conflicts, braking and

acceleration times.

In [34], three different types of delay propagation were identified: propagation

along the same train, propagation between trains due to required connections, and

propagation between trains due to shared use of scarce infrastructure capacity. The

last type of delay propagation is better known as knock-on delays [30, 65, 142]. These

three types of propagations were analysed through the use of stochastic models.

Related to the work of [34], [55] presents efficient algorithms to detect both re-

source conflicts and delays from maintained connections, within large scale data sets.
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Further steps which are proposed are a statistical examination and to extend the ap-

proach to global dependencies. The latter could for instance lead to the construction

of networks of conflicts between trains.

In the same area, [39] focused on real-time dispatching. The objective of this

research has been to develop a decision support system for real-time management

of railway traffic. The resulting tool, called ROMA, Railway traffic Optimisation by

Means of Alternative graphs, assists traffic managers in choosing the best trajectory,

ordering of trains and the optimal speed of trains. The recommendations done by the

system are based on simulations of the resolution of traffic after certain decisions are

taken.

In [133], the authors advocate that it is important to have feedback from operations

to planning, to close the control loop. In order to achieve this, the performance of

the railway operations in the Dutch railway are analysed and this is used as input

towards a better planning. In The Netherlands, train describer data have been used

to identify route conflicts. The TNV-conflict tool introduced in [38] defines a train

conflict as the situation in which a train comes within sight distance of a signal which

is not open, i.e. obliging the train to slow down or halt. Both conflicts due to scarce

capacity and required train transfers were identified, in accordance with the different

delay propagations proposed in [34]. The additional tool TNV-statistics has been

developed to look into the conflicts with more detail, and to link them together in

conflict chains or trees [60].

In [119], several data mining techniques are applied on a large set of sensor data

generated by railway infrastructure and rolling stock. The aim of the analysis is to use

temporal sequences of recorded events to predict failure of equipment, as to improve

maintenance scheduling. Although not related to routing conflicts, it shows how much

can be learned from analysing the great amount of data which is available.

Apart from the TNV-statistics tool and the work in[36, 119], little attention has

been directed to the analysis of recorded data. Nevertheless, event data such as

train describer data can be used to extract process-related knowledge using process

mining. For example, train trips can be regarded as process instances, while activities

are specific types of events. For instance, activities related to a train trip can be the

passing of a signal, or the adjustment of its trajectory. Other attributes may be

available, which can be related to the event as well as to the case. Typical additional

event attributes relate to resources. As such, the passing of a signal may also record

which signal was passed. Case attributes can contain any characteristic information

about the process instance, for instance, the type of rolling stock or the number of

carriages. In this chapter, we will adopt a process-oriented view for the analysis of
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train describer data.

9.2 Methodology

The main focus of the analysis in this chapter is to analyse how recorded train routes

deviate from the planned route. Thus, two routes are needed for each train: the

planned route and the actual route. In our analysis, the planned routes refer to the

routes which are communicated to the signal area before the arrival of the train in

the area, or before the departure of the train (in case it departs in a station within

the area). Note that hereby, anticipated changes to the capacity allocation, e.g. due

to known infrastructure works, are neutralised. Both planned and actual routes have

been defined at the level of signals. In order to describe the complete path, also the

final track segment has been taken into account. This is the track where the train

arrives in the destination station or where it leaves the signal area. Considering this

track segment is essential since the train might have different routes after passing the

last signal. Reroutings on this point of the route often include platform changes, and

therefore should not be ignored. Formally, we define the actual and planned route as

follows. An overview of the terminology used in this chapter is provided in Table 9.1.

Definition 9.2.1 (Preliminaries). We define S as the alphabet of signals and T as

the alphabet of track segments. S∗ is the set of al finite sequences over S.

Definition 9.2.2 (Actual route). The actual route of a train i, denoted by σi, is

defined as a sequence of signals plus the destination track segment of the train within

the area. Given s ∈ S∗ and t ∈ T , we can define σi as < s, t >.

Definition 9.2.3 (Planned route). The planned route of a train i, denoted by πi,

is the allocated route of a train 30 minutes before it enters the signalling area (or

before it departs, in case the departure is within the area). It consists of a sequence of

signals plus the destination track segment of the train within the area. Given s ∈ S∗

and t ∈ T , we can define πi as < s, t >.

Given the planned and actual route, rerouting can be formally defined as follows:

Definition 9.2.4 (Rerouting). A rerouting, or deviation, of a train i is defined as

the case where a difference exists between the planned route of a train and the actual

route of a train, i.e. σi 6= πi.

Using process maps, recorded process behaviour can be easily visualised as a di-

rected graph. Graphs G1 and G2 in Figure 9.1 show the visualisation of two fictitious
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Table 9.1: Terminology used in this chapter.

Terminology Description

Route A route of a train is a sequence of signals, when needed supple-
mented with additional details, such as track segments.

Planned route The planned route of a train, based on planning and apriori known
disruptions.

Actual route The actual route of a train, based on train describer data.

Rerouting The situation when the actual and planned route of a train differ.

Connection A connection refers to all train trips from station A to station
B. This does not take into account whether the train stops in all
station or just in major cities. In case there are multiple routes
between A and B, intermediate points are used to distinguish
them.

Relation A relation refers to all train trips from station A to station B,
and vice versa. This does not take into account whether the
train stops in all station or just in major cities. In case there are
multiple routes between A and B, intermediate points are used to
distinguish them.

groups of train trips. The hypothetical underlying infrastructure is shown in Figure

9.2. In the directed graphs, each node refers to a signal which was passed by one

or more trains, and each edge refers to a route from one signal to the next that was

taken by at least one train. In other words, trains are the cases, or process instances,

and signal passings are the activities. The darkest path throughout the graph, i.e.

the most frequent path, corresponds to the planned route in this example. When all

trains visualised in a graph have the same planned route, reroutings become readily

noticeable.

Based on an exploratory inspection of the recorded train routes and interviews

with business experts, two dimensions seemed relevant to quantify train reroutings.

Firstly, the severity of the reroutings should be measured. This refers to both how

many deviations occurred and how long they are. Upon inspection of both graphs

in Figure 9.1, one can see that more reroutings occurred in G1 compared to G2.

Furthermore, reroutings in G2 seem to be less severe, as they take up at most two

signals. In contrast, in G1, only about three quarters of the trains passed through

signal AD as planned, and only 2 signals of the planned routes were never deviated
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Figure 9.1: Fictitious actual routes for two sets of 200 train trips with planned route AA
→ AB → AC → AD → AE → AF → AG → AH. Referred to as G1 (left) and G2 (right).
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Figure 9.2: Example infrastructure.

from. The severity of reroutings will be referred to as the rerouting severity.

Secondly, the complexity and structuredness of the graphs are relevant, as they

represent how many different reroutings have occurred. In Figure 9.1, the model on

the left is clearly less complex than the model on the right. The complexity of the

model will be used as a proxy for rerouting diversity.

Visual inspection of all planned routes would, however, be a cumbersome task.

Therefore, the next paragraphs suggest metrics to quantify the severity and diversity

of reroutings and to single out the routes which should be examined more closely.

9.2.1 Rerouting severity

In order to measure rerouting severity, we draw upon insights of conformance checking

within process mining, as introduced in Chapter 2. Given a process model, confor-

mance checking determines whether the events that were recorded can be replayed

by the process model [2]. For example, the Alignment-Based Fitness measure has

been defined (see also Section 2.3), which is one of the best-known metrics within

conformance checking. In general terms, each case is aligned to the most optimally

corresponding execution trace of a process model, according to a cost-function. For

cases which are allowed by the model, the cost of the alignment is obviously zero. For

cases which cannot be replayed by the model, corrections have to be made. A correc-

tion can be an insertion of an event, a deletion of an event, or the substitution of an

event. Note that multiple alignments can be made, which each have their own cost.

Using default values, a single insertion or deletion has a cost of 1, while a substitution

is allocated a cost of 2. The most optimal alignment will be used to compute the

overall fitness between the recorded behaviour and the model.

In the context of train deviations, suppose we have a group of k trains which were

allocated the same planned route. Let πL be the planned route of the trains and let

L = {σ1, ..., σk} refer to the set of the actual routes of the trains. For train i, given

the actual route σi ∈ L and πL, we define λπL(σi) as the optimal alignment for the

actual route σi and δ(λπL(σi)) as the corresponding cost. It should be noted that,

while there are multiple optimal alignments possible in general, there is only a single
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way to align the actual route with the planned route. This is because the model,

i.e. the planned route, is only a single sequence of signals. As a result, computing

the Alignment-Based Fitness will be straightforward, and will not suffer from the

feasibility issues mentioned in Chapter 4. The fitness for train i is defined as

f(σi, πL) = 1− δ(λπL(σi))

|σi|+ |πL|
(9.1)

where |σi| and |πL| refer to the length of the actual route and planned route, respec-

tively. In the worst-case scenario, a train followed a completely different sequence of

signals throughout the network. To align such a route, all signals that were passed

by the train need to be removed, while all signals on the planned route need to be

inserted. Consequently, the total cost will equal the nominator, resulting in a fitness

value equal to zero. In the optimal case, when σi = πL, then δ(λπL(σi)) = 0, yielding

a fitness value of one. Given the fitness values for all individual trains, the overall

fitness value can be computed for a set of train trips L as follows2:

Fitness F (L) =

∑
σi∈L f(σi, πL)

|L|
(9.2)

Table 9.2: Example of an alignment between actual route σ1 and planned route πL.

πL AA ⊥ AB AC ⊥ AD ⊥ AE AF AG AH

σ1 AA AXB ⊥ AC AXD ⊥ AXE ⊥ AF AG AH

Table 9.2 shows a fictitious example alignment between planned

route πL = 〈AA,AB,AC,AD,AE,AF,AG,AH〉 and actual route σ1 =

〈AA,AXB,AC,AXD,AXE,AF,AG,AH〉. Three signals of the planned route

were not passed and were thus deleted from the route, as indicated with the

⊥-symbol. Furthermore, three signals were visited, although they didn’t belong

to the planned route, which results in three insertions. Notice that, in this case,

each consecutive pair of one insertion and one deletion can also be regarded as a

substitution, which would yield an equivalent optimal alignment according to the

default cost-function. However, in general, it is not obligatory to have one deletion

2Note that these formulas are equivalent to those introduced in Chapter 2. Calculating
Alignment-Based Fitness normally requires the computation of the optimal alignments, which is
not trivial. However, given the constraints imposed by the infrastructure and the fact that our pre-
scriptive model is fully sequential, only a single alignment exists. The corresponding cost will always
be equal to the number of signals planned but not visited, plus the number of signals visited but not
planned. As such, it is equivalent to the Levenshtein distance for strings. Given this simplification,
the fitness could be easily computed using bupaR. Computing alignments was not straightforward
in bupaR (or its precursors used for the initial analysis). However, through integrating bupaR and
PM4Py, computing alignments is possible at the time of writing
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for each insertion, or vice versa. Since the planned route, as well as the actual route,

consists of 8 signals, Equation (9.1) results in a fitness value of 0.625.

The overall fitness values for each of the planned routes will be used as a proxy

for the rerouting severity. The lower the fitness value, the more sensitive the route

is towards train reroutings. In Figure 9.1 it was already clear that, weighted by the

frequencies, slightly more reroutings occurred in G1 compared to G2. Indeed the

Fitness-metric for the set of train trips G1 is 0.8844, while for G2 it is 0.9175.

For the sake of interpretability, we will refer to rerouting severity as the com-

plement of fitness from this point onwards. It is thus said that G1 has a rerouting

severity of 0.1156 while G2 has a rerouting severity of 0.0825.

An analysis of variance can be performed to see whether deviation severity differs

significantly among different groups of trains. These groups can be composed in

different ways, depending on the purpose of the analysis: e.g. comparing trains on

different itineraries, comparing trains at different times of the day, etc. Pairwise

differences between groups and corresponding p-values can then be used to identify

which specific groups perform significantly worse or better.

Once the interesting cases have been identified, the reroutings can be scrutinised

further. For instance, are there only a limited number of distinct deviations, or are

there many different ones? How are they distributed along the route? How many

distinct reroutings generally happen at one specific point of the route, on average? In

order to answer these questions, the dimension of rerouting diversity will be further

defined in the next paragraph.

9.2.2 Rerouting diversity

The aim of this second dimension is to investigate whether trains on a certain route

always deviate in a similar manner or have many different reroutings over time. In

order to measure diversity, we take a new look at the directed graphs displaying all

recorded behaviour, as those shown in Figure 9.1. The complexity of these models

can be used as proxy for the deviation diversity.

Based on the visual inspection of a series of graphs, it was observed that diversity

cannot be measured in a single metric. For instance, in the lower part of G2, about 8

different routes have been observed from signal AE to signal AH. This is remarkably

more than the number of different routes observed at any point in G1. It is therefore

said that the reroutings of G2 are wider. This type of diversity will be referred to as

horizontal diversity. Conversely, deviations in G1 have occurred in a larger part of

the itinerary, i.e. on all signals except for the first and the last. This type of diversity

will be referred to as vertical diversity. Two different process complexity metrics
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have been adapted to the specific context of this paper, both taking into account one

specific type of diversity. Both metrics are discussed in the following paragraphs.

Horizontal diversity

The Extended Cyclomatic Metric (ECyM), or cyclomatic complexity has been defined

by Thomas J. McCabe [102] as a means to estimate the testability and maintainability

of software systems. It uses a directed graph as input, consisting of nodes and edges.

Given the number of edges e, the number of nodes n and the number of connected

components p, ECyM was defined as

ECyM(e, n, p) = e− n+ 2p (9.3)

Note that the formula for the cyclomatic complexity differs from the formula for the

cyclomatic number, which is equal to e − n + p. The cyclomatic number only has a

logical interpretation in the context of strongly connected graphs3. In contrast, the

cyclomatic complexity is primarily directed towards graphs which are not strongly

connected, but which have clear start and end points, as in our case. However, the

cyclomatic complexity is equal to the cyclomatic number of a graph in which an extra

edge was added from the end to the start of every component, in order to make the

components strongly connected [131]. As a result, e − n + p + p = e − n + 2p. As

stated in [102], in a strongly connected graph, the cyclomatic number is equal to the

maximum number of linearly independent circuits. Consequently, ECyM is meant

to quantify horizontal diversity.

Vertical diversity

In order to measure vertical diversity, Separability (Π) is introduced. [105] defined

the notion of Separability, referring to the number of cut-vertices in a graph. A cut-

vertex can be defined as a node which separates the graph into two parts when it

would be deleted. As such, it provides an estimate of the modularity of a process

model. Formally, given a set of actual train routes L,

Π = |{s ∈ S | ∀ σi ∈ L : s ∈ σi}| (9.4)

In other words, the number of signals through which all trains in L pass. When more

cut-vertices are present, it means there is a higher proportion of the planned route

which is never deviated on. However, this only holds under the assumption that each

signal on the planned route was passed by at least one of the trains. If this does not

3A graph is strongly connected if there is a path from each node to any other node.
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hold, a cut-vertex can also be a signal through which all trains have passed, although

it did not belong the the planned trajectory. Yet, to measure diversity, it is irrelevant

whether the cut-vertex belongs to the planned route or not.

Impact of trajectory length

Complexity, as measured by the metrics discussed above, tends to increase as the size

of the graph increases. This is indeed a desirable property of complexity measures in

the context for which they have been defined. However, longer routes will therefore be

negatively biased, i.e. obtaining higher complexity scores. To take this into account,

both metrics were corrected for the length of the planned route. Furthermore, the

complement of the separability metric is taken, so that higher values correspond to a

higher diversity, as is the case with ECyM .

ECyM ′(e, n, p) =
e− n+ 2p

|πL|
(9.5)

Π′ = 1− |{s ∈ S | ∀ σi ∈ L : s ∈ σi}|
|πL|

(9.6)

While values of Π′ are generally in the range from 0 to 1, values of ECyM ′ are not.

For a planned trajectory of length |πL|, the maximum possible ECyM ′ is a function

of the total number of nodes n and the number of edges e between those nodes.

Although the maximum number of nodes in the graph will depend on the length of

the trajectory, it is not straightforward to express this dependency mathematically.

If the deviation occurs in between station areas, there can no more than 3 alternative

signals for each signal deviated from, since there are never more than 4 parallel tracks

in the railway infrastructure under consideration. However, if the deviation occurs

within a station area, there might be more than 3 alternative signals for each signal,

because a station might have more parallel tracks. Finally, when the deviation is

not local, i.e. the train is forced to change its itinerary via other cities or railway

connections to reach its destination, the number of alternatives becomes virtually

unlimited. If the number of nodes is known, the number of edges depends again

on the infrastructure, which determines whether is signal is directly reachable from

another signal.

For the sake of simplicity, assume that 3 alternative signals exist for each signal on

the route, and assume that after each signal, each of the next for signals is reachable,

as is shown in Figure 9.3. The maximum number of actually visited signals — i.e.

the maximum value for n — is then equal to 4 × |πL| + 2 (including the entry and

exit points). The maximum number of edges e is equal to 4(|πL| − 1) × 4 + 2 × 4
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Figure 9.3: Example of maximum number of possible deviations on a strongly-connected
4-track railway line.

(including the entry and exit possibilities). The maximum possible ECyM ′ is then

equal to 4(|πL|−1)×4+2×4−(4×|πL|+2)+2
|πL| = 12|πL|−8

|πL| , which approximates 12 for long

trajectories.

However, if there is only 1 alternative signal, i.e. a 2-track railway line, the

maximum ECyM ′ will be equal to 2. If there would be 6 parallel tracks, the maximum

will approximate 30 for long trajectories. Next to the number of parallel tracks, also

the number of connections between those tracks has a large impact. If, for instance,

you can only switch to another track after every 2 signals, the maximum ECyM ′ will

be lower.

The maximum ECyM ′ in function of the length of the trajectory for these 6

different scenario’s — 2, 4 and 6 parallel tracks, both strongly and loosely connected

is shown in Figure 9.4. For each scenario it can be seen that the maximal ECyM ′

number quickly stabilises if the trajectory length increases, and is only depended on

this length for small trajectory. However, the level at which is stabilises depends on

the infrastructure. The more parallel tracks there are, and the easier they are to

reach, the more diverse the deviations can be.

As a result, caution is needed when comparing the level of deviation diversity of

different trajectories, as some might have more potential to deviate in diverse ways.

Since the infrastructure under consideration does not neatly fall within a specific

infrastructural type such as the ones shown in Figure 9.4, it is not straightforward to

normalise the metric appropriately. Indeed, the infrastructure under consideration is

very complex and differs highly from location to location — some parts of a trajectory

will allow for more diverse deviations than others. However, it can be argued that the

difference will be less extreme than those in Figure 9.4. In the next section, it will be

shown that many of the trajectories will pass through the same railway corridor, i.e.

between Brussels and Leuven. Furthermore, it can be observed that the infrastructure
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Figure 9.4: Relation between maximal ECyM and trajectory length.

in the remainder of the area is similar to some extent: mostly there are 2 parallel

tracks and 3 to 4 tracks in station areas. As such, the resulting ECyM ′ values will

be largely comparable. We will return to this issue when discussing the limitations of

the approach later in this chapter.

Running example

In order to calculate the ECyM ′ of each graph in Figure 9.1, the number of nodes

and edges needs to be counted. G1 contains 20 nodes and 25 edges, while G2 contains

12 nodes and 18 edges4. Thus, ECyM ′(G1) = 0.875 and ECyM ′(G2) = 1. As we

know the infrastructure for this fictitious example (Fig. 9.2), we can compute that

the maximal ECyM ′ equals 1.875 ( 35 edges−22 nodes+2
8 ).

To compute the adjusted separability-measure Π′, it can be seen that G1 contains

only 2 cut-vertices, while G2 contains 6. As a result, Π′(G1) is equal to 0.750 and

Π′(G2) is equal to 0.250.

This illustration shows that both measures of diversity take into account different

aspects of the reroutings which occurred. The reroutings in G2 are assessed by Π′ to

have a much lower diversity, as they only occur at the end of the trajectory. However,

G2 is allocated a higher diversity score by ECyM ′, as the reroutings in the lower part

of the graph are judged to be broader then those in G1. It can indeed be observed

that G1 is more structured, whereas the lower part of G2 is more dense.

4Note that the Start and End nodes, as well as their connecting edges, are not taken into account
in the calculation of ECyM ′ and Π′, as they are not really part of the routes. They only have an
aesthetic function in the visualisation
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In order to further illustrate the meaning of ECyM ′ and Π′, Figure 9.5 shows

graphs with combinations of low and high values for both metrics. The x-axis depicts

the level of horizontal diversity while the y-axis depicts the level of vertical diversity.

In the upper right graph, reroutings are wide and well spread along the route, resulting

in high values for both the metrics. Meanwhile, in both lower graphs, reroutings are

not spread along the whole route, yielding a low value for separability. The graphs in

the right part of the table are relatively wide, leading to a high value for the ECyM ′

metric.

After having identified the instances which are the most sensitive to rerouting,

their values for the diversity metrics can be computed. Consequently plotting them on

a xy-scatterplot allows the data analyst to map the different instances to the different

types of graphs in Figure 9.5. As such, one can have a preliminary idea of how the

different graphs look like, without having to look at each of them individually. The

analyst can then decide which instances are the most interesting to inspect further.

9.2.3 Discovering patterns

So far, the methods and metrics proposed are able to both identify which groups of

trains are the most sensitive to reroutings and to map different groups of trains to

different types of graphs. Finally, the question might be asked which patterns can

be found in the reroutings? In other words, under what circumstances are certain

reroutings occurring? For instance, do specific types of deviations always occur at

the same time of day?

When the diversity is low, e.g. like in the lower left graph in Figure 9.5, it is

very easy to see which reroutings occur when, since there are only a limited num-

ber of distinct reroutings. However, when moving to the upper right graph in Fig-

ure 9.5, distinguishing the different types of reroutings gets more difficult. However,

using clustering techniques, reroutings can be grouped into different clusters of sim-

ilar instances. This can be done using a hierarchical clustering design, in which the

distance between two routes is measured using the Levenshtein distance. The Leven-

shtein distance calculates the difference between two sequences based on the number

of insertions and deletions that have to be performed on one sequence, in order to

be equal to the other sequence. An hierarchical clustering can be conducted using

average linkage, where the number of clusters can be decided for each clustering by

inspecting the dendogram. The clusters can subsequently be compared to each other

along different characteristics: the time of day, day of week, type of rolling stock, etc.

This will yield a first understanding as to when and why certain deviations occur.

In the next section, the discussed methods will be illustrated using data from the
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Figure 9.6: Overview of Belgian railway network.

Belgian train describer system, provided by infrastructure manager Infrabel.

9.3 Results

In the context of the Belgian railway network, the need to optimize capacity usage

is amplified by several factors. Firstly, the railway network, as shown in Figure 9.6,

has a high density, containing many bifurcations within short distances from each

other, and it is star-shaped with Brussels at its gravity centre. Every day, 57% of the

railway passengers travels to or through Brussels. Secondly, the amount of passengers

has risen steadily over the last decades, mounting up to 230 million a year in 2013.

Meanwhile, annual punctuality has been decreasing gradually over the last couple

of years until 2013. The complexity of the network makes it a non-trivial task to

identify the causes of certain delays. As stated in [36], it might not be clear whether

a structural delay is the result of ordinary busy traffic or of certain decisions that are

made consistently by traffic operators who are unaware of its negative impact.

The data selected for the analyses conducted in this paper were recorded in the
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signal area of Leuven. With on average 32.247 departing passengers each day (2014),

the station of Leuven is the 6th most important railway station in Belgium. Fur-

thermore, the signal area constitutes an important gateway to Brussels, and is also

responsible for all trains to and from the national airport. The data were recorded

during the period from 15 December 2013 to 15 March 2014. The logbook used for the

analyses consists of three main categories of events: train movements, user commands

and auxiliary functions. The train movement events were used to reconstruct the ac-

tual trajectory of the train. On the other hand, specific user commands conveyed the

planned trajectory of a train.

A total amount of 5.36 million train describer events were recorded during the

three month period. Together, these records describe the history of 75 382 trains

trips. On average, circa 950 train trips through the signal area were recorded on a

working day, and approximately 600 train trips on a typical weekend day. Given this

abundance of available data, there is a clear need for scalable methods in order to

produce useful insights about the railway operations. The actual train trajectories

covered a total number of 394 different signals and approximately 160 track segments.

Note that this area only covers a small percentage of the total railway infrastructure

in Belgium. Nevertheless, since the used methods require no a priori knowledge of

the infrastructure, scalability of the approach is a clear advantage.

Different types of train movement recordings, related to signals on the one hand

and to track segments on the other, were transformed into one standardized format.

These events constitute the building blocks of the actual train routes. Table 9.3 shows

the events which are related to train number 1234 on the 10th of January 2014.5 Each

train trip is considered as one instance or case of the process. Each case is identified

by the date and the train number.6 Each row in Table 9.3 is an event, which has both

a timestamp and a location attached to it. The location may refer to both a signal,

which is a combination of letters, or a track segment, which is a number. Recall that

only the destination segment is taken into account.

Next to the actual routes, the planned routes are extracted from specific com-

munication messages. These messages deliver the planned trajectory to the traffic

control system as the train approaches the area. Table 9.4 shows this record for the

corresponding train. The message column contains the original encapsulation of the

planned route, while the last column shows the route after the extraction and clean-

ing. This route was sent to the signal box at 5:54am, about 30 minutes before the

arrival of the train in the area.

5Both train numbers and signals have been anonymised.
6Note that on a given day, each train ride has a unique train number. For example, the train

from Genk to Bruges at 8:07a.m. has number 1531 while that of 9:07a.m. has number 1532.
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Table 9.3: Trajectory of train 1234 on January 10th, 2014.

Date Train number Timestamp Location

2014-01-10 1234 6:23:17 AB

2014-01-10 1234 6:24:15 AC

2014-01-10 1234 6:25:49 AD

2014-01-10 1234 6:27:02 100

Table 9.4: Example extraction of the planned trajectory.

Date Train nr. Time Message Planned trajectory

2014-01-10 1234 5:54:36 2E1234 :AB *>> AC *>> AD
20K *>> 100 AE

AB,AC,AD,100

The analysis of rerouting severity and diversity can be conducted at different levels

of abstraction. The rerouting severity can be calculated at the level of a planned

route, at the level of a connection, or at the level of relation. A relation contains all

trains between two specific locations, in either direction. For example, all trains from

Mechelen to Leuven, and vice versa. Each relation can be further divided into two

connections, by taking into account the direction of the train. E.g., all trains from

Mechelen to Leuven form one connection, and all trains from Leuven to Mechelen

form a second one. For each connection, one or more planned routes might exists. As

these are defined at the very low level of signals and tracks, they can differ based on

the time of the day, or because of planned maintenance works. An overview of the

terminology can be found in Table 9.1.

The selection of the appropriate abstraction level encompasses a certain trade-off.

Focussing on a low level, i.e. planned route, will yield very precise results, but there

can be an abundance as many planned routes might exist. Focussing at the higher

level of relations will limit the number of instances, but might create the risk that

certain problem cases remain hidden. Indeed, when a relation consists of 10 planned

routes, of which one has an extremely high severity of reroutings, while the other 9

hardly contain reroutings, the problematic route will probably remain unnoticed in a

high-level analysis. A recommended approach would be to start the analysis at a high

level, and subsequently lowering the unit of analysis, while at each step discarding

the most uninteresting cases from the analysis, at all times being aware that there

might be interesting outliers.

The planned route was extracted for all regular trains, excluding empty train rides,

freight trains, and working trains. This resulted in the selection of 58,042 train trips.
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Figure 9.7: Schematic overview of considered train relations.

Consequently, these were grouped based on their planned route. For each group,

a set of train describer records, i.e. an event log, was constructed containing the

actual route. In order to make sure the results of the analysis were reliable, only

those groups which contained at least 50 instances were considered. The resulting

selection contained 54,635, i.e. 94.13%, of all regular trains. Among these trains,

7.75% contained reroutings. For each planned route, a corresponding model was

constructed. Both the model and the actual trajectories in the event log are the main

input to the analysis conducted in the next section.

A total number of 109 different planned routes were considered — i.e. regular

trains trajectories with more than 50 instances. They were categorized along 22 re-

lations. The relations considered are listed in Table 9.5 and schematically visualized

in Figure 9.7. For some pairs of locations multiple relations exist, which are distin-

guished by certain intermediate points.7 Note that in this analysis only the trajectory

is used to distinguish train trips, and not their stops or the type of the train (regional

trains vs intercity, etc.). In the remainder of the analysis, the specific connections are

treated anonymously. Next to the 109 different planned routes, 590 different actual

7Notice that some of the intermediate points indicated in Table 9.5 are not visually distinguished
in Figure 9.7, since they are very local in nature, most commonly in the dense corridor between the
National Airport and Brussels.
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routes were found. Thus, for each planned route, on average 5.73 reroutings existed,

with a minimum of zero (no reroutings) and a maximum of 29. The length of the

routes varied between 2 and 23 signals, with an average of 8 signals.

Table 9.5: Train connections considered in the analysis.

Relation # trains

National Airport ↔d Brussel 6301

Mechelen ↔ Leuven 5980

Luik ↔c Brussel 5562

Aarschot ↔ Leuven 5418

Leuven ↔ Brussel 4841

Hasselt ↔ Brussel 3108

Luik ↔ Brussel 2657

Mechelen ↔ Brussel 2246

Aarschot ↔ Brussel 1982

Landen ↔b Mechelen 1937

Mechelen ↔c National airport 1897

Leuven ↔b Brussel 1747

National airport ↔a Brussel 1301

Luik ↔ Landen 1039

Leuven ↔b Brussel 872

Leuven ↔ National airport 465

Aarschot ↔a Brussel 461

Waver ↔ Leuven 457

Landen ↔ Aarschot 370

Landen ↔ Brussel 169

Hasselt ↔ Landen 117

Mechelen ↔b Leuven 114

a Via fast track b Via National airport c Via high speed line d Via default track

Table 9.6 shows some statistics for the rerouting severity and diversity metrics for

the different relations, which are visualised in Figure 9.8. It can be observed that on

average, the rerouting severity of the different relations is quite low, with an average

severity-value of 0.016. By comparing the mean and the median, it can be observed

that the distribution is right-skewed, with the mass of the observations in the close

vicinity of zero. As such, most relations only contain a limited number of reroutings,

while some unfavourable outliers exist.

The values for Horizontal diversity are located in the range from 0.181 to 1.761,

with a mean of 0.601. It is not unsurprisingly to find diversity levels to be low for

the majority of the connections, as they are dependent on the extent that reroutings
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Table 9.6: Measures of locality and spread for the deviation severity and diversity measures.

Rerouting severity Rerouting diversity

Horizontal Vertical

Min 0.001 0.181 0.085

Mean 0.016 0.601 0.527

Median 0.006 0.508 0.631

Max 0.122 1.761 0.869

Std. Dev. 0.032 0.405 0.279
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Figure 9.8: Boxplots showing the distribution of the metrics.

have occurred on these connections. The values for vertical diversity are distributed

between 0.085 and 0.869. On average, 52.7% of the planned signals is deviated from

by at least one train.

The pairwise correlation coefficients between the different metrics are shown in

Table 9.7. It can be seen that, like expected, a positive correlation is found between

deviation severity on the one hand, and both horizontal and vertical diversity on

the other hand. As such, when rerouting severity increases, the rerouting diversity

increases. However, the correlation between severity and vertical diversity was not

found to be statistically significant. Finally, both measures for diversity were found

to be significantly positively correlated, which seems legitimate.
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Table 9.7: Pairwise correlations between deviations severity and diversity measures.

Rerouting severity Horizontal diversity Vertical diversity

Rerouting severity —

Horizontal diversity 0.526*** —

Vertical diversity 0.191 0.614*** —

Note: *** p < 0.001

9.3.1 Rerouting severity

In order to identify relations with a remarkable severity of reroutings, an analysis

of variance can be done for the fitness values, to analyse differences between group

means. This means that all trains are grouped according to their relation, and for

each train the fitness is computed using Equation (9.1). However, two of the under-

lying assumptions for ANOVA were not satisfied [67]: (1) the dependent variable (i.e.

fitness) is not normally distributed within each group and (2) the population variances

of the fitness values within each group are not equal. For these reasons, the Kruskal-

Wallis test, a non-parametric alternative, was used [93]. Since this test is rank-based,

it disregards the magnitude of the differences in fitness. The Kruskal-Wallis test has

theoretically less power than the parametric ANOVA when the ANOVA’s assumptions

are met. However, this is not necessarily true when they do not hold [43].

The test was able to reject the null hypothesis that there were no differences in

rerouting severity among the different relations at a 0.001 significance level. Conse-

quently, a post-hoc Nemenyi test was conducted [109], of which the pairwise results

are visualised in a heatmap in Figure 9.9. The bar chart on the right shows the de-

viation severity for each relation, ordered from best to worst. The matrix on the left

demonstrates whether pairs of relations are significantly different from each other in

terms of rerouting severity. As such, it allows us to see which relations are significantly

more problematic than others.

A pair of relations with a red cell has a statistically significant difference in rerout-

ing severity at the 0.001 significance level. All the pairs with a green cell are not found

to be significantly different with regards to the rerouting severity. It can be concluded

that relation 2 has a far higher severity to deviations than all the other connections,

followed by connection 3 and 8. These connection are thus identified as the main

problem cases requiring further analysis.8

8Note that for data privacy reasons these relations will be treated anonymously. We will not
refer to them using the descriptions used in Table 9.5.
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Figure 9.9: Heatmap of post hoc Nemenyi test for rerouting severity.

Important to note in this respect that we are analysing only the observable system

dynamics. We do not look at dependencies between different trains. Certainly, a

deviation for a specific train might cause one or more deviations for other trains.

Or, a train just being late might cause deviations for other trains. However, in

process mining, different process instances are often considered in isolation from each

other. Analysis of the event data in a more generic setting — i.e. not within the

straitjacket of a process view — would probably lead to more diverse insights, also

on the dependencies between different deviations or other events. We will return to

this remark in the discussion section.

9.3.2 Rerouting diversity

Figure 9.10 shows a scatter plot based on the horizontal and vertical diversity mea-

sures. The horizontal and vertical line display the mean of both metrics. The size
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Figure 9.10: Scatterplot of rerouting diversity metrics.

of the points refers to the rerouting severity; bigger points having a higher severity.

Comparing this plot to Figure 9.5 gives an overall idea of how the graphs contain-

ing the actual behaviour within each relation look like. It can thus be observed that

graphs like the one in the lower right of Figure 9.5 do not seem to occur. Furthermore,

the low diversity of reroutings along relation 3 is remarkable in this figure, as it is the

second most sensitive to reroutings. As such this will provide a very interesting case,

as the low diversity indicates the existence of a limited set of deviations which occur

very often. In the remainder of this section, these results will be drilled-down further.

As pointed out before, relations are composed of two connections, one in each

direction. In Figure 9.11 the diversity values are shown for each connection within

the selected relations. Connections are distinguished with the letters A and B. This

shows that the two diversity metrics are not always in agreement with each other

within a relation, especially for relation 2. E.g. Connection 2A has a higher horizontal

diversity than 2B according, but lower vertical diversity. As such, reroutings on 2A

are expected to differ more in their width but are slightly more concentrated along the

route, compared to 2B. Furthermore, it can be seen that both connections of relation

3 have a relatively low diversity.

Figure 9.12 contains two graphs of actual routes, one belonging to each direction

of relation 2, each having a similar level of rerouting severity. The graph on the left,

belonging to direction A is indeed wider than the graph belonging to direction B.

However, the right graph displays reroutings on every signal, while in the left graph

the first three signals are never deviated from. It is clear that both graphs fall into
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Figure 9.11: Diversity of connections within selected relations.

the upper right category of Figure 9.5, having both a relatively high horizontal as

well as vertical diversity.

In the right graph, some reroutings appear to be relatively systematic. For example

OYD > MYD > CYE is taken 8.5% of the cases. Definitely, an in depth analysis

should be performed to reveal when and why this rerouting occurs.

Analogously, Figure 9.13 shows graphs of two routes belonging to connection 3,

one in both directions. As was apparent from Figure 9.10, relation 3 has a very

low diversity of reroutings. Indeed, it can be observed that in both directions only

one single rerouting has occurred, albeit relatively often. It therefore corresponds

to the lower left category in Figure 9.5. The above-average rerouting severity in

accordance with a low deviation diversity yields some interesting inquiries: are there

any patterns in the occurrence of this deviation? Why does it occur so often? And

were the occurrences beneficial for the operations?

The first question can be easily answered by looking at the data. For instance,

it could be observed in the data that about 70% of the reroutings in the left graph

in Figure 9.13 took place at six in the morning. The reason for the deviation can be

discovered in different ways. Firstly, one could focus on the detailed infrastructure at

the location of the rerouting and simulate the movement of the trains in this area at

the time of rerouting. As such, replaying history can give insights about why certain

decisions were taken. Secondly, observations and interviews at the signal box can be

clarifying.

The last question, whether the rerouting was beneficial for the overall performance
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Figure 9.12: Actual routes on relation 2 along direction A (left) and direction B (right).
Only the most frequent planned route for each direction is selected.
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of the network, is much more harder to assess. It involves the linking of reroutings

with each other and with impacts on performance measures, such as train punctuality.

Finally, a closer look will be given to relation 8. Just as relation 3, it has an

above-average severity to rerouting. While the diversity of reroutings was still rather
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low, there did not seem to be only a single rerouting. For instance, along one of the

planned routes, still 10 different deviations occurred. Nevertheless, relating rerouting

to specific characteristics of both train and time can still be meaningful. In order to

do so, all rerouting along the planned routes underlying the relation were clustered.

On the routes of connection 8A, four different clusters were found, each containing

a set of similar deviations. For simplicity’s sake, the precise composition of the clusters

is abstracted from. The distribution of the clusters over the timespan of a day is shown

in Figure 9.14. It can be observed that reroutings belonging to cluster 3 are more

likely to occur in the evening, while reroutings from cluster 0 are more likely to occur

in the early morning. It could be further investigated why these reroutings occurred

a their specific moments, by replaying history and interviewing business experts, and

how they influenced the network operations.

When clusters of deviations are very common at specific points in time — such

as during the evening rush in this case — it would be interesting to see what the

root cause of the deviations are. It might be that the location where trains in this

cluster deviate is generally very crowded during these hours, so that deviations are

inevitable. On the other hand, the deviations might be caused by a specific (set of)

train(s) which are either late or also deviating. Thirdly, it may also be the case that

there is no specific problem on the planned route, but the operators decide to deviate

anyhow. This can be a way to prevent a certain risk for delay or conflict which might

exists if the planned route is taken, or even just because it is a habit of the operators

— ”we always did it that way”. These cases — with a large amount of deviations but

a limited amount of diversity — lends itself extremely well to look for patterns and

subsequently for root causes.

9.4 Discussion

The case study in this chapter again evaluates the use of bupaR as a process analytics

tool in an applied setting. It was shown how

• custom metrics such as ECyM, Separability and the Levenshtein distance can

be implemented and analysed,

• statistical tests such as Kruskal-Wallis can be performed on process related data,

• general clustering techniques can be used on process data, and

• custom visualisations can help to gather insights in the process.

The scripts underlying the different tests and figures in this chapter can be found

in Appendix D.
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Figure 9.14: Distribution of clusters of reroutings on connection 8A over the timespan of
a day.

Furthermore, this chapter illustrated how process analysis can contribute towards

more data-driven decision making in a railway management context. The results of

these analyses provide a basis for potential improvements of the capacity allocation.

Nonetheless, closer investigation by business experts is needed in order to decide

whether the reroutings have been beneficial for the overall performance or not. As

a first step in understanding the detected reroutings, a cluster analysis has been

suggested. By clustering similar deviations into different groups, patterns can be

found in their occurrences.

The main advantage of the techniques used in this chapter is that they are largely

independent of the underlying railway infrastructure. As the infrastructure is not

required as input, the techniques can be easily reused on new cases. Moreover, this

allows the metrics to be used on every sort of infrastructure, whereas many existing

algorithms are typically limited to a certain set of infrastructure characteristics.

Notwithstanding their proper functioning, some improvements to the metrics can

still be made. One would be to allocate costs to the different signals, as a means to

make certain reroutings more severe than others. These costs can be determined based

on expert knowledge, thereby implicitly requiring input about the infrastructure.

Alternatively, costs can be determined based on the data. For instance, signals which

are located in an area with a lot of traffic might get a higher cost attributed to it, as

reroutings in these areas might have more far-reaching consequences.

Another improvement might be needed in order to accommodate the ECyM met-

ric — used for measuring horizontal diversity — with a proper scale. In order to

scale the metric between 0 and 1, an upper bound needs to be calculated. This upper
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bound can be determined by looking at the infrastructure, i.e. what would be the

maximum number of nodes n and edges e when all possible reroutings would have

occurred. When the information on the infrastructure is not provided, these numbers

can be estimated by looking at all the behaviour which has occurred, on the condition

that data is recorded over a sufficient amount of time.

It should also be noted that the use of process mining has some drawbacks. In the

context of trains travelling on a dense, highly-connected infrastructure, it is very likely

that the behaviour of one train impacts that of another. While high level information

is certainly interesting — e.g. train A deviates almost daily at a certain location

— it is even more interesting to link these to other events — e.g. train A deviate

almost daily at a certain location, because train B is always late, or because train C

is deviating and preventing A from passing, or maybe even without there being an

obvious reason.

There are of course certain techniques with do look at the relation between differ-

ent process instances, for instance in order to detect bottlenecks, or to detect similar-

ities, but few techniques really look at the impact of events upon each other. While

one mainly talks about event data in the context of process mining, it would often

be more accurate to talk about process data instead. Indeed most analysis which are

done are heavily focused on a process view, and not really consider events in relation

with other events outside of their cases. Too often, it seems that event data are only

analysed with a relatively strict process instances .

9.5 Conclusions

This chapter proposed and illustrated a set of metrics and methods from a process

analysis perspective which can be used as a guide for an exploratory analysis of

train reroutings, using train describer data. The techniques suggested are able to

highlight interesting cases and to point out various paths to conduct further analysis.

To this end, measures used in process mining and process modelling were applied to

quantify the severity of train reroutings, entitled reroutings severity, as well as the

variation of the reroutings which occurred, referred to as reroutings diversity. The

analysis was centred around different train relations. A Kruskal-Wallis test was able

to detect differences in the severity to reroutings among the different train relations.

Subsequently, inspection of the most remarkable connections validated the correct

assessment of the proposed metrics.

Simultaneously, the analysis constitutes a second evaluation of bupaR which con-

cludes this part on process analytics. The last two chapters have not only shown that
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the requirements concerning both design and functionality of the introduced tool-set

are satisfied, but also that it is able to lead to precise and insightful results when used

in a particular business context. As such, bupaR fills a gap in the existing landscape

of process analysis tools by enabling reproducible analysis, facilitating combinations

of process-oriented techniques and generic data analysis techniques, and providing

relatively easy ways to customise the analyses as well as to extend the tool.
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Chapter 10

Conclusions and Recommendations for

Future Research

Puzzles are sort of like life

because you can mess up and

rebuild later, and you’re likely

smarter the next time around.

Adam Silvera

A
t the start of this thesis, we set out on a quest for process realism: view-

ing and representing processes as they really are, as distinguished from the

speculative. Lastly, we will revisit the research objectives and envisioned

contributions we laid out at the beginning of this thesis, and outline itineraries for

future advancements.

10.1 Process Model Quality

The research objective of the first part, with a focus on process model quality, was to

analyse quality measures to examine their usefulness in terms of validity, sensitivity

and feasibility, as well as their ability to quantify the quality of the model as a

representation of the underlying process.

An inventory of the existing quality measures showed that there are clear evo-

lutions to be noticed. Firstly, there has been a move from specific process model

notations to the more general and formal Petri Net notation. Secondly, measures

have clearly become more sophisticated, especially when comparing alignment-based

measures or negative event measures with the earlier naive, course-grained measures.
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The fact that precision can be measured regardless of the fitness level, by way of using

aligned event logs, increases the applicability of said measures, but at the same time

leads to a dubious inter-dependency between two otherwise orthogonal concepts —

on which more in the following paragraphs.

So far, little research has been done concerning the evaluation and comparison of

the measures itself. Until now, it is unclear what the differences are between measures

within the same dimension: do they judge discovered process models in a similar

way, or do they qualify models differently? Are some measures more optimistic or

pessimistic than others? The empirical analyses done in this thesis had the objective

to elucidate this poor comprehension, which lead us to the first contribution.

10.1.1 Lessons Learned

Improved understanding of quality dimensions and measures

The analysis shows that there are important differences between the measures for all

dimensions. For measuring fitness, Alignment-Based Fitness is the most recommended

measure based on the analysis of sensitivity. However, its feasibility is limited, running

into problems with large models or event logs. In the latter case, Behavioural Recall

can be used, although it must be said that it is insensitive to some fitness issues, such

as those common in models discovered by ILP miner.

For precision, the suggested measure is Behavioural Precision, the others having

either feasibility or insensitivity issues. Moreover, Alignment-Based Precision was

found not to be consistently measuring the same as other precision measures.

The two generalization measures that were investigated did not correlate with

each other. It was found that Alignment-Based Generalization carries very limited

information, with a remarkably low variation in the values, all very close to one.

Behavioural Generalization one the other hand was observed to be strongly related

to fitness measures.

If we assume that the generalization dimension refers to the ability of models to

replay unobserved but real behaviour, we can calculate the actual value by measuring

the fitness between model and system — a concept we identified as system-fitness.

Comparing the actual generalization measures with our calculated system-fitness val-

ues illustrated that the generalization measures are biased and extremely imprecise

estimates of system-fitness.

However, we noted that this definition of generalization is insufficient to accurately

measure the quality of a process model as a representation of the underlying process.

Whereas the model should allow for unobserved but real behaviour, it should not
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allow for unobserved but unreal behaviour. In order to quantify the latter quality,

the concept of system-precision was identified.

System-fitness and system-precision are two aspects that cannot be directly quan-

tified in practical settings, since the underlying process is not known. Therefore, the

ability of existing log and precision measures to estimate their system counterparts

was investigated. Yet, only in very limited, ideal situations did these lend themselves

to be used as unbiased estimates. Especially precision measures were problematic in

this regard, while fitness measures — although biased — outperform generalization

measures in estimating system-fitness. Be that as it may, it has to be concluded

that current measures are unable to quantify the quality of a model as an accurate

description of the underlying process — the system.

Experimental setup

Beside an improved understanding of the dimensions and measures, there are also

lessons learned with regard to performing experiments. Recently, frameworks have

been introduced to generate models and logs at a large scale, such as the one in [89]

which was used in this dissertation, but also the procedure discussed in [28]. Further-

more, benchmarking initiatives such as CoBeFra [23] facility conformance checking

experiments to a large extent.

Nonetheless, some issues still remain. In particular,

• What are appropriate parameter settings to obtain realistic process logs?

• How to decide on the appropriate amount of observations needed?

• What are realistic types and amounts of noise?

• How to cope with parameter settings of discovery algorithms and quality mea-

sures?

In the following paragraphs, we aim to transform the lessons learned as well as

the further identified problems into recommendations for future research.

10.1.2 Recommendations for Future Research

Given the analyses performed, and the evidence gathered, the following recommen-

dations are made, both with respect to the matter at hand itself, and with respect to

the execution of experiments. Recommendations reflect both the lessons learned in

this dissertation, as well as topics that were not explicitly considered given the scope,

but are nonetheless necessary for the field to evolve.
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Towards a new quality framework

While the importance of generalization should not be ignored — in fact, its goal lies

at the very heart of what we defined as process realism — its characterisation as

a single, one-dimensional quality dimension falls short of its actual aim. Progress-

ing to a framework where generalization is broken down into two separate qualities,

namely system-fitness and system-precision rightly acknowledges the dual meaning of

generalization, and even more importantly increases the awareness about the much

needed separation between log and system-oriented quality. Since neither fitness and

precision measures, nor generalization measures can be used to accurately estimate

system-fitness or system-precision, we further recommend future research towards a

k-fold cross validation approach for process model quality.

In addition, we will discuss several specific research challenges and ideas which

are able to contribute towards a new and mature quality framework below. Firstly,

it might be desirable to defined more targeted, granular measures instead of a sin-

gle measure for each dimensions. Secondly, orthogonality between dimensions should

receive more consideration. Fitness and precision are independent qualities and mea-

sures for one of them should not depend on the other one. Thirdly, we discus the need

for notions of confidence and uncertainty, which are especially relevant in the context

of system-quality. Finally, also parameter settings of metrics encompass important

challenges.

Granularity and propositions. We should be careful not to put too much em-

phasis on a single number. Instead, it might be helpful to broaden our view and

create more nuanced measures, which quantify a specific aspect. In Chapter 4 it was

shown that we can characterise an event log using 7 different metrics [62]. Why then

should we try to quantify fitness or precision with a single one? A good starting

point might be the axioms or propositions as defined in [5] and [126]. These have

already shown that quality measures do not satisfy all propositions by far. More spe-

cific, targeted measures instead of a one-size-fits-all measure might be able to provide

more detailed insights. Relatedly, these propositions should also be validated more

rigorously, beyond the theoretical examinations performed in [5] and [126].

Orthogonality of dimensions. Fitness and precision — be they measured with

respect to either log or system, and as a single metric or a combination of multiple

ones — are two independent dimensions. Yet, the experiments have shown that

strong negative correlations exist between the two. While this negative connection

can partly be explained by the use of different process discovery algorithms and their
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respective search space, more appears to be going on here. Of particular interest in

this respect is the alignment-approach most of the precision measures use in case logs

have imperfect fitness. However, aligning logs before measuring precision means that

the data is tampered to measure precision by replacing non-fitting traces, thereby

possibly inflating the obtained precision value. As such, the question to be asked

is why precision measures should depend on alignment in case of non-perfect fitness

when the two are in fact independent, and how consequential this alignment approach

is to the reliability of the obtained measures.

Confidence and uncertainty. In making the analogy with traditional statistics,

we have already seen that generalisation aims to tell us something about the population

of process behaviour, instead of the sample data. Sometimes it is even defined as a

probability or a confidence level. Apart from definitions, the implementations do not

have a notion of confidence or uncertainty, but rather try to measure generalization

with a single point estimate. If we are able to define confidence interval on log-fitness

and log-precision, those intervals can be used as a proxy for system-quality.

Parameter settings. Finally, parameter settings of quality measures have received

little attention so far. In the experiments in this dissertation, all default values where

used for pragmatic reasons. Currently, there is little guidance about how these param-

eters should be used, and what consequences can be regarding, for example, feasibil-

ity and sensitivity. This is mainly due to the fact that implementations continuously

evolve and the information about the measures and their parameters get fragmented

over different publications. Furthermore, there is little available documentation on

using the measures, a point that will be addressed further in the context of the ex-

perimental setup.

Ideally, we should be able to define relations between parameter settings and the

outcome of the measures, and even add some intelligence in setting the measures. For

example, if an event log has a certain size or unstructuredness, this could be automati-

cally translated to adjusted settings so as to make sure that the measure is still feasible

to compute. Discovering these patterns will require further experiments. In order to

be able to perform those, also the experimental setup needs further consideration.

Towards a reproducible experimental setup

In order to facilitate large experiments such as the ones performed in this thesis,

significant improvements can be made with regards to experimental setup, both with

regard to decisions on the setup and to the executions. While some of them are
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already discussed above (such as the need to better understand parameter settings of

measures), in this section we elaborate further on experimental design and execution

from angles not necessarily related to quality measures.

Sample size. One of the major decisions that needs to be taken during the design

of experiments, be it about quality measurement or something else, is the sample size

that is needed in order to evaluate a certain aspect. While in conventional statistics,

there are ways to estimate sample size based on the required power of the statistical

tests, defining the number of observations needed in a process mining context is a bit

more challenging. Indeed, sample size in process mining is a combination of different

aspects: it refers to the amount of different systems, as well as the number of logs for

each system that is required, as even to the number of cases within logs. Evidently,

an experiment based on 1000 logs generated from the same process model is not the

same as an experiment based on 200 logs generated from each of 5 different models.

The question that needs to be asked is: what is a right and balanced amount of data

to use?

The fact that this question is not trivial and has been largely left unanswered,

illustrates the many different approaches used in various research papers, from the use

of rather anecdotal process models and logs [49] towards the use of larger collections

of data and more elaborate statistics [42]. While recently more attention has been

given towards experimental design [19, 89], those were mainly targeted towards work-

flow and tools for generating artificial data, and less about statistical argumentation.

Definitely, the latter is paramount as a next step towards better experimental design.

Defining realistic processes. Related to the question of how many observations

that should be used in experiments, it is also needed to decide on how those ob-

servations should look like. In [42], it was observed that real-life event logs lead to

significantly different results than artificially generated event logs — mainly because

the artificial logs that were used did not appear to be of adequate, realistic complex-

ity. However, for many types of experiments and evaluations, artificial event logs

are necessary. Indeed, we do not know the actual process which underlies real-life

logs, which makes them unfit to test certain aspects — like the biases of measures

in Chapter 5. As a result, these findings have inspired more complex frameworks for

generating process models and logs, most notably those described in [28] and [89].

However, the ability to create more complex processes and models, has brought with

it the necessity to decide on more parameter settings which should be decided upon.

While large-scale surveys and studies such as [94] indicate to some extent what the

balance between different components in process models typically is, it is insufficient
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to decide on the plethora of possibilities that we can use in model and log simulation

today.

Noise. Another important decision that needs to be made in order to generate real-

istic logs is the inducement of noise. Firstly, there is still debate on the exact definition

of noise. While sometimes referred to as exceptional, but truthful behaviour, the defi-

nition used in this dissertation is that of measurement errors and data inconsistencies.

The types of measurement errors and inconsistencies that were induced in the

experiments in this dissertation were based on the tools used, which — as mentioned

before — do not necessarily reflect realistic types of noise. An overview of problems

and issues found in real logs could provide a more truthful starting point for different

types of noise.

At this point, the different types of noise are all defined within the context of a

single case: missing some parts, having some parts swapped, etc. This misses some

of the data issues which are encountered in real-life, such as the difficulty to relate

events to cases. In the spirit of the issues tackled in [112], another realistic way to

induce noise is to perturb the case identifiers of some events, i.e. linking them to

the wrong cases. Another alternative noise-induction can be to artificially change the

activity labels. By replacing an activity a with different versions a1, a2 and a3, we

can imitate the real-life issues and challenges to find appropriate granularity levels

of activities. However, both these proposed alternative noise inductions are at this

point only based on one person’s idiosyncratic experience with analysing real logs. If

we can somehow make these experiences and challenges in event data processing and

cleaning — which are encountered by the complete process mining field, consisting of

both academics and industry — more tangible, we can learn from them to create more

realistic noise during experiments. This will be necessary to evaluate new techniques

in a realistic setting.

Reproducible tools. Finally, some future work is needed with regard to repro-

ducible work-flows. Both the tool used for process discovery (ProM) [130] and for the

computation of the quality measures (CoBeFra) [23] do not lend themselves well for

large-scale experiments because of their graphical user interface, which leads to time

consuming experiments, which are difficult to reproduce. While for both the source

code can be accessed with the aim to automate the experiments, these approaches are

error-prone and not supported through documentation. Future developments in the

spirit of bupaR and PM4Py are strongly recommended to make experiments as these

easier and more transparent. Also RapidProM [8] mitigates these issues, but still

lacks important functionalities.
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10.2 Process Analytics

Next to the objectives with regard to process model quality, we also advocated the de-

velopment of a novel process analytics tool-set. After further analysis of the problem,

it was defined that this new tool-set should

1. be embedded or connected with a general-purpose data analysis software, such

that synergies can be made by linking existing data analysis and/or statistical

techniques with process analysis applications,

2. facilitate the creation of extensions, and adequately support them through doc-

umentation,

3. allow to reproduce analyses, thereby facilitating iterative and interactive anal-

yses, and

4. have a clear documentation and impose guidelines for the documentation of

extensions.

As an answer to these requirements, bupaR was developed, which is an extensible

framework for process analytics in R. Next to the above requirements with regard

to the design, also minimal requirements with respect to the functionalities were

defined. Following a detailed introduction of the design and the functionalities, the

usefulness of the tool-set was evaluated by means of case studies, as described in the

next paragraphs.

10.2.1 Lessons Learned

Reproducible analysis is an important requirement for tools in current times. It

is relevant for both academics — allowing them to reproduce experiments — as for

industry — to rerun analyses on new data, or using new assumptions. Reproducibility

can be obtained using different approaches. One is to support the creation of graphical

work-flows, such as RapidMiner and other graphical data analysis environments do.

Another approach is through scripting, which was the approach taken by bupaR. As

a consequence of the scripting approach, the need for documentation is amplified.

Because of a large investment in documentation, tutorials, examples and a website,

as well as through a straightforward API design, many actions have been made to

make bupaR as accessible as possible. At the moment of writing, more than 100.000

downloads for the packages have been registered by CRAN (thus not including the

installations of the packages on github). Also presentations at both R and process

mining venues, and the development of an online course, have improved the adoption

of the toolset.
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The decision for a scripting tools has had both advantages and disadvantages.

On the plus side it allows the user to build end-to-end analysis work-flows, which

combine data import, process analysis, and use of custom visualisations, data mining

and statistical techniques. Furthermore, it makes it reasonably more easier for users

to contribute with their own extensions.

On the downside, it means that the tool-set will not be accessible or attractive for

all potential process miners. Yet, we do not claim the existence of the perfect process

mining tool, let alone that we have created it. However, the provided toolset does fill

a void in the spectrum of process analysis tools.

Student Trajectories

In the context of student trajectories in higher education, three different research

questions were investigated. To which extent are students following the prescribed

program, and where do they deviate from it? Secondly, how fast do students recover

from failing a course, and how heavy is the burden of failed courses? And finally,

which elements are related to the number of elective credits selected by students in

a particular semester? For each of these questions, a process-oriented analysis was

performed using bupaR, showing how it facilitates the use of statistical tests, custom

visualisations and custom data preprocessing.

Train Reroutings

A second case study in the context of a railway infrastructure was performed. This

case study proposed and illustrated a set of metrics and methods from a process

analysis perspective which can be used as a guide for an exploratory analysis of train

reroutings, using train describer data. It not only showed that the requirements con-

cerning both design and functionality of the introduced tool-set are satisfied, but also

that it is able to lead to precise and insightful results to optimise railway scheduling

and dispatching.

10.2.2 Recommendations for Future Research

Based on the lessons learned we provide recommendations for future research, both

with respect to the developed tool-set, as well as with respect to process analytics as

a whole.
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Toolset

Being designed as an extensible framework, recommendations for future work on

bupaR mainly relate to the creation of new functionalities. Next to further extensions,

challenges can be identified with regards to interoperability and performance.

Extensions. Of particular interest for practitioners, process discovery techniques

and conformance checking should be considered, which implicitly requires additional

support for process models.

Interoperability with PM4Py. The most promising and efficient source for

extensions is to invest in the interoperability between bupaR and PM4Py. Whereas the

former includes many functionalities for manipulating event data and describing and

exploring patterns, the latter includes mostly functionalities geared towards process

discovery, conformance checking and other advanced process mining techniques. As

a result, the two are highly compatible. Currently, the first interfaces between the

two are available on github, due to contributions of bupaR-users. In the future, more

gains can be expected from this connection.

Statistical modelling. One of the huge advantages of being situated in the R

ecosystem is the availability of many statistical tools, which extend the functionalities

from being mainly about describing and exploring processes, to also confirmatory

analysis. First steps on this road are currently being taken to learn probabilities in

the context of process models, in order to enhance the understanding of a process and

to test different hypotheses about control-flow dependencies. More extensions with

regard to statistical techniques can have a large impact on the maturity of process

mining and the deployment of process mining results. This also relates back to the

discussion of reproducible experimental design.

Database interface. Other promising future work relates to the development

of a database interface, which will allow to connect process analytics directly with a

database. Not only will this impact the performance of the techniques, but it will also

provide a means to increase the support for the data extraction phase of a process

analysis project.

Performance. Next to performance improvements through a database interface,

other gains can be obtained through translating parts of the tool-set from R to C++.

With respect to extensions concerning discovery algorithms and conformance checking
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techniques, this might also mean that a native R/C++ implementation will have a

higher performance than a link with PM4Py. However, even on the long-term both

these extensions and improvement are promising to increase adoption of these process

mining tools.

Challenges in process analytics.

Note that the future work related to the tool-set discussed above has both a research

and an implementation part — the balance between the two depending on the precise

extension. In this last section, we would also like to discuss some challenges related to

process analytics itself — i.e. unconnected to the tools used — which were identified

based on the two case studies.

Process mining roadmaps. Data analysts who are new to process mining are

confronted with an avalanche of terminology and techniques. Many techniques which

have been developed are inspired by more theoretical problems, and not necessarily

by research questions that exist in industry. We thereby not claim that all developed

techniques cannot be used by practitioners in the field, but rather that it is challenging

to find the right technique — or the right follow-up techniques — for practitioners

who are not familiar with the scientific literature.

In order to solve this issue, we advocate for roadmaps or templates which allow

practitioners to better decide upon the right technique or method to use, based on

the questions or goal they have — whether it is related to performance, efficiency,

resources, control-flow, or any combination of both. While some project methodolo-

gies, such as described in [51], exist, they often remain high-level and do not provide

tangible strategies for analysts to tackle process mining problems.

The curse of granularity. While the curse of dimensionality is known, in process

mining we can also think of a curse of granularity which refers to the different levels

of detail in which we can look at processes. When our level of detail is too small, we

will find that every process instance is unique. When it is too high, we loose too much

information. Relatedly, we predominately try to analyse processes in an end-to-end

manner, while — given the curse of granularity — we could opt to analyse some parts

of the process at a very high level of detail. These parts should of course be selected

based on the importance or the questions asked, which relate back to the importance

of process mining roadmaps. Next to that, the relevance of aggregation techniques,

such as those discussed in Section 7.5 cannot be underestimated, as well as tools to

detect interesting aggregations from low-level granularity logs.
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Process mining as a straitjacket. While we often refer to process mining and

event data, it would be more correct to refer to process mining and process data.

Indeed, process mining techniques place strong assumptions and perspectives on event

data, consisting of cases, activities, resources, etc. These assumptions have some

benefits since they create a uniform understanding of process data and make sure

that all techniques are applicable as long as these assumptions are satisfied. However,

at the same time, they also create a straitjacket in which certain types of analyses

are not possible or harder to achieve. If we refer to event data, the process notion

should not be implied. Not all events are generated by a clear process, and follow

the same rules. For example, we can look at train describer events from a process

perspective, stating that each train trip is a process instance, and each passing of a

signal is an event. However, through that straitjacket, we risk missing a lot of other

interesting events and dependencies. Furthermore, it is not straightforward to detect

dependencies between different process instances, i.e. train trips, while these certainly

have a massive impact on the operations of the railway infrastructure.

Of course, this does not mean that we cannot use a process-oriented view in these

cases. In fact, in Chapter 8, there are multiple ways to look at, and aggregate, the

event data as well, and the analyses — while process-oriented — aim to take into

account the whole context and use less-conventional techniques, such as correlating

event data. The recommendation is therefore to think about event data more broadly

than just process data — a movement already occurring, as exemplified by process

analysis research related to IoT — and to think outside of the box when analysing

more generic event data, by both using process-oriented methods as well as other

techniques, both proven and new.
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Afterword

A
not very scientific but rather entertaining experiment by Jordan Ellen-

berg, a mathematician of the University of Wisconsin and author of the

book How not to be wrong [52], estimated how many readers reach the end

of a book by looking at frequently quoted passages in Amazon Popular Highlights.

Notwithstanding the fact that the conclusion of a book is often the most important

component, it appeared that quotes from the beginning of books are mentioned con-

siderably more often. While an estimated 98.5% of the readers finished The Goldfinch

— a 2013 bestselling novel by Donna Tart, to be released as motion picture in the fall

of 2019 — only a mere 6.8% are estimated to have done so for the famous, oft-quoted

seminal work Thinking, fast and slow, by the Nobel prize-wining Daniel Kahneman

(and lifelong collaborator Amos Tversky). When comparing the contents of the latter

work with that of this dissertation, it is not expected that many readers will reach

this point — except perhaps for the conscientious jury member. So, for the happy few

who did reach this point, allow me to add a few additional comments from a personal
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perspective.1

As perfectionistic as I am in writing, it is little exaggerated that every word in

this dissertation — from the major conclusive points all the way down to the least

relevant footnote — was chosen with considerable care and thought.2 The same goes

for the epigraphs which precede the content of each chapter. They have not been

added as a means to demonstrate any unusual literacy by extensive name dropping,

but rather a tribute to — in my opinion — important writers, scientist and thinkers,

who have each in their own way shaped who I am, and thereby this dissertation.

Each of the used quotes has been selected with care to fit the contents of the

chapters they precede. Especially so are the words from detective-novel writer Arthur

Conan Doyle – “Any truth is better than indefinite doubt.” It epitomises where this

thesis is looking for – the truth, a truthful and realistic idea of our processes. It is

therefore no coincidence that the distinction between descriptive and confirmatory

analysis in Chapter 5 is illustrated through analogy — the distinction between a

detective and a judge. In our process mining endeavours, we should not only be

detectives, gathering comprehensive lists of facts — not opinions — but we should

also be a judge; being able to decide on the appropriate, justified actions, taking into

accounts the facts and context.

Quality is everyone’s responsibility. These are the words W.E. Deming, an Ameri-

can statistician who became know for the Plan-Do-Study-Act cycle — an achievement

which in itself does no justice to his legacy in engineering, psychology, management

and epistemology. In line with his statement, qualitative data analysis and evidence-

based decision making is not only the responsibility of the process miner or data sci-

entist. It is the collective effort of data scientists, domain experts, knowledge workers,

and, above all, it is facilitated by executive-level guidance and support. Without the

appropriate culture, all efforts at data analysis are for nought.

Some processes are more complex than others. Also, some processes allow for

more process behaviour than others. Often, we think of them as infinite. In Chapter 3

we calculated the number of distinct paths in process models. Basing ourselves upon

some inevitable assumptions, we found that some models are more infinite than others.

With more or less the same words, YA novel writer John Green implores us to keep

on pushing boundaries. Through his fictional character Hazel, he continues:

1Ellenberg named his estimate the Hawking Index (HI), after Stephen Hawking’s A Brief History
of Time — regarded as the most popular but unread book of all times. However, results show that,
with an HI of 6.6%, Stephen Hawking’s work is surpassed in literary desertion by Thomas Piketty’s
Capital in the Twenty-First Century (HI: 2.4%). (Source: The Books many start but few finish.
The Independent, 2014-07-08.)

2I am obliged to admit that my obsession for word choice and structure does not always take
into account spelling errors.
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”I cannot tell you how grateful I am for our little infinity. You gave me

forever within the numbered days, and I’m grateful.”

It is Green’s way of encouraging us to make possible the impossible. To learn

to be unsatisfied when it counts, to fight the status quo, but also to not do things

inefficiently because they were always done that way. It is this exact mindset that

lead to the creation of bupaR, an project which not only showed me that change is

possible, but also that academic work should not (always) be conducted in isolation

from business needs. It showed me that academic work can have a direct and welcome

impact on industry.

If I have to name three persons which have gone a long way to influence my

thinking, they would be Nassim Nicholas Taleb, Amos Tversky and Daniel Kahneman.

Taleb learned his readers that they should not be fooled by randomness, that the

impossible — the black swan — is sometimes possible, and that the world we live

in is vastly different from the world we think we live in.3 This is not only true

when talking about day-to-day transactions, our understanding of natural, political,

or economical phenomena, but also when analysing processes. The by now legendary

observation that processes when discovered from event data are significantly different

from our prior believe about those processes is illustrative of that statement. Let it

inspire us to think one step further, and not blindly trust these discovered models

without accurate quality measurement.

That our view of the world is often distorted, has been expertly illustrated by the

work which was produced by — in my opinion — the most important collaboration

which ever has existed in social sciences, that of Tversky and Kahneman. Not only

have they extensively shown us how distorted our views are, they have also learned

us how difficult is it to change our faulty perceptions and theories. “Once you have

accepted a theory, it is extraordinarily difficult to notice its flaw” — a quote by Kah-

neman — is probably how Chapter 5 of this thesis is best summarised. As irrational

human beings, we are prone to what is called theory-induced blindness. The best

illustration of which is why it took so long for the Copernican thinking about the

universe to take over from Ptolemaic thinking. We fall prey to confirmation bias —

only considering those parts of evidence which confirm our thinking, while we dis-

card those that do not. Disbelieving is hard work. It is the reason that America is

named after Amerigo Vespucci, and not after Christopher Columbus. It is the reason

that until today, we are still struggling to quantify generalization as a fourth quality

3He also thought his readers to be wary of economists, a position in which he does not stand
alone.
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dimension.4

So sometimes, instead of trying to move forward, it is helpful to stop, contemplate,

and discover other directions.

Whereas Kahneman, Tversky and Taleb have been influential in my thinking,

Hadley Wickham has been influential in my doing. His impact on the popularity

and success or R has by all means become immeasurable. Not only has he put

his mark on the used tools, as the major founder of the tidyverse, his work and

mindset also impacts responsible science and inclusion. He is not only a well-known

proponent and advocate for reproducible and responsible data science and work-flows;

his inclusive and constructive stance has made, together with help of many others,

the R community a place were people work together in harmony, with respect for

each other, and together are able to achieve great successes. The importance of the

tidyverse, as well as this accessible community have been paramount to the creation

and success of bupaR.

The research and work of K. Anders Ericsson about deliberate practice has been

mind-altering for me, being a inquisitive, life-long learner, as well as a teacher. In

order to reach excellence in a certain field, discipline or task, it is not sufficient to

keep on practising every day, doing the same tasks or work over and over. You have

to be challenged. It is an idea I try to apply actively during my teaching. And it is

surprising what people can achieve if they are challenged to go the extra mile.

The final two epigraphs originated from two of my most cherished fiction writ-

ers — Becky Albertalli and Adam Silvera. More so than any non-fictional book can

accomplish, their writings have changed me on a spiritual level and have been an

inconceivable support on rough days. History is all you left me taught me the im-

portance of forgiveness. Making things right before it’s too late. More happy than

not taught me how your happiness invariably depends on your environment, its ac-

ceptance and tolerance for the person that you are. We should not only aim to be on

the receiving side of acceptance, but especially on the rewarding side. Our attitude

can create happiness for others, or destroy it altogether. What if it’s us told me that

love is most likely to occur when you are not looking for it.5 They both die at the end

taught me to life each day to the fullest again. To celebrate the gift of life. To learn

to enjoy every minute of it. Be happy now, and don’t wait for something or someone

to make you happy in the future. Every minute should be savoured.

Puzzles are sort of like life, because you can mess up and rebuild later.

4I once used the work-title Generalization: a case of theory-induced blindness for a research
paper. Eventually, me supervisor advised me to change it.

5Which is the reason I stopped looking.
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And you’re likely smarter the next time around.

For me, these words by Adam Silvera are a perfect wording of what growth means.

Whether it is growth as a person, as a team, as a research discipline. Opening the

conclusive chapter of this dissertation with these words is symbolic of the growth it

has brought me, and which I tried to bring to my environment. Even if I only have

contributed a single puzzle piece to the field of process mining, or perhaps just messed

up some part of the puzzle, I hope that the future process miners will have an easier

time to build their puzzle because of my work.

Becky Albertalli’s words there are so many different kinds of normal reflect a

central challenge in process mining: many things are unique, but that doesn’t mean

they are abnormal. Each student takes on the challenges of education in his or her

own way. Trains can reach there destination in several ways. Where do we draw the

line between normal and exceptional?

A key illustration of the fact that average does not exist is the image which was

printed inside the cover of this dissertation. In shows an extract of a process map

which was obtained from the data in Chapter 8. Each node resembles a unique set

of courses a (group of) student(s) struggled with at a certain point. Each arrow

represent a student getting closer to his goal. While the nodes — signifying groups of

courses, i.e. bags — where anonymised, you can still zoom in to look at the different

flows between them.6 You will find that many of those were only used by a single

student. Are all students abnormal? Certainly not. There are just many different

kinds of normal. There is no average. It poses a challenge not only for process or data

scientists, but also for society. In an ever more individualistic world, where uniqueness

is celebrated, we should not forget the things that unite us. And we should not be

ashamed of doing things differently, or of taking a road less travelled.

Which brings me to a final point of advise for future PhD students, aspiring

scientists, or for anyone for whom it may concern. On some occasions, people have

commented that my writing is clear and pleasant to read. On said occasions they have

inevitable asked me the reason for this. While I do not want to confuse correlation

with causation, one of the factors I have attributed to that finding has been my love

for reading books. A passion which has influenced me in several ways, as was already

clear from the comments so far.

Firstly, it has allowed me (and still continues to do so) to broaden my mind and

to accept other views. While it is not evident, my advice to readers is to — at least

6If you are reading this in an electronic version, you can zoom into the images up until very
close. You will see that many of the flows have a frequency of one. But you will also see that all the
activities have received a random name of a person. It is a symbolic representation that we are all
different, but nonetheless, we are all connected.
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once in a while — pick books with which thesis you do not agree, or about a topic

you are not familiar with. It will allow you to appreciate others opinions — without

the obligation to agree to them, of course — which will help you to realise that not

everyone thinks alike. And it will teach you how to workaround those differences.

Reading about new topics will subsequently allow you to appreciate new knowledge,

which at some level can be relevant in your own context.

Secondly, just let us consider reading books will help you to become a better

writer, and maybe a better communicator on the whole. Surely, reading a lot is not

the holy grail you are looking for, or which will work for anyone (remember there is

not such thing as the average person), but effectively communicating your message

— be it through text, data or speech — is one of the most crucial skills you need

in this century. From my personal perspective, this is the most important thing

I learned during my PhD research, and one where — let’s be honest — I am still

struggling with. But if you find yourself in a situation where your view and opinions

are significantly different from your peers, where you think that everyone is falling

victim to confirmation bias and theory-induced biases, then knowing to accept the

opinions of others ánd knowing how to communicate your own, are two of the most

important weapons you can have.

”I am going to get a beer with

some friends and stop working on

this damn [dissertation]. Too few

of you, Big Data tells me, are

still reading.”

Seth Stephens-Davidowitz
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A. Additional Figures and Tables Chapter 4

(a) System generated from MP1.

(b) System generated from MP2.

Figure A.1: Systems used in Chapter 4.256



(c) System generated from MP3.

(d) System generated from MP4.

Figure A.1: Systems used in Chapter 4 (continued).

257



A. Additional Figures and Tables Chapter 4

(e) System generated from MP5.

(f) System generated from MP6.

Figure A.1: Systems used in Chapter 4 (continued).
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(g) System generated from MP7.

(h) System generated from MP8.

Figure A.1: Systems used in Chapter 4 (continued).
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(i) System generated from MP9.

(j) System generated from MP10.

Figure A.1: Systems used in Chapter 4 (continued).
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(k) System generated from MP11.

(l) System generated from MP12.

Figure A.1: Systems used in Chapter 4 (continued).
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A. Additional Figures and Tables Chapter 4

(m) System generated from MP13.

(n) System generated from MP14.

Figure A.1: Systems used in Chapter 4 (continued).
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(o) System generated from MP15.

Figure A.1: Systems used in Chapter 4 (continued).
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(a) Alpha miner.

Figure A.2: Detail of Figure 4.14 showing each pair of fitness and precision measure for
each discovery algorithm.
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(b) Heuristics miner.

Figure A.2: Detail of Figure 4.14 showing each pair of fitness and precision measure for
each discovery algorithm (continued).
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Alignment Based Fitness Behavioral Recall Token Based Fitness
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(c) ILP miner.

Figure A.2: Detail of Figure 4.14 showing each pair of fitness and precision measure for
each discovery algorithm (continued).
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Alignment Based Fitness Behavioral Recall Token Based Fitness
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(d) Inductive miner.

Figure A.2: Detail of Figure 4.14 showing each pair of fitness and precision measure for
each discovery algorithm (continued).
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Alignment Based Fitness Behavioral Recall Token Based Fitness
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(e) All miners.

Figure A.2: Detail of Figure 4.14 showing each pair of fitness and precision measure for
each discovery algorithm (continued).
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Appendix B

Function Index bupaR packages

B.1 bupaR

Table B.1: Function index bupaR-package. Version 0.4.1 released on 2018-07-01.

Function Description

activities() Create table of activities with frequency informa-

tion

activities to eventlog() Create eventlog from list of activity instances

with one ore more timestamp columns

activity id() Get activity classifier from eventlog

activity instance id() Get activity instance classifier from eventlog

activity labels() Get vector of activity labels

act collapse() Collapse activity labels of a sub-process into a sin-

gle activity

act recode() Recode activity labels

act unite() Unite activity labels

add start activity() Add artificial start activities to eventlog

add end activity() Add artificial end activities to eventlog

cases() Create table of cases with descriptives

case id() Get case classifier from eventlog

case labels() Get vector of case labels

case list() Create table of cases

durations() Create table with durations of cases

eventlog() Create eventlog by mapping identifiers

(continued on next page)
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B. Function Index bupaR packages

Table B.1 (continued from previous page)

Function Description

ieventlog() Create eventlog by mapping identifiers using in-

terface

filter attributes() Generic filter function for eventlog

first n() Select first n activity instances of eventlog (first

according to timestamp)

group by activity() Group event log on activity identifier

group by activity instance() Group event log on activity instance identifier

group by case() Group event log on case identifier

group by resource() Group event log on resource identifier

group by resource activity() Group event log on resource and activity identifier

last n() Select last n activity instances (last according to

timestamp)

lifecycle id() Get life cycle classifier from eventlog

mapping() Get mapping of identifiers from eventlog

n activities() Count number of distinct activities in eventlog

n activity instances() Count number of activity instances in eventlog

n cases() Count number of cases in eventlog

n events() Count number of events in eventlog

n resources() Count number of resources in eventlog

n traces() Count number of distinct traces in eventlog

resources() Create table of resources with frequency informa-

tion

resource id() Get resource classifier from eventlog

resource labels() Get vector of resource labels

re map() Apply eventlog mapping to eventlog or

data.frame to modify or create eventlog

set case id() Set case identifier of eventlog

set activity id() Set activity identifier of eventlog

set activity instance id() Set activity instance identifier of eventlog

set timestamp() Set timestamp identifier of eventlog

set resource id() Set resource identifier of eventlog

set lifecycle id() Set life-cycle identifier of eventlog

simple eventlog() Create eventlog by only setting case, activity and

timestamp identifiers

isimple eventlog() Create eventlog by only setting case, activity and

timestamp identifiers using interface

slice activities() Take a slice of activity instances (according to po-

sition)

(continued on next page)
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B.2. edeaR

Table B.1 (continued from previous page)

Function Description

slice events() Take a slice of events (according to position)

timestamp() Get timestamp classifier from eventlog

traces() Get table of traces with frequency information

trace list() Get table of traces

ungroup eventlog() Remove grouping from eventlog

B.2 edeaR

Table B.2: Function index edeaR-package. Version 0.8.1 released on 2018-07-02.

Function Description

activity frequency() Metric: Activity Frequency

activity presence() Metric: Activity Presence

end activities() Metric: End activities

filter activity() Filter: Activity

ifilter activity() Filter: Activity (with interface)

filter activity frequency() Filter: Activity frequency

ifilter activity frequency() Filter: Activity frequency (with interface)

filter activity presence() Filter: Activity presence

ifilter activity presence() Filter: Activity presence (with interface)

filter case() Filter: Case

ifilter case() Filter: Case (with interface)

filter endpoints() Filter: Start and end activities

ifilter endpoints() Filter: Start and end activities (with interface)

filter precedence() Filter: Precedence relations

ifilter precedence() Filter: Precedence relations (with interface)

filter processing time() Filter: Processing Time

ifilter processing time() Filter: Processing Time (with interface)

filter resource() Filter: Resource

ifilter resource() Filter: Resource (with interface)

filter resource frequency() Filter: Activity frequency

ifilter resource frequency() Filter: Activity frequency (with interface)

filter throughput time() Filter: Throughput Time

ifilter throughput time() Filter: Throughput Time (with interface)

(continued on next page)
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B. Function Index bupaR packages

Table B.2 (continued from previous page)

Function Description

filter time period() Filter: Time Period

ifilter time period() Filter: Time Period (with interface)

filter trace frequency() Filter: Trace frequency

ifilter trace frequency() Filter: Trace frequency (with interface)

filter trace length() Filter: Trace length percentile

ifilter trace length() Filter: Trace length percentile (with interface)

filter trim() Filter: Trim cases

ifilter trim() Filter: Trim cases (with interface)

idle time() Metric: Idle Time

number of repetitions() Metric: Number of repetitions

number of selfloops() Metric: Number of self-loops in trace

number of traces() Metric: Number of traces

processing time() Metric: Processing time

redo repetitions referral matrix() Referral matrix repetitions

redo selfloops referral matrix() Referral matrix self-loops

resource frequency() Metric: Resource frequency

resource involvement() Metric: Resource Involvement

resource specialisation() Metric: Resource Specialisation

resource specialization() Metric: Resource Specialisation

size of repetitions() Metric: Size of repetitions

size of selfloops() Metric: Size of self-loops

start activities() Metric: Start activities

throughput time() Metric: Throughput time of cases

trace coverage() Metric: Trace coverage

trace length() Metric: Trace length

B.3 evendataR

Table B.3: Function index eventdataR-package. Version 0.2.0 released on 2018-03-20.

Function Description

patients Patients eventlog

hospital Hospital log

hospital billing Hospital billing log

(continued on next page)
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B.5. processmapR

Table B.3 (continued from previous page)

Function Description

sepsis Sepsis Cases - Event Log

traffic fines Road Traffic Fine Management Process Log

B.4 xesreadR

Table B.4: Function index xesreadR-package. Version 0.2.2 released on 2017-12-04.

Function Description

case attributes from xes() Read Case Attributes from XES file

eventlog from xes() Create eventlog object from XES file

read xes() Create eventlog object from XES file

read xes cases() Case Attributes from Xes-file

write xes() Write XES file

B.5 processmapR

Table B.5: Function index processmapR-package. Version 0.3.2 released on 2018-07-03.

Function Description

custom() Custom map profile

dotted chart() Dotted chart

idotted chart() Interactive dotted chart

iplotly dotted chart() Interactive plotly dotted chart

plotly dotted chart() Plotly dotted chart

frequency() Frequency map profile

performance() Performance map profile

precedence matrix() Precendence Matrix

process map() Process Map

resource map() Resource Map

resource matrix() Resource Matrix

trace explorer() Trace explorer
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B. Function Index bupaR packages

B.6 processmonitR

Table B.6: Function index processmonitR-package. Version 0.1.0 released on 2017-06-18.

Function Description

activity dashboard() Activity Dashboard

performance dashboard() Performance Dashboard

resource dashboard() Resource Dashboard

rework dashboard() Rework Dashboard

B.7 petrinetR

Table B.7: Function index petrinetR-package. Version 0.2.0 released on 2018-07-03.

Function Description

create PN() Create Petri Net

enabled() Get enabled transitions

enabled transition() Check if transition is enabled

execute() Execute transition

flows() Get flows

is place() Check if element is place

is transition() Check if element is transition

marking() Get marking

parse() Parse trace

parsel() Parse trace (logical)

part of() Check if node is part of Petri Net

places() Get places

post set() Get post set of node

pre set() Get pre set of node

read PN() Read PNML

render PN() Render Petri Net

transitions() Get transitions

tree to PN() Convert tree to Petri Net

n places() Get number of places

n transitions() Get number of transitions

n flows() Get number of flows

(continued on next page)
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B.9. discoveR

Table B.7 (continued from previous page)

Function Description

n nodes() Get number of nodes

nodes() Get nodes

rename transitions() Rename transitions

rename places() Rename places

add places() Add places

add transitions() Add transitions

add flows() Add flows

visNetwork from PN() VisNetwork from PN

B.8 ptR

Table B.8: Function index ptR-package. Version 0.1.0 released on 2016-04-24 (github).

Function Description

choice node Calculate path dictionary of choice node

loop node Calculate path dictionary of loop node

number of paths Calculate number of paths in process tree

or node Calculate path dictionary of or node

parallel node Calculate path dictionary of parallel node

path dictionary Calculate path dictionary of process tree

process tree Read process tree from Newick file

sequence node Calculate path dictionary of sequence node

B.9 discoveR

Table B.9: Function index discoveR-package. Version 0.0.1 released on 2018-07-12

(github).

Function Description

alpha miner Discover Petri Net from eventlog using alpha

miner
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Appendix C

Scripts Chapter 8

Code Extract C.1: Code for Figure 8.1.

1 # P r e r e q u i s i t e s

2

3 ‘ students ‘ : event log where each student ( student id ) i s a case and each

↪→ course ( course id ) an a c t i v i t y . other attributes are : semester ,

↪→ the semester that a course was taken ; and r e s u l t : TRUE i f course

↪→ was s u c c e s s f u l l y f i n i s h e d , FALSE i f student f a i l e d .

4

5 ‘ major ‘ : a data . frame with in fo rmat ion on the cour s e s o f the major :

↪→ course id : the cour s e s belong to the major ; scheduled semester :

↪→ the semester the course should be taken .

6

7 # Code

8

9 #compute the number o f courses schedu led in each semester

10 cour s e s per semester <− major %>% count ( scheduled semester )

11

12 s tudents %>%

13 # s e l e c t only courses o f the major

14 inner j o i n ( major , by = ” course id ” ) %>%

15 # cons ider only s u c c e s s f u l i n s t a n c e s

16 f i l t e r ( r e s u l t == TRUE) %>%

17 # compute number o f s u c c e s s f u l courses f o r each planned semester

18 group by( student id , scheduled semester ) %>%

19 mutate (n passed = n ( ) ) %>%

20 # add informat ion on number o f courses to pass

21 inner j o i n ( cour s e s per semester , by = ” scheduled semester ” ) %>%

22 # compute whether semester was f i n i s h e d

23 mutate ( f i n i s h e d semester = n passed == n) %>%

24 # c r e a t e l a b e l f o r f i n i s h e d semester
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C. Scripts Chapter 8

25 mutate ( l a b e l = paste0 ( ” Fin i shed Semester ” , scheduled semester ) ) %>%

26 # Set a c t i v i t y id to newly crea ted l a b e l , and save to output8 .1

27 set a c t i v i t y id ( l a b e l ) −> output8 . 1

28

29 output8 . 1 %>%

30 # Draw process map

31 proce s s map( type = frequency ( va lue = ” r e l a t i v e case ” ) )

Code Extract C.2: Code for Figure 8.2.

1 # P r e r e q u i s i t e s

2 output8 . 1 : event log c rea ted in prev ious code extract

3

4 # Code

5 output8 . 1 %>%

6 # s e t a c t i v i t y to f i n i s h e d semester

7 set a c t i v i t y id ( f i n i s h e d semester ) %>%

8 # draw t r a c e e x p l o r e r with a l l t r a c e s

9 trace e x p l o r e r ( coverage = 1)

Code Extract C.3: Code for Figure 8.3.

1 # P r e r e q u i s i t e s

2

3 ‘ students ‘ : event log where each student ( student id ) i s a case and each

↪→ course ( course id ) an a c t i v i t y . other attributes are : semester ,

↪→ the semester that a course was taken ; and r e s u l t : TRUE i f course

↪→ was s u c c e s s f u l l y f i n i s h e d , FALSE i f student f a i l e d .

4

5 ‘ major ‘ : a data . frame with in fo rmat ion on the cour s e s o f the major :

↪→ course id : the cour s e s belong to the major ; scheduled semester :

↪→ the semester the course should be taken .

6

7 # Code

8

9 students %>%

10 # s e l e c t only courses o f the major

11 inner j o i n ( major , by = ” course id ” ) %>%

12 # cons ider only s u c c e s s f u l i n s t a n c e s

13 f i l t e r ( r e s u l t == TRUE) %>%

14 # cons ider only s t u d e n t s t h a t completed the major

15 f i l t e r trace length ( i n t e r v a l = c (10 , 10) ) %>%

16 # compute number o f comple t ions per semester per course . Inc lude

↪→ schedu led semester f o r l a t e r use .

17 count ( semester , scheduled semester , course id ) %>%

18 # compute average complet ion semester per course

19 group by( course id ) %>%

20 mutate ( avg complet ion = sum( semester∗n)/sum(n) ) %>%
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21 # draw r i d g e p l o t

22 ggp lot ( ) +

23 geom density r i d e s ( aes ( x = semester , y = course id , he ight = n) ,

↪→ stat = ” i d e n t i t y ” ) +

24 # draw v e r t i c a l l i n e s between years

25 geom v l i n e ( x i n t e r c e p t = seq ( 2 . 5 , 12 . 5 , by = 2) , l i n e t y p e = ” dotted ” )

↪→ +

26 # add red l i n e s to i n d i c a t e schedu led semester

27 geom segment ( aes ( x = scheduled semester − 0 . 5 , xend = schededule

↪→ semester + 0 . 5 , y = course id , yend = course id ) , s i z e = 2 ,

↪→ c o l o r = ” red ” ) +

28 # add p o i n t s to i n d i c a t e average complet ion

29 geom point ( aes ( x = avg completion , y = course id ) , s i z e = 3) +

30 # c r e a t e h o r i z o n t a l f a c t s

31 f a c e t grid ( scheduled semester ˜ . , s c a l e s = ” f r e e ” , space = ” f r e e ” )

Code Extract C.4: Code for Figure 8.4.

1 # P r e r e q u i s i t e s

2

3 ‘ students ‘ : event log where each student ( student id ) i s a case and each

↪→ course ( course id ) an a c t i v i t y . other attributes are : semester ,

↪→ the semester that a course was taken ; and r e s u l t : TRUE i f course

↪→ was s u c c e s s f u l l y f i n i s h e d , FALSE i f student f a i l e d .

4

5 ‘ major ‘ : a data . frame with in fo rmat ion on the cour s e s o f the major :

↪→ course id : the cour s e s belong to the major ; scheduled semester :

↪→ the semester the course should be taken .

6

7 # Code

8

9 Remove course Major 6 .2

10

11 major <− f i l t e r ( major , course id != ” [ Major 6 . 2 ] ” )

12

13 #compute the number o f courses schedu led in each semester

14 cour s e s per semester <− major %>% count ( scheduled semester )

15

16 s tudents %>%

17 # s e l e c t only courses o f the major

18 inner j o i n ( major , by = ” course id ” ) %>%

19 # cons ider only s u c c e s s f u l i n s t a n c e s

20 f i l t e r ( r e s u l t == TRUE) %>%

21 # compute number o f s u c c e s s f u l courses f o r each planned semester

22 group by( student id , scheduled semester ) %>%

23 mutate (n passed = n ( ) ) %>%

24 # add informat ion on number o f courses to pass

25 inner j o i n ( cour s e s per semester , by = ” scheduled semester ” ) %>%
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26 # compute whether semester was f i n i s h e d

27 mutate ( f i n i s h e d semester = n passed == n) %>%

28 # c r e a t e l a b e l f o r f i n i s h e d semester

29 mutate ( l a b e l = paste0 ( ” Fin i shed Semester ” , scheduled semester ) ) %>%

30 # Set a c t i v i t y id to newly crea ted l a b e l , and save to output8 .1

31 set a c t i v i t y id ( l a b e l ) −> output8 . 4

32

33 output8 . 4 %>%

34 # Draw process map

35 proce s s map( type = frequency ( va lue = ” r e l a t i v e case ” ) )

Code Extract C.5: Code for Figure 8.5.

1 # P r e r e q u i s i t e s

2 output8 . 4 : event log c rea ted in prev ious code extract

3

4 # Code

5 output8 . 4 %>%

6 # s e t a c t i v i t y to f i n i s h e d semester

7 set a c t i v i t y id ( f i n i s h e d semester ) %>%

8 # draw t r a c e e x p l o r e r with a l l t r a c e s

9 trace e x p l o r e r ( coverage = 1)

Code Extract C.6: Code for Table 8.2.

1 # P r e r e q u i s i t e s

2 ‘ students ‘ : event log where each student ( student id ) i s a case and each

↪→ course ( course id ) an a c t i v i t y . other attributes are : semester ,

↪→ the semester that a course was taken ; and r e s u l t : TRUE i f course

↪→ was s u c c e s s f u l l y f i n i s h e d , FALSE i f student f a i l e d ; n c r e d i t s :

↪→ the number o f c r e d i t s o f a course ; s c o r e : the s co r e on a course .

3

4 ‘ major ‘ : a data . frame with in fo rmat ion on the cour s e s o f the major :

↪→ course id : the cour s e s belong to the major ; scheduled semester :

↪→ the semester the course should be taken .

5

6 # compute f i t

7 students %>%

8 # s e l e c t only courses o f the major

9 inner j o i n ( major , by = ” course id ” ) %>%

10 # cons ider only s u c c e s s f u l i n s t a n c e s

11 f i l t e r ( r e s u l t == TRUE) %>%

12 # compute c o r r e l a t i o n f o r each s tudent through n e s t i n g

13 s e l e c t ( student id , semester , scheduled semester ) %>%

14 group by( student id ) %>%

15 nest ( . key = data ) %>%

16 mutate ( f i t = map dbl (data , cor ) ) −> f i t

17
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18 # compute score major

19 students %>%

20 # s e l e c t only courses o f the major

21 inner j o i n ( major , by = ” course id ” ) %>%

22 # compute score f o r each s tudent

23 group by( student id ) %>%

24 summarize ( s co r e major = sum(n c r e d i t s ∗ s c o r e )/sum(n c r e d i t s ) ) −>
↪→ s c o r e major

25

26 # compute g l o b a l score

27 students %>%

28 # s e l e c t courses not in major

29 ant i j o i n ( major , by = ” course id ” ) %>%

30 # compute score f o r each s tudent

31 group by( student id ) %>%

32 summarize ( s co r e g l o b a l = sum(n c r e d i t s ∗ s c o r e )/sum(n c r e d i t s ) ) −>
↪→ s c o r e g l o b a l

33

34 # combine r e s u l t s

35 f i t %>%

36 inner j o i n ( s co r e major , by = ” student id ” ) %>%

37 inner j o i n ( s co r e g loba l , by = ” student id ” ) −> r e g r e s s i o n data

38

39 # r e g r e s s i o n

40 lm( s co r e major ˜ f i t + s co r e g loba l , data = r e g r e s s i o n data )

Code Extract C.7: Code for Figure 8.7.

1

2 # P r e r e q u i s i t e s

3 ‘ students ‘ : event log where each student ( student id ) i s a case and each

↪→ course ( course id ) an a c t i v i t y . other attributes are : semester ,

↪→ the semester that a course was taken ; and r e s u l t : TRUE i f course

↪→ was s u c c e s s f u l l y f i n i s h e d , FALSE i f student f a i l e d .

4

5

6

7 # Code

8

9

10 # f u n c t i o n to check bag

11 # input : . bag a v e c t o r o f course i d s

12 # . new id a s t r i n g in the form of ” course id r e s u l t ”

13

14 check bag <− function ( . bag , .new id ) {
15 #s p l i t course id from schore

16 sp l i t <− s t r sp l i t ( .new id , ” ” ) [ [ 1 ] ]

17
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18 # i f bag i s empty and course i s f a i l e d , the new bag i s t h i s course

19 case when( length ( . bag ) == 0 && spl i t [ 2 ] == ”FAIL” ˜ sp l i t [ 1 ] ,

20 # i f bag conta ins course and course i s passed , remove course

↪→ from bag

21 s t r de t e c t ( . bag , sp l i t [ 1 ] ) && spl i t [ 2 ] == ”PASS” ˜ s t r

↪→ replace ( s t r remove ( . bag , sp l i t [ 1 ] ) , ” ” , ” ” ) ,

22 # i f bag does not contain course and couse i s f a i l e d , add

↪→ course to bag

23 ! s t r de t e c t ( . bag , sp l i t [ 1 ] ) && spl i t [ 2 ] == ”FAIL” ˜ s t r c ( .

↪→ bag , sp l i t [ 1 ] , sep = ” ” ) ,

24 # in a l l o ther cases , re turn o r i g i n a l bag

25 T ˜ . bag ) %>%

26 return ( )

27 }
28

29 students %>%

30 # combine course with r e s u l t

31 mutate ( course id r e s u l t = s t r c ( course id , r e s u l t , sep = ” ” ) ) %>%

32 # group by s tudent and s o r t data

33 group by( student id ) %>%

34 arrange ( sem , course id ) %>%

35 # add bag i n f o by accumulating the check bag f u n c t i o n over course id

↪→ r e s u l t

36 mutate ( bag = accumulate ( course id r e s u l t , check bag ) ) %>%

37 # s e l e c t bag and semest

38 arrange ( student id , sem) %>%

39 # conver t bag from v e c t o r to c o l l a p s e d s t r i n g

40 mutate ( bag = map( bag , ˜ s t r tr im ( s t r c ( . x , c o l l a p s e = ” ” ) ) ) ) %>%

41 # i f bag i s empty , i n d i c a t e with ””

42 mutate ( bag = map chr ( bag , ˜ i f e l s e ( length ( . x ) == 0 , ”” , . x ) ) ) %>%

43 # f o r each semester , s e l e c t the f i n a l bag

44 group by( student id , sem) %>%

45 l a s t n (1 ) −> bags

46

47

48 # c r e a t e l o g where each bag i s a case

49 event l og %>%

50 group by( student id ) %>%

51 arrange ( semester ) %>%

52 # when bag i s empty , a new one s t a r t s

53 mutate ( start new = bag == ”” ) %>%

54 mutate ( bag id = paste ( student id , cumsum( start new) , ” ” ) %>%

55 set case id ( bag id ) %>%

56 set a c t i v i t y ( bag ) −> bags log

57

58

59 # f i g u r e 8.7 a
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60 bags log %>%

61 # compute number o f bags ( cases ) per s tuden t

62 group by( student id ) %>%

63 n ca s e s ( ) %>%

64 # draw bar p l o t

65 ggp lot ( aes (n ca s e s ) ) +

66 geom bar ( )

67

68 # f i g u r e 8.7 b

69 bags log %>%

70 # remove empty bags

71 f i l t e r ( bag != ”” ) %>%

72 # compute weight

73 mutate ( weight = length ( s t r sp l i t ( bag , ” ” ) ) %>%

74 # draw bar p l o t

75 ggp lot ( aes ( weight ) ) +

76 geom bar ( )

77

78 # f i g u r e 8.7 c

79 bags log %>%

80 # remove empty bags

81 f i l t e r ( bag != ”” ) %>%

82 # compute weight

83 mutate ( weight = length ( s t r sp l i t ( bag , ” ” ) ) %>%

84 # compute average weight per bag

85 group by( bag id ) %>%

86 summarize ( avg weight = mean( weight ) ) %>%

87 # draw p l o t

88 ggp lot ( aes ( ”” , avg weight ) ) +

89 geom boxplot ( )

90

91 # f i g u r e 8.7 d

92 bags log %>%

93 f i l t e r ( bag != ”” ) %>%

94 # compute l e n g t h o f bags ( t r a c e l e n g t h )

95 trace length ( l e v e l = ” case ” ) %>%

96 # draw bar p l o t

97 ggp lot ( aes ( trace length ) ) +

98 geom bar ( )

Code Extract C.8: Code for Figure 8.8.

1 # P r e r e q u i s i t e s

2 ‘ students ‘ : event log where each student ( student id ) i s a case and each

↪→ course ( course id ) an a c t i v i t y . other attributes are : semester ,

↪→ the semester that a course was taken ; and r e s u l t : TRUE i f course

↪→ was s u c c e s s f u l l y f i n i s h e d , FALSE i f student f a i l e d ; n c r e d i t s :
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↪→ the number o f c r e d i t s o f a course ; s c o r e : the s co r e on a course ;

↪→ type : type o f course , mandatory/ e l e c t i v e .

3

4 # Code

5 students %>%

6 f i l t e r ( type == ” e l e c t i v e ” ) %>%

7 group by( student id , semester ) %>%

8 # compute number o f e l e c t i v e c r e d i t s

9 summarize (n e l e c t i v e c r e d i t s = sum(n c r e d i t s ) %>%

10 # draw b o x p l o t

11 ggp lot ( aes ( semester , n e l e c t i v e c r e d i t s ) +

12 geom boxplot ( ) +

13 # add h o r i z o n t a l l i n e

14 geom h l i n e ( y i n t e r c e p t = 10) +

15 # add marker f o r average

16 stat summary( fun . y = mean, geom = ” point ” , c o l o r = ” red ” )

Code Extract C.9: Code for Figure 8.9.

1 # P r e r e q u i s i t e s

2 ‘ students ‘ : event log where each student ( student id ) i s a case and each

↪→ course ( course id ) an a c t i v i t y . other attributes are : semester ,

↪→ the semester that a course was taken ; and r e s u l t : TRUE i f course

↪→ was s u c c e s s f u l l y f i n i s h e d , FALSE i f student f a i l e d ; n c r e d i t s :

↪→ the number o f c r e d i t s o f a course ; s c o r e : the s co r e on a course ;

↪→ type : type o f course , mandatory/ e l e c t i v e .

3

4 # Code

5

6 # compute d i f f i c u l t y o f courses

7 students %>%

8 # compute number o f t r i e s per s tudent

9 group by( course id , student id ) %>%

10 summarize (n = n ( ) ) %>%

11 # compute average number o f t r i e s per course

12 summarize ( avg n t r i e s = mean(n) ) −> course avg t r i e s

13

14

15 students %>%

16 # compute avg score

17 group by( course id ) %>%

18 summarize ( avg s co r e = −mean( score , na .rm = T) ) −> course avg s co r e

19

20 course avg t r i e s %>%

21 f u l l j o i n ( course avg s co r e ) %>%

22 # normalize

23 mutate ( avg n t r i e s = ( avg n t r i e s − mean( avg n t r i e s ) )/sd ( avg n

↪→ t r i e s ) ) %>%
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24 mutate ( avg s co r e = ( avg s co r e − mean( avg s co r e ) )/sd ( avg s co r e ) ) %>%

25 mutate ( d i f f i c u l t y = ( avg n t r i e s + avg s co r e )/2) −> course

↪→ d i f f i c u l t y

26

27

28 # compute d i f f i c u l t y o f s t u d e n t s semesters

29 students %>%

30 inner j o i n ( course d i f f i c u l t y ) %>%

31 group by( student id , semester , type ) %>%

32 summarize ( d i f f i c u l t y = mean( d i f f i c u l t y ) ) −> d i f f i c u l t y semeste r s

33

34 # compute f a i l r a t e and nr o f c r e d i t s

35 students %>%

36 mutate ( r e s u l t = i f e l s e ( r e s u l t == TRUE, ”PASS” , ”FAIL” ) ) %>%

37 # compute f a i l r a t e

38 group by( student id , semester , type , r e s u l t ) %>%

39 summarize (n c r e d i t s = course c r e d i t s ) %>%

40 spread ( r e s u l t , c r e d i t s , f i l l = 0) %>%

41 mutate ( t o t a l c r e d i t s = FAIL + PASS) %>%

42 mutate ( f a i l r a t e = FAIL/ t o t a l c r e d i t s ) %>%

43 s e l e c t (−FAIL , −PASS) %>%

44 # combine with d i f f i c u l t y

45 inner j o i n ( d i f f i c u l t y semeste r s ) −> c o r r e l a t i o n data

46

47 c o r r e l a t i o n data %>%

48 # transform to long format

49 gather ( metric , value , f a i l rate , t o t a l c r e d i t s , d i f f i c u l t y ) %>%

50 # c r e a t e v a r i a b l e l a b e l o f semester , type ( e l e c t i v e /mandatory ) and

↪→ metric

51 un i t e ( variable , semester , type , metr ic ) %>%

52 # spread v a l u e s

53 spread ( variable , value , f i l l = 0) %>%

54 s e l e c t (− student id )

55 # compute c o r r e l a t i o n s

56 cor ( ) −> c o r r e l a t i o n s

57

58 # draw p l o t

59

60 # t i d y data

61 c o r r e l a t i o n s %>%

62 as . data . frame ( ) %>%

63 mutate (var a = rownames ( . ) ) %>%

64 gather (var b , cor value , −var a ) %>%

65 separa t e (var a , c ( ” semester a” , ” type a” , ” metr ic a” ) , remove = F) %>%

66 separa t e (var b , c ( ” semester b” , ” type b” , ” metr ic b” ) , remove = F) %>%

67 # s e l e c t only c o r r e l a t i o n s wi th in semester or between s u c c e s s i v e

↪→ semesters
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68 f i l t e r ( semester a == semester b | semester a == semester b + 1) %>%

69 # add v a r i a b l e f o r f a c e t s

70 mutate ( per iod = i f e l s e ( semester a == semester b , ” Current Semester ” ,

↪→ ” Previous Semester ” ) ) %>%

71 # prepare var a f o r y−a x i s

72 # remove semester i n d i c a t o r

73 mutate (var a = s t r remove(var a , ” [0−9]∗ ” ) ) %>%

74 # remove e l e c t i v e c r e d i t s from y−axis , u n l e s s from prev ious semster

75 f i l t e r ( ! ( s t r de t e c t (var a , ” e l e c t i v e ” ) & per iod == ” Current semester

↪→ ” ) %>%

76 # clean l a b e l s f o r y−a x i s

77 mutate (var a = s t r replace (var a , ” ” , ” ” ) %>% s t r to t i t l e ( ) %>%

↪→ s t r replace ( ”mandatory” , ”Normal” ) %>% s t r replace ( ” f a i l r a t e ”

↪→ , ” Cred i t s % Fa i l ed ” ) ) %>%

78 # change l a b e l s var b f o r x−a x i s

79 mutate (var b = paste0 ( ”Number o f e l e c t i v e c r e d i t s in semester ” ,

↪→ semester b) ) %>%

80 # draw p l o t

81 ggp lot ( aes (var b , var a ) ) +

82 geom t i l e ( aes ( f i l l = cor value ) ) +

83 geom text ( aes ( l a b e l = round( cor value , 2) ) , f o n t f a c e = ” bold ” , s i z e

↪→ = 5) %>%

84 f a c e t grid ( per iod˜ . , s c a l e s = ” f r e e y” )
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Code Extract D.1: Code for Table 9.6.

1 # P r e r e q u i s i t e s

2 ‘ t r a i n events ‘ : event log with ca s e s de f ined by t r a i n id and date , and

↪→ s i g n a l s ( a c tua l s i g n a l id ) as a c t i v i t i e s

3

4 ‘ planned t r a j e c t o r i e s ‘ : table with t r a i n id , date , and a l i s t o f a l l

↪→ s i g n a l s ( planned s i g n a l id ) planned . Planned t r a j e c t o r y id i s a

↪→ unique id for each planned t r a j e c t o r y .

5

6 # Code

7

8 # f o r r e r o u t i n g s e v e r i t y

9

10 t r a i n events %>%

11 f u l l j o i n ( planned t r a j e c t o r i e s , by = c ( ” t r a i n id ” , ” date ” ) ) %>%

12 # add move d e s c r i p t i o n f o r i n s e r t i o n s and d e l e t i o n s

13 mutate (move = case when( i s .na( planned s i g n a l id ) ˜ ” i n s e r t i o n ” ,

14 i s .na( ac tua l s i g n a l id ) ˜ ” d e l e t i o n ” ,

15 planned s i g n a l id == actua l s i g n a l id ˜ ”

↪→ synchr ” ,

16 T ˜ NA) ) %>%

17 f i l t e r ( ! i s .na(move) ) %>%

18 group by( t r a i n id , date ) %>%

19 summarize ( length planned = sum( ! i s .na( planned route ) ) ,

20 length ac tua l = sum( ! i s .na( ac tua l route ) ) ,

21 n i n s e r t i o n s = sum(move == ” i n s e r t i o n s ” ) ,

22 n d e l e t i o n s = sum(move == ” d e l e t i o n ” ) ) %>%

23 mutate ( t r a i n s e v e r i t y = (n i n s e r t i o n s + n d e l e t i o n s )/ ( length planned

↪→ + length ac tua l ) ) %>%

24 summary( )
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25

26 # f o r r e r o u t i n g d i v e r s i t y

27

28 t r a i n events %>%

29 f u l l j o i n ( planned t r a j e c t o r i e s , by = c ( ” t r a i n id ” , ” date ” ) ) −> t r a i n

↪→ events

30

31

32 for ( i in planned t r a j e c t o r i e s $planned t r a j e c t o r y id ) {
33

34 t r a i n events %>%

35 f i l t e r ( planned t r a j e c t o r i e s == i ) −> t h i s t r a j e c t o r y

36

37 planned t r a j e c t o i e s %>%

38 f i l t e r ( planned t r a j e c t o r y id == i ) %>%

39 nrows ( ) −> length planned t r a j e c t o r y

40

41 t h i s t r a j e c t o r y %>%

42 proce s s map( render = F) −> map

43

44

45 n t r a i n s <− n ca s e s ( t h i s t r a j e c t o r y )

46

47 map %>%

48 get edge df %>%

49 nrows ( ) −> e

50

51 map %>%

52 get node df −> nodes

53

54 nrow( nodes ) −> n

55

56 nodes %>%

57 f i l t e r ( l a b e l = n t r a i n s ) %>%

58 nrows ( ) −> n cut v e r t i c e s

59

60 h d i v e r s i t y = ( e − n + 2)/length planned t r a j e c t o r y

61 v d i v e r s i t y = 1 − n cut v e r t i c e s /length planned t r a j e c t o r y

62

63 planned t r a j e c t o r i e s $h d i v e r s i t y [ planned t r a j e c t o r y id == i ] <− h

↪→ d i v e r s i t y

64 planned t r a j e c t o r i e s $v d i v e r s i t y [ planned t r a j e c t o r y id == i ] <− v

↪→ d i v e r s i t y

65

66 }
67

68 planned t r a j e c t o r i e s %>%
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69 summary

Code Extract D.2: Code for Figure 9.9.

1 # P r e r e q u i s i t e s

2 ‘ s e v e r i t y ‘ : A data . frame with for each connect ion the r e r o u t i n g s e v e r i t y

↪→ , based on the prev ious code extract .

3

4 # Code

5

6 posthoc . k ruska l . nemenyi . t e s t ( x = s e v e r i t y $value , y = s e v e r i t y $connect ion

↪→ ) −> t e s t

7

8 t e s t $p . va lue %>%

9 # transform to long data . frame

10 as . data . frame ( ) %>%

11 mutate ( connect ion a = row .names ( . ) ) %>%

12 gather ( connect ion b , pvalue ,− connect ion a ) %>%

13 # c r e a t e l a b e l f o r s i g n i f i c a n c e

14 mutate ( sign = case when( pvalue < 0 .001 ˜ 0 .001 ,

15 pvalue < 0 .01 < 0 . 01 ,

16 pvalue < 0 .05 < 0 . 05 ,

17 T ˜ ”Not s i g n i f i c a n t ” ) ) %>%

18 # draw p l o t

19 ggp lot ( aes ( connect ion a , connect ion b) ) +

20 geom t i l e ( aes ( f i l l = sign ) ) +

21 scale f i l l d i s c r e t e ( va lue s = c ( ”Red” , ”Orange” , ”Green” , ”Dark Green” ) )
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