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ABSTRACT 

 

The purpose of this research are: (1) to obtain spline function estimation in nonparametric 

regression for longitudinal data with and without considering the autocorrelation between data of 

observation within subject, (2) to develop the algorithm that generates simulation data with 

certain autocorrelation level based on size of sample (N) and error variance (EV), (3) to establish 

shape of spline estimator in nonparametric regression for longitudinal data to simulation with 

various level of autocorrelation, as well as compare DM and TM approaches in predicting spline 

estimator in the data simulation with different of autocorrelation observational data on within 

subject. The results of the application as follows: (a) Implementation of smoothing spline with 

PWLS approach with or without consideration of autocorrelation in general (in all sizes and all 
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error variances levels) provides significantly different spline estimator when the autocorrelation 

level > 0.8. (b) spline estimator in nonparametric regression smoothing spline with PWLS 

approach with or without consideration of autocorrelation in all sizes observations showed 

significantly different results when the autocorrelation level > 0.8, whereas the size of a small 

observation when the level of autocorrelation > 0.7, the size of the observation was and the size 

of a large observation when the level of autocorrelation> 0.8. (c) spline estimator in 

nonparametric regression smoothing spline with PWLS approach with or without consideration 

of autocorrelation in all the error variance give significantly different results when the 

autocorrelation level> 0.8, whereas the small variance error when autocorrelation level> 0.7, 

error variance was and the error variance is greater when the level of autocorrelation of 0.8. 

 

Keywords 

 

Smoothing Spline, Longitudinal, Autocorrelation, Nonparametric Regression 
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1. Introduction 

In the statistical method, the pattern of response (y) relation on the predictors (x) can be 

determined using regression analysis. The pattern of these relationships can be displayed in 

graphical form, including linear, quadratic, cubic, exponential, and other form. Patterns of 

response (y) with the predictor (x) relation can be determined using two approaches, namely 

parametric and nonparametric approach. Parametric approach assumes that the shape of the 

curve f is known shape and assuming the form of a linear relationship between the response and 

predictor must be met. If the assumptions are not met then the nonparametric approach can be 

used as an alternative in which the shape of the curve f  is unknown. Nonparametric regression 

is flexible because the shape of the curve is estimated adjust the pattern of the data, while the 

data to adjust the parametric regression curve shape is already known [1], [2], [15], [4], [5]. 

Nonparametric regression can be approached by spline. Spline is an approach that could 

follow the pattern of changing relationships in subgroups specified interval and has a very 

flexible properties [1], [6]. Spline is divided into two type such as truncated spline and 

smoothing spline. Basically, truncated spline consider their point of knots in determining the 

optimal point while Smothing spline not need to specify a point knots. Estimates of smoothing 

spline based on criteria curve smoothing model and size that has been set by the smoothing 

parameter (). 

Data obtained from observations which is an essential component needed in research. 

Much of the data obtained from the study is longitudinal data, derived from observations made 

on some subjects which are independent, observed repeatedly (repeated measurement) within a 

certain time. The nature of the data that is independent between subject, and dependent on the 
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observation within subject [2], [6], [3]. In longitudinal data often autocorrelation between 

observations within subject because of the time difference of observations. In general smoothing 

spline approach Penalized Least Square (PLS). However, the autocorrelation cause PLS unusable 

so that alternatives can accommodate autocorrelation is Penalized Weighted Least Square 

(PWLS). PWLS nonparametric regression approach required the addition of such weighting 

inverse of variance-covariance matrix which is symbolized 1
Σ  ([8], [9], 8], [11]). 

Application of smoothing spline on longitudinal data which examines the growing weight 

of the baby for 24 months ([2],[6]). However, these studies do not take into consideration the 

level of autocorrelation between observations within subject so that in this study will examine 

the autocorrelation between observations. The level of autocorrelation in each data are not 

always the same. Ρ value is used as a reference level of autocorrelation varying ranges. 

Variations in the value of autocorrelation investigated using PWLS approach by considering the 

autocorrelation and without considering the autocorrelation. To obtain the autocorrelation of 

different designs used data simulation because it is very difficult to obtain data in accordance 

with the above conditions. 

The estimation of nonparametric smoothing spline regression curves at various levels will 

be studied further autocorrelation using PWLS approach by considering the autocorrelation and 

without considering the autocorrelation. Comparison of nonparametric regression curve through 

PWLS approach by considering the autocorrelation (DM) and PWLS without considering 

autocorrelation (TM) to determine the appropriate approach based on the degree of 

autocorrelation in the data [18], [19]. Ρ value close to 0 indicate insignificant autocorrelation 

between subject while the value of autocorrelation, close to 1 indicates a significance 
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autocorrelation between observations. If the level of autocorrelation smaller then expected 

longitudinal data can be analyzed as a cross section so that the analysis of the smoothing spline 

more easily applied mathematically. 

For purposes of a more complex, this study uses simulation data that is able to give a 

complete picture of the overall level of autocorrelation at various levels. Based on this 

background, the purpose of this research are as follows: (1) to obtain spline function estimation 

in nonparametric regression for longitudinal data with and without considering the 

autocorrelation between data of observation within subject, (2) to develop the algorithm that 

generates simulation data with certain autocorrelation level based on size of sample (N) and error 

variance (EV), (3) to establish shape of spline estimator in nonparametric regression for 

longitudinal data to simulation with various level of autocorrelation, as well as compare DM and 

TM approaches in predicting spline estimator in the data simulation with different of 

autocorrelation observational data on within subject. 

2. Spline in Nonparametric Regression for Longitudinal Data 

Nonparametric regression model in longitudinal data, developed by N subjects were observed 

repeatedly (repeated measurement) in the T period. Nonparametric regression model for 

longitudinal data have a difference with a cross-section, which is located on the observation 

between subjects assumed to be independent of each other, but between observations within 

subject is dependent [2], [6], [12]. Many researchers have developed a spline estimator in 

nonparametric regression model for longitudinal data ([13], [14], [17], [15], [16]). The 

relationship between predictors of response to longitudinal data involving N subject to the T 

observations of each subject, following the regression model as follows: 
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( ) ; 1,2,..., ; 1,2,..., .   it i it ity f x i N t T  (1)
 

with 

ity : Response on the t
th

-time i
th

-subject 

itx  : Predictors on the t
th

-time i
th

-subject 

if  : Regression curve predictor relationship with the response on on the i
th

-subject 

N: number of subjects, 

T: The number of observations of each subject, 

it  : Random error on the t
th

-time i
th

-subject, 

The regression model in equation (1) to include as a regression curve
if  that accommodates 

autocorrelation within subject. Random error 
11 12 1 21 22 2 1 2( , ..., , , ..., ,..., , ..., ) 'T T N N NT           

is assumed NT-variat normal distribution, with mean E ( ) = (NT-vector) and the variance-

covariance matrix Var ( ) = Σ  (matrix measuring NT × NT) as follows ([8], [9], 8], [11]): 

2

11 1(1,2) 1(1, )

2

1(2,1) 12 1(2, )

2

1( ,1) 1( ,1) 1

2

21 2(1,2) 2(1, )

2

2(1,2) 22 2(2, )

2

2( ,1) 2( ,1) 2

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0

T

T

T T T

T

T

T T T

  

  

  

  

  

  

Σ

2

1 (1,2) (1, )

2

(1,2) 2 (1, )

2

( ,2) ( ,2) ( ) ( )

.

0 0 0 0 0 0

0 0 0 0 0 0

0

0 0 0 0 0 0

N N N T

N N N T

N T N T NT NT NT

  

  

  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

 (2) 

The matrix Σcan be simplified into sub-matrices 
iΣ and 0 . 
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1

2

( ) ( )N NT NT

 
 
 
 
 
 

Σ 0 0

0 Σ 0
Σ

0 0 Σ

 

Sub-matrix
iΣ  and 0  measuring T  T, are presented as follows: 

2

1 (1,2) (1, )

2

(2,1) 2 (2, )

2

( ,1) ( ,2)

i i i T

i i i T

i

i T i T iT T T

  

  

  


 
 
 
 
 
  

Σ  dan 

0 0 0

0 0 0

0 0 0
T T

 
 
 
 
 
 

0  

Elements outside the diagonal (1,2) (2,1) ( 1, ) ( , 1), ,..., ,i i i T T i T T     , namely the sub-matrix 
iΣ is a 

random error covariance between observations within subject. This covariance can be not 0, 

which accommodates the correlation within subject. On the other hand, the sub-matrix that 0 is 

the matrix of all elements of value 0 states that the covariance between observations between 

subjects are independent. 

Spline approach generally specify 
if  in equation (1) in the form of regression curve shape is 

unknown, but 
if  it’s assumed smooth, in the sense of space is contained in a particular function, 

especially Sobolev spaces or written ([8], [9], 8], [11]), 2W [ , ] m

i i if a b  where: 

(1) ( 1) ( ) 2

2W [ , ] : , ,..., absolutecontinue ; [ ( )] ,
  

   
  


i

i

b

m m m

i i i i i i i it it

a

a b f f f f f x dx  (3) 

with m stating order polynomial spline. Completion curve estimation regression
if  for 

longitudinal data in equation (1) using Penalized Weighted Least Square (PWLS) involving 

weights in the form of inverse variance-covariance matrix of random errors symbolized Σ  as has 
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been described in equation (2). To obtain the estimates of the regression curve
if  using the 

optimization PWLS namely the completion of optimization as follows [1]: 

2

1 T 1 ( ) 2

[ , ], 1,2,..,.
1

Min ( ) ( ) ( ( )) , 

 


  
   

  
 

i

m
i i i

i

bN
m

i i it it
f W a b i N

i a

M y f y f f x dxΣ  (4) 

where T

11 12 1 21 22 2 1 2( , ,..., , , ,..., ,..., , ,..., )T T N N NTy y y y y y y y y y , and 

1 11 1 12 1 1 2 21 2 22

2 2 1 2

( ( ), ( ),..., ( ), ( ), ( ),...,

        ( ),..., ( ), ( ),..., ( ).

 T

T N N N N N NT

f f x f x f x f x f x

f x f x f x f x
 

PWLS optimization in equation (4) using the smoothing parameteri
, as a controller between the 

goodness of fit (first segment) and a roughness penalty (second segment) 

3. Results and Discussion 

3.1. Spline Function Estimation in Nonparametric Regression for Longitudinal Data 

The first goal of the study is obtain spline function estimation in nonparametric regression 

for longitudinal data with and without considering the autocorrelation between data of 

observation within subject, it’s presented in Theorem 1 as follow: 

Theorem 1: 

When given the data pairs following the nonparametric regression model involves a single 

predictor on longitudinal data that meets the form of nonparametric regression functions for 

longitudinal data as presented in equation (1), assuming 

E( ) 0 
, Var( )  Σ , 

then the spline estimator that minimizes PWLS 

is 
f̂ y  A

, (5) 
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with: 

   
1 1

T 1 1 T 1 1 1 1 T 1 1 T 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ].

 
           A T T U Σ T T U Σ VU Σ I T T U Σ T T U Σ

 (6) 

1ˆ ˆ .M U Σ V Λ  (7) 

Proof: 

Considering the equation that is function f d c T V , then the nonparametric regression model 

(1) can be stated as[8]: 

.y f d c     T V
 

where T is (NT)  (Nm) matrix as follow: 

1

2

 
 
 
 
 
 N

T 0 0

0 T 0
T

0 0 T
, (8) 

where 

1 1 1 2 1

2 1 2 2 2

1 2

, , ,

, , ,
,

, , ,

     

     

     

 
 
 
 
  
 

i i i i i im

i i i i i im

i

iT i iT i iT im

T

 (9) 

1

, , 1,2,..., ; 1,2,...,
( 1)!

 


  


j

it
it ij

x
witht T j m

j
 

1 2( , , , ) Nd d ' d ' d '
, 1 2( , ,..., ),i i i imd' d d d

 

V is (NT)  (NT)-sized matrix as follow: 
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1

2

 
 
 
 
 
 N

V 0 0

0 V 0
V

0 0 V
, (10) 

where

1 1 1 2 1

2 1 2 2 2

1 2

, , ,

, , ,
,

, , ,

     

     

     

 
 
 
 
  
 

i i i i i iT

i i i i i iT

i

iT i iT i iT iT

V  (11) 

 

1 1

2

( ) ( )
, , , 1,2,..., ; 1,2,...,

( 1)!
   

 

  
   



b m m

it is
it is is it

a

x u x u
du t T s T

m
 

c
 is vector with NT-sized 

1 2( , , , ) Nc c' c ' c '
, where 1 2( , ,..., )i i i iTc' c c c

. 

Equation (11) shows that the value of t is depend on t, t-1, t-2, …., and not depend on t+1, t+2, 

…. Thats why the 
iV  as lower-triangle matrix. Nonparametric regression analysis is conducted 

to get estimator of regression curve f . To get the estimation, Reproducing Kernel Hilbert Space 

(RKHS) is used. The purpose is to get estimasion of f  that meets PWLS optimization[9]: 

   1 1
2 2

2 2

1,2,.., 1,2,..,

min min ( ) ,
 

 
 

 
i if f

i N i N

y fΣ Σ

  (12) 

with restricted: 

2
, 0.  i i if

 (13) 

Then, space function 2W [ , ] m

i ia b
used is order-2 Sobolev space defined as follow: 
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( ) 2

2W [ , ] : [ ( )]
  

   
  


i

i

b

m m

i i i i it it

a

a b f f x dx

, 

Where 
 i it ia x b

and i = 1,2,…,N. Based on the space, norm of each 

2W [ , ] m

i i if a b
 

is described as follow: 

2 ( ) 2[ ( )] 
i

i

b

m

i i it it

a

f f x dx

. 

Optimization with restricted in equation (12) can be stated as: 

   1 1
2 2

2 2

2 2

W [ , ] W [ , ]
1,2,.., 1,2,..,

min min ( )
 

 
 

 
m m

i i i i i if a b f a b
i N i N

y fΣ Σ

 (14) 

With restricted in equation (15) into: 

( ) 2[ ( )] , 0.  
i

i

b

m

i it it i i

a

f x dx

 (15) 

Weighting optimization (14) with equivalent restricted (15) by solving Penalized Weighted Least 

Square (PWLS) optimization: 

       
2

2T
1 1

W [ , ],
1

1,2,...,

min  






       
  

 
i

m
i i i

i

bN
m

i i it it
f a b

i ai N

M y f y f f x dxΣ

, (16) 

where M NT and 
i  is smoothing parameter controlling between Goodness of fit: 

   
T

1 1M y f y f  Σ
, (17) 

and penalty: 
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2

1




 
  

i

i

bN
m

i i it it

i a

f x dx

. (18) 

To solve optimization in equation (16) with penalty component: 

   
2

T

1




  
  

i

i

bN
m

i i it it

i a

f x dx c cΛV

, (19) 

The equation (19) proof by Fernandes [17] 

where

1

2







 
 
 
 
 
 

T T T

T T T

T T N T

I 0 0

0 I 0
Λ

0 0 I
. 

Using f d c T V  as reference, Goodness of fit in PWLS optimization (15) can be stated as: 

       
T T

1 1 1 1 .M y f y f M y d c y d c         Σ T V Σ T V
 (20) 

Solving PWLS optimization by combining goodness of fit (20) and penalty (19), can be 

described as: 

       
2

2T
1 1

W [ , ],
1

1,2,...,

min  






       
  

 
i

m
i i i

i

bN
m

i i it it
f a b

i ai N

M y f y f f x dxΣ

 

 = 

    
T

1 1 Tmin  





    
NT

Nm
c

d

M y d c y d c c cT V Σ T V ΛV

 

 = 

     T
1 T 1min  





    
NT

Nm
c

d

y d c y d c c M c MT V Σ T V ΛV

 

 = 

 T 1 T 1 T 1 T T 1 T T 1min (     





     NT

Nm
c

d

y y y d y c d y d dΣ Σ T Σ V T Σ T Σ T
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T T 1 T T 1 T T 1 T T 1 T 1d c c y c d c c c M c M         T Σ V V Σ V Σ T V Σ V ΛV
 

 = 

 T 1 T T 1 T T 1 T T 1 T T 1min ( 2 2    





     NT

Nm
c

d

y y d y c y d d d cΣ T Σ V Σ T Σ T T Σ V

 

  T T 1 T T 1 1c d c M c M    


V Σ T V Σ V ΛV
 

 =

 min Q( , ) .




NT

Nm
c

d

c d

  (21) 

Solving optimization (21) is obtained by conducting partial derivative Q( , )c d by c and d , then 

the result equals to zero. The partial derivative is presented as follow: 

Q( , )
0

c d

c




 , 

and the result is: 

 T 1 T 1 T 1 ˆ2 2 2 0y d M c      V Σ V Σ T V Σ V ΛV
. 

 T 1 1 1 ˆ[ ] 0y d M c      V Σ Σ T Σ V ΛI
. 

1 1 1 ˆ[ ] 0y d M c      Σ Σ T Σ V ΛI
. (22) 

When matrix U is presented as: 

1 .M U Σ V Λ  

equation (23) can be stated as: 

1 1 ˆ 0.y d c    Σ Σ T U
 

1ˆ ( )c y d U Σ T
 (23) 

Equation (24) is doubled from the left with 
1

U and the following equation is ontained: 
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1 1ˆ ( )c y d  U Σ T
 (24) 

Furthermore, partial derivative: 

Q( , )
0

c d

d




  

results in: 

T 1 T 1 T 1ˆ ˆ 0y d c     T Σ T Σ T T Σ V
 

Elaboration of eqaution (17) results in the following equations: 

T 1 T 1 T 1 1 1ˆ ˆ{ ( )} 0y d y d        T Σ T Σ T T Σ V U Σ T

 

T 1 T 1 T 1 1 1ˆ ˆ[ ] ( ) 0y d y d        T Σ T Σ T T Σ VU Σ T
. (25) 

Considering
1 M U Σ V ΛI , then ( )M V Σ U ΛI , as the consequence, the result is the 

following equations: 

1 1( )M  VU Σ U ΛI U  

1 1( ).M  VU Σ I ΛU  

Reduplicating the equation above with 
1

Σ resulting in: 

1 1 1.M   Σ VU I ΛU  

The equation is substituted in equation (24) resulting in: 

T 1 T 1 T 1 1ˆ ˆ[ ] ( ) 0y d M y d        T Σ T Σ T T I ΛU Σ T
 

When the equation above is elaborated further, the result is: 

T 1 1 T 1 1 ˆ 0M y M d     ΛT U Σ ΛT U Σ T
. 
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T 1 1 T 1 1ˆ .M d M y   ΛT U Σ T ΛT U Σ
 

Both segments of the equation are reduplicated with
1( )M 

Λ and then simplified resulting in: 

 
1

T 1 T 1 1ˆ .d y


   -1
T U Σ T T U Σ

 (26) 

Equation (24) is substituted into equation (26) resulting in: 

 
1

1 1 T 1 1 T 1 1ˆ ( [ ])c y y


      U Σ T T U Σ T T U Σ
 

 
1

1 1 T 1 1 T 1 1[ ] .y


      U Σ I T T U Σ T T U Σ
 (27) 

Based on equation (26) and (27), estimator for nonparametric regression curve  

for longitudinal data involving single predictor as follows: 

1

2

1,

2,

,

ˆ

ˆ
ˆ ˆ ˆ

ˆ









 
 
 

   
 
 
  NN

f

f
f d c

f

T V

 

   
1 1

T 1 1 T 1 1 1 1 T 1 1 T 1 1ˆ [ ]f y y

 
           T T U Σ T T U Σ VU Σ I T T U Σ T T U Σ

 

   
1 1

T 1 1 T 1 1 1 1 T 1 1 T 1 1ˆ { [ ]}f y

 
           T T U Σ T T U Σ VU Σ I T T U Σ T T U Σ

 

f̂ y  A
, (28) 

where 

   
1 1

T 1 1 T 1 1 1 1 T 1 1 T 1 1[ ]

 
           A T T U Σ T T U Σ VU Σ I T T U Σ T T U Σ

. 
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Error variance-covariance matrix Σ̂  will be presented in the next section (Theorem 2), so 

Theorem 1 uses Σ̂  as well as
1ˆ ˆ .M U Σ V Λ  resulting in: 

 
1

T 1 T 1 1ˆ ˆ ˆ ˆ ˆ .d y


   -1
T U Σ T T U Σ

 

 
1

1 1 T 1 1 T 1 1ˆ ˆ ˆ ˆ ˆ ˆˆ [ ] .c y


      U Σ I T T U Σ T T U Σ
 

f̂ y  A
, 

where 

   
1 1

T 1 1 T 1 1 1 1 T 1 1 T 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ]

 
           A T T U Σ T T U Σ VU Σ I T T U Σ T T U Σ

. 

Based on the the theorem above, the equation f d c T V with spline function estimation 

considering the autocorrelation (DM) is f̂ y  A  where 

   
1 1

T 1 1 T 1 1 1 1 T 1 1 T 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ]

 
           A T T U Σ T T U Σ VU Σ I T T U Σ T T U Σ , 

And to estimate the spline function without considering the autocorrelation (TM) is equivalent 

ˆ Σ I to f̂ y  A  where 

   
1 1

T 1 T 1 1 T 1 T 1ˆ ˆ ˆ ˆ ˆ[ ]

 
      A T T U T T U VU I T T U T T U . █ 

Theorem 2 

The weighted using Error variance-covariance matrix for nonparametric regression longitudinal 

data model using maximum likelihood is as follow: 

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
V

ir
gi

ni
a,

 C
ha

rl
ot

te
sv

ill
e]

 a
t 1

0:
55

 0
9 

O
ct

ob
er

 2
01

7 



ACCEPTED MANUSCRIPT 

ACCEPTED MANUSCRIPT 17 

11

22

ˆ

ˆ
ˆ

ˆ

 
 
 

  
 
 
 NN

Σ 0 0

0 Σ 0
Σ

0 0 Σ

  (29)

 
With 

ˆ ˆ( )( ) '
ˆ ,

 


i i j j

ij

y f y f

T
Σ  

Proof: 

The studies related to single-response nonparametric regression model have been 

conducted extensively. The researchers in general assumed variance-covariance matrix from the 

random error is unknown/ unidentified. As the effect, one should conduct estimation for the 

variance-covariance matrix from the random error in single-response nonparametric regression 

model. In order to do so, Maximum Likelihood Estimator (MLE) method is used. 

When it is assumed that ˆˆ y f    is the result of normally distributed random sample of 

M-variat (M = 3T), and mean of E( ) = 0   (M-sized vector) and variance-covariance matrix of 

Var( ) =Σ   (M × M-sized matrix), combined density function from each observation is 

obtained from normal marginal density. It is as follow: 

1

1/2/2
11 2 3

Joint 1 1
( , ) exp ( ) ( )

of , , 2(2 )   





     
        

     


T

M
t

density
L f y y f y fΣ Σ

Σ
 

1

/2/2
1

1 1
( , ) exp ( ) ( )

2(2 )

T

TTM
t

L f y y f y f






 
    

 
Σ Σ

Σ
 (30) 

1( ) ( )y f y f Σ  in ( , )L f yΣ  can be elaborated as follow: 
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1 1

1

( ) ( ) tr ( ) ( )

tr ( )( )

y f y f y f y f

y f y f

 



      
 

   
 

Σ Σ

Σ
 

1 1

1 1

1

1

( ) ( ) tr ( )( )

tr ( )( )

T T

t t

T

t

y f y f y f y f

y f y f

 

 





      
 

 
   

 

 



Σ Σ

Σ

 (31) 

Thus, equation (30) is substituted using equation (31) and the result is as follow: 

1

/2/2
1

1 1
( , ) exp tr ( )( )

2(2 )

T

TTM
t

L f y y f y f






  
     

  
Σ Σ

Σ
 (32) 

Estimator for variance-covariance matrix Σ̂  is obtained by maximizing function of ( , )L f yΣ , 

through 
( , )

.
L f y




Σ
0

Σ
 As mentioned in Fernandes [17], likelihood function in equation (16) 

will meet the maximum condition if 
1ˆ
2b

Σ B , with 2b T , and 
1

( )( )
T

t

y f y f


  B , or can 

be reformulated as follow: 

1

1ˆ
2

ˆ ˆ( )( )
ˆ

T

t

b

y f y f

T





 




Σ B

Σ

 (33) 

Random error variance-covariance matrix in the study is similar to equation (33) or can be 

reformulated as: 
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11

22

ˆ

ˆ
ˆ

ˆ

 
 
 

  
 
 
 NN

Σ 0 0

0 Σ 0
Σ

0 0 Σ

 

Hence, equation (32) can be reformulated as: 

1 1 11 1 1 2 2 22 2 2/2/2
1

3 3 33 3 3 1 1 12 2 2 2 2 12 1 1

1 1 13 3 3

1 1
( , ) exp{ {( ) ( ) ( ) ( )

2(2 )

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) (

 

        

          

  


T

t t t t t t t tTTM
t

t t t t t t t t t t t t

t t t t

L f y y f y f y f y f

y f y f y f y f y f y f

y f y f

Σ Σ Σ
Σ

Σ Σ Σ

Σ 3 3 13 1 1 2 2 23 3 3

3 3 23 2 2

) ( ) ( ) ( )

( ) ( )}

      

 

t t t t t t t t

t t t t

y f y f y f y f

y f y f

Σ Σ

Σ

 

( , )L f y Σ

 
 1 1 11 1 1

1/2/2 1

1

1 1
exp ( ) ( )

2
(2 ) 




   






T

t t t tT
M t

t

y f y fΣ

Σ

 

+ 2 2 22 2 2 3 3 33 3 3( ) ( ) ( ) ( )      t t t t t t t ty f y f y f y fΣ Σ  

+ 1 1 12 2 2( ) ( )  t t t ty f y fΣ 2 2 21 1 1( ) ( )  t t t ty f y fΣ  

+ 1 1 13 3 3( ) ( )  t t t ty f y fΣ 3 3 31 1 1( ) ( )  t t t ty f y fΣ  

+ 2 2 23 3 3( ) ( )  t t t ty f y fΣ 3 3 23 2 2( ) ( )} t t t ty f y fΣ  

1 1 11 1 1/2/2
111.1

1 1
exp ( ) ( )

2(2 ) 

  
          


T

t t t tTTT
t

y f y fΣ
Σ
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2 2 22 2 2/2/2
122.2

1 1
exp ( ) ( )

2(2 ) 

  
        


T

t t t tTTT
t

y f y fΣ
Σ

3 2 33 3 3/2/2
133.2

1 1
exp ( ) ( )

2(2 ) 

  
        


T

t t t tTTT
t

y f y fΣ
Σ

1 1 12 2 2/2/2
112.

1 1
exp ( ) ( )

2(2 ) 

  
        


T

t t t tTTT
tN

y f y fΣ
Σ

 

2 2 12 1 1/2/2
112.

1 1
exp ( ) ( )

2(2 ) 

  
        


T

t t t tTTT
tN

y f y fΣ
Σ

 

1 1 13 3 3/2/2
113.

1 1
exp ( ) ( )

2(2 ) 

  
        


T

t t t tTTT
tN

y f y fΣ
Σ

3 3 13 1 1/2/2
113.

1 1
exp ( ) ( )

2(2 ) 

  
        


T

t t t tTTT
tN

y f y fΣ
Σ

 

2 2 23 3 3/2/2
123.

1 1
exp ( ) ( )

2(2 ) 

  
        


T

t t t tTTT
tN

y f y fΣ
Σ

3 3 23 2 2/2/2
123.

1 1
exp ( ) ( )

2(2 ) 

   
         


T

t t t tTTT
tN

y f y fΣ
Σ

 

Estimator for variance-covariance matrix Σ̂  is obtained by maximizing function of ( , )L f yΣ , 

through 
( , )

.





ij

ij

L f yΣ
0

Σ
 Elaboration of each sub-matrix of ˆ

ijΣ  is as follow: 

For 11Σ̂ , it is obtained that: 

1 1 11 1 1/2/2
111 11

11 11

1 1
exp{ ( ) ( )}

2( , ) (2 ) 

 
    

   
 


T

t t t tTTT
t

y f y f
L f y

Σ
Σ Σ

Σ Σ
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1

11 1 1 1 1/2/2
111

11

1 1
exp{ tr ( )( )'}

2(2 )





   
          




T

t t t tTTT
t

y f y fΣ
Σ

Σ
 

1

11 1 1 1 1

111

11 11

tr ( )( )'}
ln 1

2 2





   
            

 


T

t t t t

t

y f y f
T

Σ
Σ

Σ Σ
 

11

( , )




L f yΣ
0

Σ
, 

Based on the elaboration of equation (33), estimation of 11Σ̂  is as follow: 

1 1 1 1

11

ˆ ˆ( )( ) '
ˆ .

 


y f y f

T
Σ  

Using the same method, 22 33 12 13 23
ˆ ˆ ˆ ˆ ˆ, , , ,Σ Σ Σ Σ Σ  is: 

2 2 2 2

22

ˆ ˆ( )( ) '
ˆ .

 


y f y f

T
Σ  

3 3 3 3

33

ˆ ˆ( )( ) '
ˆ .

 


y f y f

T
Σ  

1 1 2 2

12

ˆ ˆ( )( ) '
ˆ .

 


y f y f

T
Σ  

1 1 3 3

13

ˆ ˆ( )( ) '
ˆ .

 


y f y f

T
Σ  

2 2 3 3

23

ˆ ˆ( )( ) '
ˆ .

 


y f y f

T
Σ  

Or it can be formulated that: 
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11

22

ˆ

ˆ
ˆ

ˆ

 
 
 

  
 
 
 NN

Σ 0 0

0 Σ 0
Σ

0 0 Σ

 (34)

 
with 

ˆ ˆ( )( ) '
ˆ ,

 


i i j j

ij

y f y f

T
Σ  █ 

Estimation of variance-covariance matrix in equation 34) can be used to predict regression curve 

equation (1). 

3.2. Algorithm For Generating Data Simulation 

The second goal of the study is to develop algorithm that generates simulation data with 

certain autocorrelation level based on size of sample (T) and error variance (EV). Simulations 

were obtained by the following steps. 

Algorithm 1: 

Step 1 

Calculate the value of , 1,2,...,ix i N  as fix variable with  0,1ix  by design subject points 

define by 
2 1

2


i

i
x

N  

Step 2 

Non-linear function is obtained using the following function: Exponential function: 

3.25 6.5 9.75
( ) 4.26( 4 3 )

  
  i i ix x x

if x e e e , with 
ix  from step 1. 

Step 3 
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Generate the error vector ( )i
 by the following steps. 

Step 3.1 

Generating autocorrelation in 10 condition, namely: 0.01 – 0.09; 0.11 – 0.19; 0.21 – 0.29; 

0.31 – 0.39; 0.41 – 0.49; 0.51 – 0.59; 0.61 – 0.69; 0.71 – 0.79; 0.81 – 0.89; 0.91 – 0.99. 

Step 3.2 

The ten conditions of autocorrelation is generated randomly with uniform distribution 

Step 3.3 

Establishing autocorrelation by deciding EV of (0.1,1,5) 

Step 3.4 

Establishing Variance Matrix ( Σ̂ ) accomodating autocorrelation 

Step 4 

Obtain y from the function:     i i iy f x   , from step 2 and 3. 

Step 5 

Obtain estimation of function ( ˆ
if ) from smoothing spline nonparametric regression. 

Step 5.1 

Establishing matrix T with m is spline order of which value is 2 

1

2

 
 
 
 
 
 N

T 0 0

0 T 0
T

0 0 T
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1 1 1 2 1

2 1 2 2 2

1 2

, , ,

, , ,
,

, , ,

     

     

     

 
 
 
 
  
 

i i i i i im

i i i i i im

i

iT i iT i iT im

T

 

1

, , 1,2,..., ; 1,2,...,
( 1)!

 


  


j

i
it ij

x
witht T j m

j
 

1 2( , , , ) Nd d ' d ' d '
, 1 2( , ,..., ),i i i imd' d d d

 

Step 5.2 

Establishing matrix V 

1

2

 
 
 
 
 
 N

V 0 0

0 V 0
V

0 0 V
, 

1 1

2 1 2 2

1 2

, 0 0

, , 0
,

, , ,

 

   

     

 
 
 
 
  
 

i i

i i i i

i

iT i iT i iT iT

V

 

 

1 1

2

( ) ( )
, , 1,2,..., ; 1,2,...,

( 1)!
 

 

  
  



b m m

it is
it is

a

x u x u
du t T s T

m
 

1 2( , , , ) Nc c' c ' c '
, 1 2( , ,..., )i i i iTc' c c c

. 

Step 5.3 

Using   equals zero to get ĉ and d̂ as initial 

Step 5.4 
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Evaluate the   by minimize the GCV function by using iteration 0   , the iteration 

stopped when 6

1 10t tGCV GCV 

  or maximum iteration of 1000. 

3.3. Application of Smoothing Spline the autocorrelation Level Group 

The third objective of this study is to apply the form of spline estimator in nonparametric 

regression on longitudinal data to simulate various levels of autocorrelation between data of 

observation within subject, as well as compare the approach of DM and TM in predicting 

estimator spline to data simulation of various levels of autocorrelation between data of 

observation on the subject that same. 

A simulation study was conducted with statistical software R. spline nonparametric regression 

estimator using 100 iterations and 10 repetitions and apply a smoothing spline models with two 

approaches: (1) Approach PWLS by considering the autocorrelation (DM) and (2) without 

considering the approach PWLS autocorrelation (TM). Both approaches are applied to the 

variations in the size of the observation, which is a measure minor observations (T = 20), the size 

of the observation medium (T = 50), the size of the observation of large (T = 100) and the level 

of error variance, the error variance is small (EV = 0.1), error variance being (EV = 1), a large 

error variance (EV = 5). Autocorrelation level are grouped into ten categories: starting from a 

very small autocorrelation (| 0.01 to 0.09 |), up to the level of autocorrelation is very large (| 0.91 

to 0.99 |). 

Visually, the scatter diagram of the various levels of autocorrelation (0.2; 0.4; 0.6; 0.8) 

indicates how closely the model is able to explain the relationship between predictors and 

response. In the scatter diagram in Figure 1 shows the autocorrelation level of 0.2 that the actual 

curve and prediction ( ˆ
TMf and ˆ

DMf ) formed a pattern that follows the pattern of distribution data. 
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In Figure 1 shows the graph ˆ
TMf and ˆ

DMf the various levels of autocorrelation, where the 

autocorrelation level is low (0.2) shows that the ˆ
TMf  curve is quite identical to the prediction 

ˆ
DMf  curve. It is seen from the difference in the coefficient of determination (DR

2
) is quite small 

at 5.69%. Unlike the autocorrelation level of 0.4, smoothing spline curve by considering the 

autocorrelation ( ˆ
DMf ) better (DR

2
 = 9:53%) compared smoothing spline curves without 

considering autocorrelation ( ˆ
TMf ). The higher the level of autocorrelation, the better the 

smoothing spline curve by considering the correlation ( ˆ
DMf ) compared without considering the 

correlation ( ˆ
TMf ). 

3.3.1. Application of General Smoothing Spline 

Estimator spline smoothing spline regression in general (all sizes observations and error 

variance) is obtained curve R2 difference DM and TM in Figure 2 below. Figure 2 shows there is 

a trend (increase) / R2 is not constant from the difference between DM and TM, the greater the 

value, the greater the difference autocorrelation R2, so the spline estimator indicated their 

differences with PWLS approach by considering the autocorrelation and without considering the 

autocorrelation. Thus, to find a point of difference (cut off) performed statistical tests to 

determine the differences estimator F spline at a certain level of autocorrelation. 

Based on Table 1 it is known that the F test spline estimator at various levels of 

autocorrelation have the p-value of 0.000 is smaller than the value α (0.05) so that there is a 

significant difference spline estimator at various levels of autocorrelation. To find more 

differences at each level different autocorrelation continued Tukey test. Tukey test results 
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showed that there were significant differences in the level of autocorrelation 0.81 to 0.90 so that 

the distribution of two groups: group 1 (autocorrelation <0.8) and group 2 (autocorrelation ≥ 

0.8). 

T test results in Table 3 shows the p-value of 0.000 is smaller than the value α (0.05) so that the 

significant difference between the groups. It shows the spline estimator in group 1 was 

significantly different with group 2. Thus, the autocorrelation> 0.81 is a point of difference (as 

cut off value) the results of spline estimator with PWLS approach considering the autocorrelation 

and without considering the autocorrelation. 

3.3.2. Application of Smoothing Spline by Size Observations 

R
2
 difference DM and TM spline estimator in nonparametric smoothing spline regression 

in size variation explained by the observation of Figure 2. Estimator spline on the size of the 

observation showed no significant differences in the various levels of autocorrelation indicated 

by F test are presented in Table 2 below: 

Based on Table 2 that the F test spline estimator at various levels of autocorrelation have the p-

value of 0.000 is smaller than the value α (0.05) so that the spline estimator at various levels of 

autocorrelation differed significantly in all sizes observations. To find more differences at each 

level different autocorrelation continued Tukey test. Tukey test results showed that there were 

significant differences in the level of autocorrelation 0.81 to 0.90 so that the distribution of two 

groups: group 1 (level autocorrelation <0.81) and group 2 (autocorrelation levels ≥ 0.81). 

T-test results in Table 2 shows that the p-value of 0.000 is smaller than the value α (0.05) so that 

the spline estimator first group differ significantly from group 2. Thus, the autocorrelation level> 
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0.8 is a point of difference (cut off) spline estimator results on all measures considering the 

observations with PWLS approach without considering the autocorrelation and autocorrelation. 

With the same test conditions as the test differences in all sizes observations, produced the 

following test. 

Based on the above test results it can be seen that there are significant differences 

estimator spline through PWLS approach by considering the autocorrelation and without 

considering the autocorrelation at small observation size (T = 20) when the level of 

autocorrelation> 0.7, the size of the observation medium (T = 50) at autocorrelation level> 0.8, 

and the size of a large observation (T = 100) when the level of autocorrelation> 0.8. 

3.3.3. Application of Smoothing Spline based Error Variance 

R2 difference DM and TM spline estimator in nonparametric regression smoothing spline 

on the variation of error variance explained by Figure 4 below: 

Based on Table 4 is known that the F test spline estimator at various levels of autocorrelation 

have the p-value of 0.000 is smaller than the value α (0.05) so that the spline estimator at various 

levels of autocorrelation significantly different at all error variance. To find more differences at 

each level different autocorrelation continued Tukey test. Tukey test results showed that there 

were significant differences in the level of autocorrelation 0.81 to 0.90 so that the distribution of 

two groups: group 1 (level autocorrelation <0.8) and group 2 (autocorrelation levels ≥ 0.8). 

The results of the t-test p-value of 0.000 is smaller than the value α (0.05) so that the spline 

estimator first group differ significantly from group 2. Thus, the autocorrelation> 0.8 is a point of 

difference (cut off) the results of the spline estimator all error variance with the approach PWLS 

consideration or without consideration autocorrelation autocorrelation. With the same test as the 
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test differences on all the spline estimator error variance, the results of testing on every variation 

of error variances described below table. 

Based on the above test results it can be seen that there are significant differences estimator 

spline through PWLS approach by considering the autocorrelation and without considering small 

autocorrelation in error variance (EV = 0.1) when the autocorrelation> 0.7, error variance being 

(EV = 1) when autocorrelation> 0.8, and a large error variance (EV = 5) when the 

autocorrelation> 0.8. 

4. Conclusions and Recommendations 

Some of the conclusions derived from the results of this simulation study are: 

(1) Estimated spline function f d c T V , with an estimated spline functions taking into 

account the autocorrelation (DM) is f̂ y  A  to 

   
1 1

T 1 1 T 1 1 1 1 T 1 1 T 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ[ ]

 
           A T T U Σ T T U Σ VU Σ I T T U Σ T T U Σ  

And to estimate the spline function without considering the autocorrelation (TM) is ˆ Σ I

equivalent to f̂ y  A  the 

   
1 1

T 1 T 1 1 T 1 T 1ˆ ˆ ˆ ˆ ˆ[ ]

 
      A T T U T T U VU I T T U T T U

. 

(2) Algorithm to generate simulated data with a certain degree of autocorrelation based on 

variations in sample size (T) and the level of error variance (EV), presented in five steps by 

setting the sample size and the level of error variance (EV) on ten levels of autocorrelation. 

Simulation data obtained from Algorithm 1 above is implemented to estimate the smoothing 

spline function as presented in Theorem 1 for the case autocorrelation. 
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(3) The results of the application as follows: (a) Implementation of smoothing spline with 

PWLS approach with or without consideration of autocorrelation in general (in all sizes and all 

observation error variance) provides significantly different spline estimator when the 

autocorrelation level> 0.8. (b) spline estimator in nonparametric regression smoothing spline 

with PWLS approach with or without consideration of autocorrelation in all sizes observations 

showed significantly different results when the autocorrelation level> 0.8, whereas the size of a 

small observation when the level of autocorrelation> 0.7, the size of the observation was and the 

size of a large observation when the level of autocorrelation> 0.8. (c) spline estimator in 

nonparametric regression smoothing spline with PWLS approach with or without consideration 

of autocorrelation in all the error variance give significantly different results when the 

autocorrelation level> 0.8, whereas the small variance error when autocorrelation level> 0.7, 

error variance was and the error variance is greater when the level of autocorrelation of 0.8. 

In this study, the autocorrelation is restricted between so in future studies can be studied more in 

depth about the value of autocorrelation involving autocorrelation value -1 to 1. In addition to it, 

can be studied in future research on the optimal level of autocorrelation Truncated Spline-based 

nonparametric regression because in this study only limited to the level of autocorrelation in 

nonparametric regression-based Smoothing Spline. 
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Table 1. Tukey test for General Estimator Spline. 

Autocorrelation 

Level 

Tukey test 

a b c d e 

0.00 – 0.10      

0.11 – 0.20      

0.21 – 0.30      

0.31 – 0.40      

0.41 – 0.50      

0.51 – 0.60      

0.61 – 0.70      

0.71 – 0.80      

0.81 – 0.90      

0.91 – 1.00      

F test   p-value 0.000 

T test   p-value 0.000 

 

Table 2. Tukey Test for Spline Estimator in All Sizes Level. 

Autocorrelation 

Level 

Tukey test 

a b c d e 

0.00 – 0.10      

0.11 – 0.20      

0.21 – 0.30      

0.31 – 0.40      

0.41 – 0.50      

0.51 – 0.60      

0.61 – 0.70      

0.71 – 0.80      

0.81 – 0.90      

0.91 – 1.00      

F test   p-value 0.000 

T test   p-value 0.000 
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Table 3. Tukey Test for Spline Estimator in Size Variation Level. 

Autocorrelation 

Level 

Tukey test 

T = 20 T = 50 T = 100 

a b c d e a b c a b c 

0.00 – 0.10            

0.11 – 0.20            

0.21 – 0.30            

0.31 – 0.40            

0.41 – 0.50            

0.51 – 0.60            

0.61 – 0.70            

0.71 – 0.80            

0.81 – 0.90            

0.91 – 1.00            

F test p-value 0.000   

T test p-value 0.000   

 

Table 4. Tukey Test for Spline Estimator in All Error Variance Level. 

Autocorrelation 

Level 

Tukey test 

a b c d e 

0,00 – 0,10      

0,11 – 0,20      

0,21 – 0,30      

0,31 – 0,40      

0,41 – 0,50      

0,51 – 0,60      

0,61 – 0,70      

0,71 – 0,80      

0,81 – 0,90      

0,91 – 1,00      

F test   p-value 0,000 

T test   p-value 0,000 
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Table 5. Tukey Test for Spline Estimator in Error Variance Variation Level. 

Autocorrelation 

Level 

 

Tukey test 

EV = 0.1 EV = 1 EV = 5 

1 2 3 4 5 1 2 3 1 2 3 4 

0.00 – 0.10             

0.11 – 0.20             

0.21 – 0.30             

0.31 – 0.40             

0.41 – 0.50             

0.51 – 0.60             

0.61 – 0.70             

0.71 – 0.80             

0.81 – 0.90             

0.91 – 1.00             

F test   p-value 0.000 

T test   p-value 0.000 
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Figure 1. Plot ˆ
TMf and ˆ

DMf On Actual Data with Various levels of autocorrelation. 
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Figure 2. Difference R
2
 DM and TM in general in all conditions. 

  

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
V

ir
gi

ni
a,

 C
ha

rl
ot

te
sv

ill
e]

 a
t 1

0:
55

 0
9 

O
ct

ob
er

 2
01

7 



ACCEPTED MANUSCRIPT 

ACCEPTED MANUSCRIPT 39 

 

 

Figure 3. Difference R
2
 DM and TM Based Observation Size. 
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Figure 4. Difference R
2
 DM and TM Based Error Variance (Ev) Spline estimator in the variation 

of error variance showed a significant difference at every level of autocorrelation is shown with a 

different test in Table 4. 

 

 

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
V

ir
gi

ni
a,

 C
ha

rl
ot

te
sv

ill
e]

 a
t 1

0:
55

 0
9 

O
ct

ob
er

 2
01

7 


