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Data in medical sciences often have a hierarchical structure with lowelrdaits (e.g. children) nested in
higher-level units (e.g. departments). Several specific but fretyugtudied settings, mainly in longitudinal
and family research, involve a large number of units that tend to be qué#, swith units containing only
one element referred to as singletons. Regardless of sparseieeas;Hical dataregenerallyshould be
analysed witrappropriate methodology such as digear mixed models.

Using a simulation study, based on the structure of a data example onxaefziaonsumption in hospital-
ized children, we assess the impact of an increasing proportion of &ingl@ — 95%), in data with a low,
medium or high intracluster correlation, on the stability of linear mixed modsiameter estimates, confi-
dence interval coverage and F test performance. Some techniqtiesdffirequently used in the presence of
singletons include ignoring clustering, dropping the singletons from thgsieand grouping the singletons
into an artificial unit. We show that both the fixed and random effects estnaaie their standard errors
are stable in the presence of an increasing proportion of singletonsemM@ndtrate that ignoring clustering
and dropping singletons should be avoided as they come with biasedrstenaa estimates. Grouping the
singletons into an artificial unit might be considered, although the linearchmadel performs better even
when the proportlon of smgletons is hlgh

We conclude that the
Ilnear mlxed model is stable in the presence of singletons When both lomethigher level sample sizes are
fixed. In this setting, the use of remedial measures, such as ignorisigiihg and grouping or removing
singletons, should be dissuaded.

Key words: F test; Hierarchical data; Intracluster correlation; Berfance characteristics;
Sparseness;
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1 Introduction

Data that are collected in e.g. medical sciences often hhiarchical structure. This means that units ata
lower level (secondary units) are nested within units aghéi level (primary units)gnijders and Bosker
1999. Some well-known examples of such hierarchies includepest nested within hospitals, workers
nested within factories and animals nested within littefalti-level hierarchies also occur frequently (e.g.
students nested within classes within schools within €itiihin countries). As subjects that are nested
within one unit tend to be more alike than subjects from déffe: units, the observations are typically no
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2 R. Bruyndonckxet al.: Evaluation of the linear mixed model

longer independent. Ignoring the correlation within cdustwill usually cause a downward bias in the
standard errors, resulting in possible misinterpretatibthe effect of predictor variabless@rson 2013
Hox, 1998 Kreft and De Leeuwl1998 Moulton, 1986). To account for the hierarchical nature of the data,
linear mixed models are often usedd|dstein 2003 Verbeke and Molenbergh2009.

Fitting such models can be done with a statistical softwaekage such aSAS. A description on the
use of theSAS PROC M XED procedure to fit a linear mixed model is given by Littetlal. and Singer
(Littell et al., 2006 Singet 1998. For a comprehensive elaboration on linear mixed modedstefer to
the books by Snijders and Bosker, Goldstein, RaudenbustBayid Hox and Wanget al. (Goldstein
2003 Hox, 2010 Raudenbush and BryR002 Snijders and Boskef999 Wang et al. 2012. For some
illustrations on the application of linear mixed models terhrchical data we refer to Goldstegt al.,
Renardet al. and Lee Goldstein et a].1993 Lee 2000 Renard et a).1998.

The study presented in this paper was motivated by the @eftnie data, which contain information on
doses (expressed in mg/kg/day) of ceftriaxone prescribédspitalized children (one day surveillance in
Septembe2011). These data were collected within work packageuropean Neonatal and Paediatric An-
timicrobial Point Prevalence Survey) of the ARPEC projéctit{biotic Resistance and Prescribing in Euro-
pean Children), which was set up to improve the quality oitéatic prescribing and reduce the prevalence
of antimicrobial resistance in European children, and scdbed in detail elsewheré/rsporten et aj.
2013. The Ceftriaxone data includ29 children hospitalized in24 departments. Figuréshows that in
most departments, only few children were prescribed wiftrie®one, which resulted id7.6% singleton
departments.

[Figure 1 about here.]

Most multi-level settings consist of a small number of urmtsthe primary level that tend to be quite
large. When these units contain only a small number of secgndits, this is referred to as primary
unit sparseness. Examples are macro-geographical regporeining only a few countries (Australia) or
schools in which only a few classes decide to participate study. Regardless of primary unit sparse-
ness, such data are generally analysed with linear mixectlmadwhich F tests are used to evaluate the
significance of the included explanatory variables. We lexeever demonstrated that the F test becomes
unstable in the presence of primary unit sparseness aneéthmiation test is a more trustworthy alterna-
tive (Bruyndonckx et a].2016.

Another specific but frequently studied setting (e.g. fsmdsearch) involves a large number of units
that tend to be quite small. In the Ceftriaxone ddf@ of included departments contain only one child
(referred to as singleton). Regardless of sparsenesscchydbe high proportion of singletons, such data
are generally analysed with a linear mixed model. Seveudias$ to determine the impact of small cluster
sizes on different aspects of the linear mixed model showathioth residual and random effects variance
were biased when the number of subjects within the units @lsithe impact on fixed effects appeared to
be smaller, as both fixed effects estimates and their stdretewr were unbiased in the presence of small
clusters Bell et al, 2014 Clarke 2008 Maas and Hox2005. Although the small sample setting has been
extensively studied and renders promising results, wepaeifically interested in the setting with different
proportions of singletons. To our knowledge, only a few ssdssessed the impact of singletons on the
linear mixed model. Pickering and Weatherall investigateetting with15% of singletons and found that
fixed effects estimates and standard errors were unbi&sekk(ing and Weatherall007). Sauzett al.
studied a setting witl80 — 99% of singletons and found that parameter estimates for fixittsfwere
biased when the proportion of singletons became extr&aezet et al2012). While these studies already
give an idea about the impact of the presence of singletbey, focus on specific singleton proportions
(either very high or fairly low) and use rather simple mod®@téy containing explanatory variables at the
lowest level of the hierarchy.
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In this paper, we will use a simulation studgeeping lower- and higher-level sample sizes fixedas-
sess the impact of an increasing proportion of singletors95%) on different aspects of the linear mixed
modelfitted using restricted maximum likelihood. Here, we wilcfsfeeussing on a two-level setting
with a low, medium or high intracluster correlation, andlinttrge explanatory variables both at the pri-
mary and at the secondary level. We will assess whether, Wigdinproportions of singletons are present,
the model's performance improves by applying some fredyeised techniques to cope with singletons:
ignoring the dependency within units, removing singletand grouping singletons in an artificial unit.

2 Methods

To reflect a realistic setting, we set up a simulation studseteon the Ceftriaxone data, which contain
information on the prescribed ceftriaxone dose329 children in124 departments. Included explanatory
variables are the size of the department (large, mediuml))sthe reason for treatment of the child (mild,
moderate, severe, different) and the age of the child. Retearestimates and standard errors obtained by
fitting a linear mixed model, that accounts for the correlativithin departments by including a random
intercept (unmodified model), are given in Talle

The unmodified model can be presented as follows:

Y;j = Bo—&-boj—&-BlSizelj—&-BgSizegj—&-ﬁgAgeij+54Reason1ij+B5Reason2ij+/B6Reason3ij+eij,
(1)

whereY;; represents the ceftriaxone dose prescribed to ¢ffile= 1, ..., n;) indepartmeny (j = 1, ..., J),

n; is the number of children in departmeit./ is the number of included departments,is the general
intercept,by; is the department-specific interceptize,; is 1 if department; is large and) otherwise,
Sizeyj is 1 if departmentj is medium and) otherwise,Age;; is the age of child in years,Reason;; is

1 if the reason for treatment is different addtherwise,Reasony;; is 1 if the reason for treatment is mild
and0 otherwise,Reasons;; is 1 if the reason for treatment is moderate @ndtherwise,5, up to 3¢ are
the respective coefficients for the listed parametersegnis the residual error term. We assume that the
randemeffeetdepartment-specific intercefalows a normal distribution with mean zero and variange
and that the error terms are independent and follow a noristailiition with mean zero and varianeg; .

[Table 1 about here.]

For computational feasibility and to be able to vary thedoluster correlation and the percentage of single-
tons included, we considered0 children divided equally oves0 departments, rather tha29 children
divided over124 departments according to Figutgein the first setting of our simulation studjhroughout
the simulation study, the lower- and higher-level samptesiwere kept constant 30 and 50, respec-
tively, in order to eliminate the known impact of changingngde sizes and depict the impact of the
proportion of singletons as purely as possibléhe proportion of singletons ranged frainto 95% (in
steps 0f5%, Figure2). The number of singleton departments was rounded upwardsi% singletons
implies 2.5 departments containing only one child. Henae5% singletons, we included departments
with one child). The remaining children were divided egpalinongst the remaining departments. For the
intracluster correlation we used a low, realistic and higheicluster correlation coefficient (ICC) which is
defined in terms of the variance between departmer#$ énd the variance within departmentsy() as:

2

1cc= 2B
op + o

The realistic ICC (0.27) was obtained using the Ceftriaxdaia. The low (0.15) and high (0.64) ICC were
obtained after adjusting?, to 1000 and100, respectively.
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2.1 Simulation procedure
For each of th&0 scenarios] 000 datasets were simulated according to the following proc=du

1. Sample a random intercept from a normal distribution witten zero and standard deviatiog for
each of thes0 included departments.
Note that we assume that the random intercepts follow a nlodisxibution while for real data they
are-eften might be non-Gaussian. This however has been shewtte-impact to have little or no
impact on the stability of the linear mixed modek(beke and Lesaffré997)

2. Assign a department size to the simulated departmentsding to the distribution of department
sizes in the Ceftriaxone datagsmall, 18 medium andl6 large departments).
Note that department size is unrelated to the number of @mlihcluded in the department and is
merely a characteristic of the department (referring to tbal number of beds on the department).

3. Group the combination of age and reason for treatmenh®329 children in the Ceftriaxone Data
based on the size of the department they are treated in. €beditional on the size of the simulated
department, sample a combination of age and reason fomeaafor350 children.

4. Sample a residual error term from a normal distributiothwilean zero and standard deviatipgy
for each of the350 included children.
Note that we assume that the residuals follow a normal distidbn while for real data thegre-often
might be non-Gaussian. This however has been shown not &xirtige stability of the linear mixed
model Jacgmin-Gadda et gl2007)

5. Simulate the prescribed dose for each child using Equdtiand parameter estimates reported in
Tablel.

2.2 Models fitted

All simulated datasets were analysed with the unmodifiedehdkEcause some of the simulated scenarios
contain a fairly high proportion of singletons, one mightitibthe need to correct for clustering. Therefore,
we studied three different methods that are frequently wedthndle singletons in the data. The first
method is to simply ignore the dependence within units {gaoring clustering). This is done by fitting

a model containing fixed effects for reason for treatmenrg, @l department size, but no random effect.
Other options are to discard the singletons from the da&adropping singletons) or to group the singletons
into an artificial unitreated as one additional departm@m. grouping singletons). Both approaches were
evaluated by fitting the unmodified model to all simulatechdats either after dropping or after grouping
the included singletons.

2.3 Analyses of simulated datasets

For each scenario, we assessed the performance of the fibigel nrsing three performance characteris-
tics. The first is the relative difference between the mefatine parameter estimates and the true param-
etes (mean estimated minus true parameter over true parametértrae parameters reported in Table
1; RDM). The second characteristic is the relative differebeaveen the mean estimated standard error
and the empirical standard error (mean estimated minusrig@pstandard error over empirical standard
error; RDE). Here, the estimated standard error reflectsiticertainty within the simulations while the
empirical standard error (SES) reflects the variabilitynlsetn simulations. The first is calculated as the
mean of thesbtairedestimatedstandard errors while the latter is calculated as the stdraviation of
obtained parameter estimatgken fitting the unmodified modeThe last performance characteristic is the
coverage of the confidence interval, calculated as the pt&ge of times the true paramefegported in
Tablel) falls within the estimate@5% Wald confidence interval. The stability of the F test was sssé by
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comparing the number of times the null hypothesis was reje@ejection rate) in the presence of different
proportions of singletons to the rejection rate when nolsiogs were present.

3 Results

3.1 The unmodified model

All simulated datasets were analysed with the unmodifiedeh@&quationl). We report three perfor-
mance characteristics for the multi-level model that wateoduced in Sectio.3. These characteristics
are shown for one fixed effect at the level of the child (FigBreolid lines) and one fixed effect at the
level of the department (Figurg solid lines). Performance characteristics for the otherdfieffects can
be consulted in Figuresl up toA5 (in Appendix, solid lines). Stability of the F test for paraters at the
level of the child AgeandReasohand at the level of the departme®ti£§ is reported in Figuré\6 (solid
lines). Accuracy of the random effects variance and theluadivariance is illustrated in Figurer (solid
lines).

The differences between the estimated and the true paragRidd) for the fixed effects at the level
of the child were not affected by the proportion of singletan the intracluster correlation and were con-
sistently small (Figure8 andA1-A3: first row, solid lines). This indicates that the paramesezstimated
well regardless of the proportion of singletons presenhédata. The differences between the estimated
and true standard error (RDE) were small throughout the Igition study, indicating that the standard
error accurately estimated the true standard error for ineodlified model (Figure3 andA1-A3: second
row, solid lines). Coverage of the confidence intervals wasied95% throughout the simulation study
(Figures3 andA1-A3:third row, solid lines).

The RDM for the fixed effects at the level of the departmentengightly higher than for a covariate
at the level of the child, but fluctuated regardless of theprtion of singletons (Figure$ and A4-A5:
first row, solid lines). The RDE were small throughout the imtion study, indicating that the standard
error accurately estimated the true standard error for timeadlified (Figuregt and A4-A5: second row,
solid lines). Coverage of the confidence intervals remaarednd95% throughout the simulation study
(Figures4 andA4-A5: third row, solid lines).

The rejection rate for the F test for the effects at the le¥¢he child increased slightly with an increas-
ing proportion of singletons while the rejection rate foe effect at the level of the department decreased
slightly with an increasing proportion of singletons (Rigé\6: solid lines).

The RDM for both the random effects variance and the residar@dnce was small throughout the simula-
tion study (FigureA7: solid lines, left and right, respectively). This indicaitbat generally, in the presence
of singletons, the estimated variances approach the triseas quite well. The RDM was slightly higher
when the intraclass correlation decreased.

3.2 Ignoring clustering and dropping or grouping singletors

Three different methods that are currently used to handigletions in the data are compared to the un-
modified model. To ignore clustering, all simulated datagetre analysed with a model containing a fixed
effect for age, reason for treatment and department sizditiddally, the unmodified model was fitted to
the datasets where singletons were removed (droppingesomgl) or grouped into an artificial department
(grouping singletons).

Obtained performance characteristics for one fixed effetitelevel of the child and one fixed effect at
the level of the department are visualized in Figuesd4, respectively. Performance characteristics for
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6 R. Bruyndonckxet al.: Evaluation of the linear mixed model

the other fixed effects can be consulted in Figukésup to A5. Stability of the F test for parameters at
the level of the child AgeandReasohand at the level of the departmei®iZg is reported in Figuré\6.
RDM for both residual and random effects variance are shovifigureA7.

[Figure 2 about here.]

Figure 3 shows that the RDM and confidence interval coverage for thexd fiffect at the level of the
child (Reasoni;;) were comparable for the unmodified model fitted to the odbufata and the three
options to handle the singletons (ignoring clustering arapping or grouping singletons) regardless of
the intracluster correlation. When clustering was ignodattéd lines), the RDE was higher compared to
the unmodified model fitted to the original data (full lineswhen dropping and grouping the singletons
(dashed and dot-dashed lines, respectively). This seelms ¢ounter-intuitive, but can be explained by
the design of the simulation study where a combination ofagkreason for treatment for a child were
sampled conditional on the size of the simulated departrfierstep4). Therefore, the observed doses
were not only clustered within departments, but also $igdtaccording t®ize When ignoring clustering,
but accounting for stratification, the standard error estés tend to be overestimatetig¢pleton and Kang
2016. The overestimation increased with increasing intraelusorrelation, indicating that the importance
of accounting for clustering increases with the homoggraibbservations within clusters.

[Figure 3 about here.]

Figure 4 shows that the RDM for the fixed effects at the level of the d@pant were comparable for
the unmodified model fitted to the original data and the thigénos to handle the singletons. Ignoring
clustering (dotted lines) resulted in a decreased RDE anthacceptably low confidence interval coverage
for all proportions of singletons and all intracluster @dations under study. When dropping the singletons
(dashed lines), the RDE increased with an increasing ptiopoof singletons. This increase was steeper
for the scenario with a high intracluster correlation. Tlhafedence interval coverage remained stable
throughout the simulation study. For the scenario Wbt of singletons, the plots show a severe drop in
both RDE and confidence interval coverage. When groupingitiggetons into an artificial department
(dot-dashed lines), RDE and confidence interval coveragesdsed slightly with an increasing proportion
of singletons, with this increase being again steeper ®stienario with a high intracluster correlation.
Figure A6 shows that dropping and grouping the singletons (dashedlandashed lines, respectively)
does not influence the performance of the F test for an eftébedevel of the child. Ignoring the depen-
dency within clusters (dotted lines) causes the rejectivato be slightly lower compared to the rejection
rate for the unmodified model fitted to the original data sbhes).

Dropping and grouping the singletons (dashed and dot-ddsies, respectively) cause the rejection rate
for the fixed effect at the level of the department to be rethypeyg lower and higher compared to the rejec-
tion rate for the unmodified model fitted to the original datalig lines). Ignoring the dependency within
clusters (dotted lines) causes the rejection rate to beladber than the rejection rate for the unmodified
model fitted to the original data (solid lines). The rejestiates increased with an increasing ICC, which
can be explained by the decrease in variance within depatsmne&hich increases rejection rates.
FigureA7 shows that when dropping the singletons (dashed linesjetfiéual variance stayed close to the
true residual variance regardless of the intraclusteretation. The random effects variance was close to
the true random effects variance throughout the simulaiody, but decreased steeply at the end (for the
scenario witth5% singletons).

When grouping the singletons (dot-dashed lines), the rakidariance was slightly overestimated while
the random effects variance was slightly underestimatéith, tve difference between estimated and true
variance getting bigger with an increasing proportion oig&tons and with an increase in intracluster
correlation.
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4 Discussion

We conducted a simulation study, inspired by the structfitbeCeftriaxone data, to investigate the im-
pact of an increasing proportion of singletofs{95%) combined with different intracluster correlations
(low-medium-high) on different aspects of the linear midtiel model. Note that this simulation study in-
cludes rather extreme situations (uP% of singletons)andthataltheughthesesituationsarelyoeceurin
practicestheywere included to demonstrate the effect of increasing thpgation of singletons as clearly
as possible Note also that throughout this simulation study both theelevand the higher-level sample
sizes were kept constant, in order to illustrate the pureachpf the proportion of singletons, which was
the focus of this studyfremtheimpactofchangingsamplesizes. The impact of the presence of singletons
was assessed through three performance characteridtich, ievealed that neither the RDM nor the RDE
were affected by the proportion of singletons in the dataydhk increase in intracluster correlation. They
were consistently low, with RDM and RDE for an effect at theeleof the child being slightly lower than
RDM and RDE for an effect at the level of the department. Thightbe explained by the number of inde-
pendent observations that are available to estimate bigttigfwith this number being considerably lower
for the effect at the level of the department. The confidenterval coverage and rejection rates fluctuated
slightly while the proportion of singletons changed, witlistfluctuation being unrelated to the propor-
tion of singletons in the data. Confidence interval covestigged stable while increasing the intracluster
correlation, while the F test rejection rates increasedh ait increasing intracluster correlation. This can
be explained by the variance within departments which isedesed in order to increase the intracluster
correlation and increased the rejection rates. The rejectte for the effect at the level of the department
decreased slightly with an increasing proportion of sitagie, which can be explained by the more stable
estimation of the average dose for a department when the ewusfilshildren in that department is larger.
These findings verify the conclusions reached Bickering and Weatheral2007), and hence increases
confidence to use a linear mixed model, even when the propodi singletons increases aboV&%.
While Sauzett al. mention biased parameter estimates for fixed effects in tbeepce of extreme pro-
portions of singletons, which were not found in the presamdys One possible explanation is that Sauzet
et al. considered only singletons and clusters of size two, whiecansidered singletons together with
clusters of medium to large sizé-¢ 151). Another possible explanation is that Sautedl. varied both the
sample sizel(52 — 1200) and the number of cluster$50 — 1000), while in the simulation study presented
here, both were kept constant in order to filter out the impéein increasing proportion of singletons as
clearly as possible.

In an additional exploratory simulation study, we varied thtal sample size&5¢ — 350) according to the
proportion of singletons, while keeping the number of depants {0) and department sizé or 7) fixed,
and varied the number of departmerii8 ¢ 290) according to the proportion of singletons while keeping
the total sample size3%0) and department sizd (r 7) fixed. Results from this study (not shown here)
verify that a decrease in total sample size goes togethbrandecreased rejection rate (mainly at the level
of the child), and that a decrease in the number of deparsvges together with a decreased rejection
rate (mainly at the level of the department). Thereforestirailation setting presented in this paper, which
varies department size according to the proportion of siogls but keeps both the number of departments
and total sample size constant, is the setting which pres¢keatimpact of a changing proportion of single-
tons most accurately.

Three different methods that are currently used to handigletions in the data were compared to the
unmodified model (ignoring clustering, dropping singlet@md grouping singletons). A simulation study
was conducted to investigate the consequences of thesedyptiens on different aspects of the multi-level
model. Impact on the level of the child was minor, while imfpaic the level of the department was more
clear. As mentioned before, this can be explained by the rumltindependent observations available.
When ignoring clustering, the RDM did not change notably. RE¥E at the level of the child increased,
while the rejection rate for the F test decreased in compatis the unmodified model fitted to the original
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data. This can be explained by the design of the simulatiaysivhere the observed doses were not only
clustered within departments, but also stratified accorttrSize When ignoring clustering, but account-
ing for stratification, the standard error estimates tentdeamverestimatedSgepleton and Kang2016).
The overestimation increased with increasing intrachusterelation, indicating that the importance of ac-
counting for clustering increases with the homogeneityosfesvations within clusters. Confidence interval
coverage remained stable. The RDE at the level of the depattiecreased, while the rejection rate for the
F testincreased in comparison to the unmodified model fittélde original data. This can be explained by
the consistent underestimation of the standard error wipeoring clustering\{erbeke and Molenberghs
2009. The rejection rates increased with an increasing intsdel correlation, which can be explained by
the decrease in variance within departments, which ineseagection rates. Confidence interval coverage
was unacceptably low for all proportions of singletons @@€4, indicating that ignoring the dependency
within the clusters is never a good idea.

When dropping the singletons, the RDE was higher while thectigin rate for the F test was lower com-
pared to the unmodified model fitted to the original data, Wtk difference increasing when the propor-
tion of singletons increases or when the intracluster tatioe increases. This can be explained by the
increase in standard error due to the decrease in numbemafning departments, which is steeper when
intracluster correlation is high. For the scenario wAt¥s singletons (Figuret), there is a severe drop
in RDE and confidence interval coverage that goes togetherassteep increase in F test rejection rate,
which is explained by the presence of only one large depattinehis scenario. The low confidence inter-
val coverage resulting from dropping the singletons foree conclude that it worsens the performance
of the multi-level model.

When grouping the singletons into an artificial departméret RDE was lower while the rejection rate was
higher compared to the unmodified model fitted to the origilaai&, with this difference again enlarged by
an increase in intracluster correlation. The residualvenre was slightly overestimated while the random
effects variance was slightly underestimated, with théedéhce between estimated and true variance in-
creasing with an increasing proportion of singletons anéhareasing intracluster correlation. All these
findings can be explained by the grouping of singletons trenat actually related, which decreases the
variance between included departments and causes a dfigatastimation of the true standard error for
the effect at the level of the department. Although groupggn option that might be considered when
the data at hand contain a high proportion of singletonsigfelar multi-level model performs better even
when the proportion of singletons is large.

An alternative that could be used in the presence of spasseaighe lowest level of multi-level hierarchy
is to select a more convenient clustering level (e.g. cqumthospital in which the department is situated)
(Cortinas Abrahantes et ak004). Although this strategy would improve the model’s stailit was not
considered here because we focussed on a two-level settivege clustering by department is the only
option.

5 Conclusion

The linear mixed model appears to be stable enough to haigliephoportions of singletonahen both

lower- and higher level sample sizes remain fixed, alken the intracluster correlation is high. Alterna-
tives which are frequently used, such as ignoring clusgesinremoving the singletons, should be avoided
as they provide biased standard error estimates for the diftedts. Although grouping the singletons is

an optlon the regular multi-level model performs beﬂ%ﬁerefereweeaﬁbeeeﬂﬁ%iaﬁgmamear
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Figure A1 Performance characteristics for the fixed effége;; in the unmodified model, when ignoring
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RDE: relative difference between estimated and true stanetaor.
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Figure 1 Barplot representing the distribution of the
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Figure 3 Performance characteristics for the fixed effBetzson,;; in the unmodified model, when ig-
noring clustering and when dropping and grouping the stogkewith an increasing intracluster correlation
coefficient (ICC) and an increasing proportion of singlstdRDM: relative difference between estimated
and true mean; RDE: relative difference between estimatddrae standard error.
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Figure 4 Performance characteristics for the fixed efff¢te; ; in the unmodified model, when ignor-
ing clustering and when dropping and grouping the singketaiith an increasing intracluster correlation
coefficient (ICC) and an increasing proportion of singlstdRDM: relative difference between estimated
and true mean; RDE: relative difference between estimatiddrae standard error.
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Tables

Table 1 Parameter estimates and standard errors obtained by fiténgnmodified model to the Ceftri-
axone data.

Parameter Estimate Std. error
Intercept | 82.951 4513

Size; | -3.224 4771
Size,; | 4469 4747
Age; | -2.060  0.338

Reason;; -8.254 4.319

Reasop;; | -21.995 7.432

Reasop;; -5.586 3.574
% 180.370 47.139

ol 489.510 44.756
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