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Abstract
Background: Epidemiological surveillance is the systematic collection, analysis, interpretation and

timely publication of health data for planning, utilization and evaluation of public health programs.
In Belgium, a surveillance system for communicable diseases was established over 30 years ago based
on a voluntary sentinel network of microbiological laboratories (SNL) and sentinel network of general
practitioners (SGP) both coordinated by the scientific institute of public health (Sciensano). The aim of
this study is to evaluate the aspect of representativeness of the SNL and the SGP on the occurrence of
Lyme borreliosis (LB) amongst other infectious diseases that are under surveillance in Belgium.

Method: Test coverage of the SNL was estimated using the ratio of reimbursed tests performed by
sentinel laboratories to the total number of tests performed between 2010 and 2015 for positive serology
tests of LB.High risk areas for LB was estimated at the provincial level using cumulative incidence based
on the positive serology tests on LB between 2008 and 2016 performed by participating laboratories of
the network. The Integrated Nested Laplace Approximation (INLA) approach using the Besag York and
Mollie (BYM) specification was used to estimate the relative risks for LB at the district level taking
the spatial structure of the data from SGP into account. Correlation tests were conducted to find the
relationship between the occurrence of erythema migrans reported by SGP and the number of tick bites
from the whole of Belgium.

Results: It was found that test coverage was greater than 50% at the national and regional levels
but there was much variability at the provincial level. Some provinces had low test coverage while others
had very high test coverage. The high risks areas of lyme at the district level estimated by the BYM
model for all data sources didn’t have much difference. All the disease mapping models showed similar
patterns of risk of LB. There was a positive correlation between the risk of LB and risk of tick bite.

Conclusion: The representativeness of the sentinel network system for surveillance on the occurrence
of LB based on test coverage results suggests that the SNL is capable to describe trend and can monitor
changes of LB occurrence over time at the national and regional level. Areas at high risk of LB are
sufficiently covered by the network. The number of tick bites was used as a proxy to estimate the risk
of LB in Belgium. The representativeness of the SGP on the occurrence of EM as estimated by the
correlation tests shows that SGP is representative at the national and district levels. This method of
reprensentativeness was not able to identify trends in changes in LB.
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1 Introduction

1.1 Overview of Epidemiological surveillance of infectious diseases in Bel-
gium

Epidemiological surveillance can be defined as the systematic collection, analysis, interpretation and
timely publication of health data for planning, utilization and evaluation of public health programs.
A surveillance cycle in public health is being completed by the application of these data to disease
prevention and health promotion programs [1]. Based on the quality as well as usefulness and cost,
established surveillance systems should be reviewed periodically. The quality of a surveillance system
can be assessed by reviewing the following seven attributes; sensitivity, specificity, representativeness,
timeliness, simplicity, flexibility and acceptability [2]. The main interest of this research is the attribute
on representativeness. A representative surveillance system accurately observes both the occurrence of a
health event over time and the distribution of that event in the population by person and place at any
point in time. Representativeness can be measured by comparing surveillance data covering part of a
population to a sample assumed to be complete. A surveillance system that collects reports on essentially
all occurrences of a health event is said to be representative by definition and further assessment of this
attribute is not necessary [3].

Even though there is a rising contribution of noncommunicable diseases to the global burden of disease,
communicable diseases still continue to threaten population health especially in developed countries. In
Belgium there are two main surveillance systems that contribute to routine surveillance of Lyme borreliosis
(LB): a network of sentinel laboratories (SNL) that performs laboratory surveillance by weekly reporting
the number of positive serological tests for Borrelia burgdorferi s.l. and a sentinel network of general
practitioners (SGP) that reports the weekly number of patients consulting with an asymptomatic tick bite
or an erythema migrans (EM), in prospective studies. These two surveillance systems have been existing
for more than 30 years now [4]. A previous report on sensitivity and representativeness of the surveillance
system on infectious diseases based on test coverage suggests that the SNL is capable to describe trends
and to monitor changes in the infectious disease pathogens studied, both at national and regional levels.
This previous SNL representativeness study included B. burgdorferi s.l., for the period 2007-2012. The
results showed a stable coverage of the network over time for the three regions of Belgium, but with a
great coverage variability between provinces; the network seems less likely to capture local changes over
time in some provinces such as Namur, Walloon Brabant, Liege and Limburg [5]. Three of these provinces
include areas with a higher risk of tick bites and LB. Also, the Belgian SGP has proven to be a reliable
surveillance system for a wide range of health-related data, for infectious and non-infectious diseases [5,6].
However, unlike for other infectious pathogens, the occurrence of LB is very region dependant, since it
is influenced by landscape, presence of ticks, presence of animal hosts for ticks and human behaviour.
Thus, the geographical representativeness of the surveillance might be different and insufficient.

1.2 Lyme Borreliosis

LB is the most common vector-borne infectious disease in North America and some European countries
with moderate climates. LB is a multistage disease caused by a group of related spirochaetes of the B.
burgdorferi sensu lato species complex, which are transmitted by ticks.The tick Ixodes ricinus is the main
vector of LB in Europe. The disease is transmitted to humans through injection of tick saliva during blood
feeding of an infected tick [8]. Early clinical manifestation is a localized infection known as erythema
migrans (EM), a red expanding skin lesion at the site of the tick bite. If it is untreated, disseminated
infection can occur in an early or late stage of the disease. This can cause more severe manifestations
of which multiple EM, Lyme neuroborreliosis (LNB) and Lyme arthritis (LA) are the most frequent
ones. Other less frequent early or late manifestations are borrelial lymphocytoma, Lyme carditis, ocular
manifestations and acrodermatitis chronica atrophicans (ACA) [9, 10]. EM is the most common of the
various objective clinical presentations in Europe. About 89% in one case series of patients with LB had
EM by itself [11]. Usually, typical EM is sufficiently distinctive to allow a clinical diagnosis in the absence
of a supporting laboratory test. Laboratory diagnosis for non-erythema migrans presentations of LB are
necessary [8]. Laboratory diagnosis of LB in Europe follows a is a two step procedure. The first stage
is a sensitive enzyme linked immunosorbent assay (ELISA). If ELISA is positive then the second step
is conducted; a separate IgM and IgG immunoblots on the same serum sample is done. This two step
procedure was adopted because of the complexity of the antigenic composition of B. bugdorferi sl and the
temporal appearance of antibodies to different antigens at successive time intervals after infection.This
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means that the developement of a serological test with high sensitivity and specificity is a big challenge
[10]. ELISA alone cannot detect the presence of LB because of it’s very low specificity. The disease
burden of LB are influenced by many factors. Some of the most important factors include; factors that
influence the human-tick encounter such as changes in human recreational behaviour including changes
due to altered climatic conditions, factors influencing vector and reservoir animal abundance such as
climate change which directly affects the survival and development of ticks and has an indirect effect on
tick abundance and pathogen transmission and finally, factors that affect society’s adaptive capability to
change such as presence of surveillance networks and monitoring [9].
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1.3 Research Question

This thesis is based on the following research questions

• To what geographical level and to what extent (general trends analysis only) are the results of the
SNL representative for the occurrence of LB in Belgium. Are areas at risk for Lyme sufficiently
covered by the network?

• Are the results of the SGP representative for the occurrence of an EM in Belgium? Can the results
of the sentinel GPs be extrapolated in the same way as for other (infectious) diseases or conditions,
or is the geographical distribution of Lyme disease too specific.
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2 Methodology

2.1 Data Description

Four different data sources are provided to answer the above mentioned researched questions.

2.1.1 Reimbursement tests for B. burgdorferi s.l. serology

The data were obtained from the Belgian National Institute for Health and Disability Insurance (INAMI-
RIZIV) reported yearly from 2010 to 2015. INAMI-RIZIV only provided the aggregated number of
tests conducted by district (containing data from one or more laboratories) not the number of tests
performed for each laboratory due to privacy reasons. The variables included in the data sets are: the
type of anti-borrelia tests conducted( IgG and IgM both ELISA and western blot tests), the district from
where the laboratory tests were conducted, the total number of reimbursed tests and an indicator if the
laboratory or laboratories in the district belong to the sentinel network or not. Due to the complexity of
B. burgdorferi s.l. and its many clinical manifestations making it very difficult to detect the disease using
ELISA screening, only confirmatory serology tests by Western Blot were considered. The variables of
interest are the number of reimbursed tests for B. burgdorferi s.l conducted by the laboratories belonging
to the sentinel network (SNL) and non-sentinel network (NSNL) for each region, province and district and
the year. All the microbiology tests for which laboratories have claimed reimbursement to the compulsory
national social security system are contained in the INAMI-RIZIV database. With the unlikely exception
of tests that were performed without being reimbursed, the database is therefore said to be virtually
exhaustive both over time and place.

2.1.2 Data on Confirmed positive serology Test

The data set contains patients who are confirmed for positive serology test on Lyme by the SNL. Each
participating laboratory reports number of confirmed Lyme cases to Sciensano on a weekly basis. The
place of residence, age, gender, date of birth, test date of the patients, test method, week, month and
year of diagnosis are recorded alongside.The variables of interests are the aggregated number of cases
(confirmed serology tests by Western Blot) at the level of the region, province and district from 2008 to
2015. Within each year all duplicate values where checked and removed if present. The response variable
is the aggregated counts.

2.1.3 Consultations on Erythema migrans (EM)

For each consultation concerning a tick bite or a presumption of lyme disease, the SGP records the
presence or absence of erythema migrans and the number of tick bites. Also some basic patient charac-
teristics such as age, sex, geographic location of tick bite, patient place of residence, diagnostic methods
and treatments patient received are recorded by the SGP. The variables of interests are the aggregated
number of cases (erythema migrans) and aggregated number of tick bites at the district level,as well as
the total number of SGP doctors for each region, province and district for two time periods, 2008-2009
and 2015-2017.

2.1.4 Data from TekenNet

TekenNet is a web application that is used by the general public to report tick bites in Belgium. Data
include the number of bites, the location (post code) and the date of the bite. Variables of interest are
the aggregated number of tick bites at the district level between July 2015 and June 2017.

9



2.2 Descriptive Data Analysis

By looking at the different levels of test coverage, the data on the reimbursement test from INAMI-RIZIV
are used to asses the aspect of representativeness of the SNL. Due to the limits of the surveillance data
(absence of the information on the true number of diagnosed cases in Belgium), the reimbursement data
was used as a way of alternative case coverage. The test coverage is the ratio between the number of
reimbursed tests performed by the SNL and the total number of tests reimbursed in Belgium. High values
of test coverage indicates that most of the tests that are performed and the positive results are captured
by the surveillance system. In contrast, a low value of test coverage indicates that most of the tests
are performed by laboratories that do not take part in the surveillance system and thus positive results
are not reported. The test coverage of the SNL of lyme disease is examined at the national level, its
variations by region and province and the stability of the coverage over time between 2010 to 2015. Since
the study is based on the total number of tests reimbursed in Belgium for lyme disease, only descriptive
statistics is reported without statistical inference made. Graphical representation of coverage values will
allow to visually identify variations over time and place.

2.3 Disease Mapping in Spatial Data

In epidemiological studies, disease mapping has a long history with one major goal in investigating
the geographical distribution of disease burden [14]. Spatial data also known as geospatial data or
geographical information are defined as the realizations of a stochastic process measured by space.

Y (S) ≡ {y(s), sεD}

D is a fixed subset of Rd we consider d = 2. The data can be represented by a collection of ob-
servations y = {y(s1), ..., y(sn)}, where the set (s1, ..., sn) indicates the spatial units (areas) where the
measurements are taken. The problem can be specified as spatially continuous or discrete random process
depending if D is a continuous surface or a countable collection of d-dimensional spatial units [15].

2.3.1 Bayesian hierarchical models

Bayesian models are very attractive models since they provide a unified approach to data analysis [16].
The last three decades has seen a great development of Bayesian methods which are now widely established
in many research areas, from clinical trials [17], to health economic assessment [18], social sciences [19],
and epidemiology [20]. The main idea behind a Bayesian approach is that only one form of uncertainty
exists. This uncertainty is described by suitable probability distributions. There is no difference between
observable data and un-observable parameters because the parameters are also considered random quan-
tities. A prior distribution describes the uncertainty about the realized value of the parameters given
the current state of information. To derive the posterior distribution, the inferential process combines
the prior and the current data model. Epidemiological data are usually characterized by a spatial and/or
temporal structure which needs to be taken into account when doing inferences. Bayesian approach is
generally particularly effective under these circumstances and has been applied to several epidemiological
applications from ecology to environmental studies to infectious diseases[21]. Given data consisting of
aggregated counts of outcome and some covariates, diseases mapping and/or ecological regression can be
specified [21]. This model can be specified in a Bayesian framework by extending the concept of hierar-
chical structure which gives the allowance to account for similarities based on the neighborhood at the
area-level. The main challenge in Bayesian statistics in this case resides in the computational aspects.
Bayesian computations normally use Markov Chain Monte Carlo (MCMC) methods [22], this is arguably
thanks to the wide popularity of the BUGS software [23].In trivial cases MCMC methods involve com-
putational and time intensive simulations to obtain the posterior distribution for the parameters even
though it is extremely flexible and able to deal with virtually any type of data and model. Thus the
complexity of the model and the database dimension will often remain fundamental issues. Recently the
Integrated Nested Laplace Approximation (INLA) [24] approach has been developed as a computationally
efficient alternative to MCMC. Designed for latent Gaussian models, INLA can be successfully used in
a great variety of applications [25]. This is because latent Gaussian models are a very wide and flexible
class of models ranging from generalized linear mixed models to spatial and spatio-temporal models.This
is also thanks to the R package called R-INLA [26].
Bayesian model is usually characterized by 3 stages of observations and parameters. The first stage con-
sists of distributional assumptions for the observations. Given that disease counts yi(i = 1, ...I) observed
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for I geographic regions within a time period that is pre-specified, yi can be assumed to follow a poisson
distribution with rate parameter λi.This is the relative risk of disease case in region i. It is assumed that
the yis are conditionally independent given the λis. The second stage is defined by a prior model for the
λis or more often a specific transformation of them. It is most common to use log(λi) = ηi. The variable
ηi is usually an additive term of unknown random components, called the linear predictor [27]. Assigning
Gaussian priors to all components of the linear predictor can lead to high flexibility. Such models are
also referred to as latent Gaussian models [28]. The final stage consist of prior distributions of unknown
hyperparameters ψ1, ..., ψR, which are typically the variances or correlations for random effects within
η.This setting is very appealing for modeling spatial and spatio-temporal data [29].

Gaussian Markov random fields and conditional independence A vector x can be formed
consisting of the linear predictor ηT and all its additive components. Since the η′is are on the first I
position in the vector x, each observation yi depends only on its corresponding ith element xi in the
vector x. Also, since the Gaussian priors are assigned to all components of x as mentioned earlier, the
vector x is also Gaussian and forms a so called Gaussian Markov random field(GMRF) [30]. Sometimes
GMRFs are called conditional autoregressions since they fulfill conditional independence or the so called
Markov properties [31]. Let π(·|·) denote a conditional density of its arguments and given two variables
xi and xj where (i 6= j), xi and xj are said to be conditionally independent given x−ij if π(xi, xj |x−ij) =
π(xi|x−ij) · π(xj |x−ij). This can also be written as xi ⊥ xj |x−ij . x−ij contains all components of x
except for the ith and jth components. The conditional independence between two components xi and
xj of a GMRF can be read off from its precision matrix Q and it holds that

xi ⊥ xj |x−ij ⇐⇒ Qij = 0

. Formally, a random vector x = (x1, ..., xn)T can be defined as a GMRF with mean µ and a positive
definite precision matrix Q , if it has a density of the form

π(x) = (2π)
−n
2 |Q| 12 exp

(
− 1

2
(x− µ)TQ(x− µ)

)
. The inverse of the precision matrix is the covariance matrix of the GMRF Σ = Q−1. The GMRF at
the second stage within a hierarchical model provides a flexible tool to model the dependence between
latent effects this implicitly models the dependence between the observed data [24]. The key to the fast
computation of integrated nested laplace approximation is due to non zero pattern (sparseness) of the
precision matrix Q because of the Markov properties. Generally, numerical methods for sparse matrices
are much quicker than dense matrices [30].

2.3.2 Integrated Nested Laplace Approximation (INLA)

The interest in statistical analysis is often to estimate th effect of a set of covariates on a function of
the observed data taking into account the spatial correlation implied in the model. The problem can be
specified by modeling the ith unit by means of an additive linear predictor which is defined on a suitable
scale for example; logistic for binomial data or poison for count data.

ηi = β0 +

M∑
m=1

βmxmi +

L∑
l=1

f1(zli) (1)

β0 is defined as a scalar which represents the intercept, the parameters β quantifies the effects of
some covariates x where x=(x1, ..., xM ) on the response variable.The set of covariates z = (z1, ..., zl) are
defined by the collection of functions f = {f1(.), ..., fL(.)}. When the form of the functions are varied,
the formulation can accommodate a wide range of models from hierarchical regression to spatial and
spatio-temporal models [24].
The vector of parameters is represented by

θ = {β0,β, f}

given the above specification. A GRMF prior on θ can be assumed with mean 0 and a precision matrix
Q.
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For each of the elements of the vector of parameters their marginal posterior distributions are computed
and also if possible, the computation for each element of the hyper parameters vector.

π(θi|y) =

∫
ψ
π(θi|ψ,y)π(ψ|y)dψ (2)

The integral in 2 can be approximated by the finite sum

π̃(θi|y) =
∑
k

π̃(θi|ψk, y)π̃(ψk|y) ∆k, (3)

The approximations of π(θi|ψ,y) and π(ψ|y) are given by π̃(θi|ψ,y) and π̃(ψ|y) respectively. The sum
is finally evaluated at support points θk by numerical integration using appropriate weights ∆k.
Two computations needs to be done;

• The approximation of π(ψ|y), where all the relevant marginals of the hyper-parameters π(ψk|y)
can also be obtained. From the factorization of π(θ,ψ,y) = π(θ|ψ,y)π(θ|y)π(y) it follows that
π(ψ|y) can be approximated by

π̃(ψ|y) ∝ π(θ,ψ,y)

π̃G(θ|ψ,y)
|θ=θ∗(ψ) (4)

The denominator π̃G(θ|ψ,y) denotes the Gaussian approximation of π(θ|ψ,y) with θ∗(ψ) the
mode for a given ψ. This ratio which corresponds to the Laplace approximation is introduced
by Tierney and Kadane and is mainly needed to integrate out the uncertainty with respect to ψ
through equation 3 [32]. This task consist of the computation of an approximation to the posterior
marginal distribution of the hyper-parameters.

• π(θi|ψ,y) is needed to compute the marginal posterior for the parameters. Three strategies can be
employed: A Gaussian, a full Laplace and a simplified Laplace approximation. Gaussian approxi-
mation is computationally most convenient where each marginal π̃G(θi|ψ,y) can simply be derived
from π̃G(θ|ψ,y), i.e. π̃G(θi|ψ,y) = N(θi;µi(ψ), σ2

i (ψ)) where the mean and marginal variance of
the Gaussian approximation are µi(ψ) and σ2

i (ψ) respectively [26]. However, errors due to location
of the posterior marginals or errors due to lack of skewness or both can occur [26]. A typically
very exact alternative but time consuming is to use another Laplace approximation for π(θi|ψ,y)
similar to equation 4.

π̃(θi|ψ,y) ∝ π(θ,ψ,y)

π̃G(θ−i|θi,ψ,y)
|θ−i=θ∗−i(θi,ψ)

(5)

Since the denominator must be recomputed for each θi and ψ, the evaluation of this approximation
is computationally very demanding. The so-called simplified Laplace approximation πSLA(θi|ψ,y)
is less expensive than the full Laplace approximation with only a slight loss of accuracy. A series
expansion of the Laplace approximation in equation 5 performed around θi = µi(ψ) which allows
to correct the Gaussian approximation for location and skewness. More details on this method
on how to compute the two steps to get the necessary marginal posteriors of the parameters and
hyper-parameters can be found in the papers [24, 33, 34].

2.3.3 Besag-York-Mollie (BYM) Model

In small area estimation studies, disease mapping is commonly used to assess the pattern of a particular
disease or condition and to identify the areas that are characterized by high or low relative risks. Since
the number of cases are count data, for the ith area, the number of cases yi is modeled as

yi ∼ Poisson(λi)

where the mean λi is defined in terms of the rate ρi and the expected number of cases ei.

λi = ρiei

.

ei = pi

(∑
i yi∑
i pi

)
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yi is the number of cases of disease observed in area i and pi is the total population at risk of disease in the
ith area. A general model formulation is to assume that the log risk ηi = log(ρi) has the decomposition:

ηi = α+ zTi β + bi

. The overall risk level is denoted by α, zTi = (zi1, ..., zip)
T is a set of p covariates with corresponding

parameters β = (β1, ..., βp) and bi a random effect. The extra-Poison variation or spatial correlation due
to latent or unmeasured risk factors are accounted for by the random effects b= (b1, ..., bn)T . Generally,
it seems reasonable to assume that areas that are close in space show more similar disease burden than
areas that are not close. The meaning of ”close” can be defined by setting up a neighbourhood structure.
Areas i and j are assumed to be neighbours if they share a common border here denoted as i ∼ j.
Furthermore, the set of neighbours of region i is denoted by δi and the size by nδi.
Intrinsic Gaussian Markov random field here referred to as the Besag model is one of the most popular
approaches to model spatial correlation [31]. The conditional distribution for bi is

bi | b−i, τb ∼ N

 1

nδi

∑
j∈δi

bj ,
1

nδiτb

 ,

where τb is a precision parameter and bi = (b1, ..., bi−1, bi+1, ...bn)T . The mean of the effect over all
neighbours equals the mean of bi and the precision is proportional to the number of neighbours. The
joint distribution for b is given by

π(b | τb) ∝ exp

−τb
2

∑
i∼j

(bi − bj)2
 ∝ exp(−τb

2
bTQb),

where the precision matrix has the entries

Qij =


nδi i = j

−1 i ∼ j
0 else

For the Besag model, the rank deficiency is equal to the number of connected subgraphs. If all regions
are connected the rank deficiency is equal to one, hence the density for the Besag model is

π(b | τb) = Kτ
n−I
2

b exp
(
−τb

2
bTQb

)
,

the number of connected subgraphs is denoted by I and K is a constant. A sum-to-zero constraints are
imposed on each connected subgraph so as to prevent confounding with the intercept.
The Besag model cannot take the limiting form that allows for no spatially structured variability since
it only assumes a spatially structured component. Unstructured random errors or pure overdispersion
within area i will be modelled as spatial correlation. This will give misleading parameter estimates. The
issue is addressed by Besag-York-Mollie (BYM) model [31] which decomposes the regional spatial effect
b into a sum of an unstructured and structured spatial components. The linear predictor is then defined
as

ηi = log(ρi) = α+ νi + vi (6)

The two area specific effects are νi = f1(i) and vi = f2(i). In the BYM specification, νi is called
the spatially structured residual and vi represents the unstructured residual. The spatially structured
component νi is modeled using an intrinsic conditional autoregressive structure (the Besag model) νi ∼
N(0, τ−1ν Q−). And vi which accounts for pure overdispersion is modelled as vi ∼ N(0, τ−1v I) using the
exchangeable prior, whereby Q− denotes the generalised inverse of Q. The resulting covariance matrix
of b from the BYM model is given by

V ar(b | τv, τν) = τ−1v I + τ−1ν Q−

R-INLA parameterizes the two components into ξi = νi + vi and νi.
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The proportion of variance explained by the structured spatial component can be evaluated. Since
σ2
ν is the variance of the conditional autoregressive specification while σ2

v is the variance of the marginal
unstructured component, the two are not directly comparable thus the posterior marginal variance of the
structured effect is gotten empirically through

s2ν =

n∑
i=1

(νi − ν̄)2

n− 1
(7)

where ν̄ is the average of ν. This is then compared to the posterior marginal variance for the unstructured
effect provided by σ2

v .

fracspatial =
s2ν

s2ν + σ2
v

.
As in any Bayesian analysis, the choice of the prior may have considerable effects on the results. It is

thus necessary to consider what prior to use and to conduct sensitivity analyses to assess the influence
of the prior on the estimations [34]. By default, minimally informative priors are specified on the log of
the unstructured effects precision logτv ∼ logGamma(1, 0.0001) and on the log of the structured effect
precision logτν ∼ logGamma(1, 0.0001).

We want to investigate the risk of tick exposure between 2015 to 2017 using the aggregated number
of tick bites reported through TekenNet and to investigate the risk of having LB using the aggregated
number of cases of EM in the period 2008-2009 and 2015-2017 from patient consultations at sentinel GPs.
The risk of having a positive serology results of LB using the confirmed positive serology results between
2008-2016 from the SNL will also be estimated. These relative risks compared to the whole of Belgium
will be estimated at the district level. In this study, the risk of exposure to ticks was used as a proxy for
the risk of exposure to LB.
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3 Results

3.1 Exploratory Data Analysis

Given the four different datasets, exploratory data analyses where done at different levels.

3.1.1 Data on Reimbursement tests for B. burgdorferi s.l. serology

This data contains the number of Western Blot serology tests reimbursed for LB between 2010-2015 pe-
riod. The number of tests where aggregated at the national, regional and provincial levels. Test coverages
were calculated at each level.

Figure 1: Total number of serology tests reimbursed between 2010 and 2015 by province

Figure 1 shows the total number of Western Blot serology tests on LB reimbursed by INAMI-RIZIV
between 2010 and 2015 by province in Belgium. Antwerpen shows the highest number of serology tests
reimbursed within this period followed by Flemish Brabant, Hainaut, Liege, Limburg and Brussels.
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Figure 2: Total number serology tests reimbursed per network (SNL versus NSNL) between 2010 and
2015 by province

The total number of reimbursed serology tests conducted by the SNL were highest in the provinces
of Antwerpen, Flemish Brabant and Brussels while Liege, Limburg and Namur had the highest total
number of reimbursed serology tests conducted by non sentinel network of laboratories. This is shown in
figure 2 above.

Figure 3: Evolution of test coverage of Sentinel Laboratory Network of lyme in Belgium (2008-2015)
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At the national level, the SNL performed the majority of the reimbursed tests in 2011 with a test
coverage of 73%. The test coverage was just under 50% in 2010 but rapidly increased in 2011 and later
drops slowly to above 55% in 2015 with a range between approximately 50 to 70%. The overall mean
test coverage at the national level was 65%. This is represented in figure 3

Figure 4: Evolution of the test coverage of Sentinel Laboratory Network of lyme by region in Belgium
(2010-2015)

Regional test coverage shows that coverage was generally highest in Brussels with an average of
over 95% and lowest in Wallonia with average of 44%. Flanders had an average coverage of 75% above
that at the national level (65%). Figure 4 shows the changes in coverage between the regions. Coverage
was stable over time in Brussels but for a sudden drop in 2013. The box plot in figure 6a shows the
different average levels of coverage for the three regions.
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Figure 5: Evolution of the test coverage of Sentinel Laboratory Network of lyme by province in Belgium
(2010-2015)

At the provincial level, variation in coverage was larger than at the regional level. Much variability
is seen in the provinces of Namur, Walloon Brabant and Liege, with global average coverage of below
50% while Antwerpen, Brussels, East Flanders, west Flanders and Flemish Brabant had much lesser
variability in coverage with an average coverage of above 70% as seen in figure (6b). In 2010, Namur
had the lowest coverage of 0% closely followed by Limburg and Liege while all the other provinces had
coverages of 50% and above. Coverage rapidly increased to above 75% for the provinces of Namur and
Limburg in 2011 and then continues to vary till 2015.

(a) Box plots for regional coverage (b) Box plots for provincial coverage

Figure 6: Regional and provincial box plots for serology test coverage of SNL
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3.1.2 Data on the confirmed positive serology tests for B. burgdorferi s.l

This dataset contains all the positive Western Blot serology results reported by SNL between 2008 and
2016.

(a) Aggregated number of positive serology tests for LB
reported by SNL by province (2008-2016)

(b) Reported cumulative incidence of positive serology
tests for LB per 100,000 inhabitants by province (2008-
2016)

Figure 7: Number of positive serology tests on LB between 2008 - 2016

Cumulative incidence of positive serology results for LB per 100,000 inhabitants at the provincial
level between 2008 and 2016 was highest in the provinces of Luxemburg and Walloon Brabant. This
was followed by Flemish Brabant and Antwerpen which are approximately three times lower. The other
provinces had much lower cumulative incidence as shown in figure 7b. Variability in incidence over time
was also much higher in the provinces of Luxemburg and Walloon Brabant.Flemish Brabant had a gradual
decrease in incidence from 2008 until 2012 where it starts increasing and reaches it’s peak in 2014. All
the other provinces had constant incidence from 2008 until 2012 where they start increasing and also
peaked in 2014. This is represented in figure 8

Figure 8: Evolution of incidence of positive serology results tests for LB per 100,000 inhabitants by
province
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Figure 9: Map of the cumulative incidence of positive serology tests for LB per 10,000 inhabitants by
district

3.1.3 Consultations from SGP

This data contains all the confirmed cases of EM reported by general practitioners under the sentinel
network between 2008 - 2009 and 2015 - 2017 at the district level. Cumulative incidence of having an
EM was calculated per 10,000 inhabitants at the district level.

Figure 10: Map of the cumulative incidence of the cases of EM per 10,000 inhabitants by district

3.1.4 Data on Tick bites (source TekenNet)

The data contains all the number of tick bites and location of bites in Belgium. Cumulative incidence of
tick bites was calculated per 10,000 inhabitants at the district level.
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Figure 11: Map of the cumulative incidence of tick bites per 10,000 inhabitants by district

Generally, most of the districts in the province of Luxembourg, Limburg, Antwerpen and Flemish
Brabant showed very high cumulative incidence of tick bites while the districts in the provinces of Hainaut,
East Flanders and west Flanders has very low cumulative incidence of tick bites as shown in figure 11.
This result is very similar to the results of the cumulative incidence of positive serology results for LB
(figure 9). The results of the cumulative incidence of the cases of EM also have similar patterns but for a
few districts in the province of Luxembourg that showed very low cumulative incidence of the EM cases
(figure 10).

3.2 Disease mapping by BYM Specification

The INLA model with BYM specification was used to analyse three data sets; the aggregated number
of EM cases reported by the SGP (mod1) in 2008-2009 and 2015-2015, the aggregated number of tick
bites recorded on TekenNet website between 2015 to 2017 (mod2) and finally the aggregated number of
positive serology results for LB reported by the SNL between 2008-2015 (mod3).
The parameters estimated by INLA are represented by θ = {α, ξ, ν} and the hyper-parameters are given
by the precisions ψ = {τ2ν , τ2v }.

The posterior means and the standard deviation together with the 95% credible interval for the in-
tercept (α) are reported on table 1 below. α quantifies the average rate of LB in all the 43 districts
of Belgium. Sensitivity analysis was conducted with three different log gamma priors. The parameter
estimates using the different priors are also reported in table 1. The random effects are (ξ, ν). ξ gives
information on the area specific residuals, the primary interests in disease mapping and ν presents in-
formation on the spatially structured residuals only. The posterior means of the district-specific relative
risks of LB compared to the whole of Belgium are given by ζ = exp(ξ). The uncertainty (posterior prob-
abilities) associated with the posterior means are also reported. This provide useful information since
interest lies in excess risk.The posterior probability p(ζ > 1|y) is visualized on a map (in appendix A).
The relative risks for mod1, mod2 and mod3 are plotted in figures 12, 13 and 14 respectively.
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Table 1: Fixed effects from BYM models

Parameter Prior mean sd 95% CI
αmod1 logΓ(1,0.001) -0.4037 0.0688 (-0.5432, -0.2728)

logΓ(1,0.0001) -0.4032 0.0677 (-0.5404, -0.2700)
logΓ(1,0.1) -0.4097 0.0819 (-0.5744, -0.2519)

αmod2 logΓ(1,0.001) -0.4648 0.098 (-0.6577, -0.2698)
logΓ(1,0.0001) -0.4649 0.0979 (-0.6576, -0.2698)
logΓ(1,0.1) -0.4609 0.0753 (-0.608, -0.307)

αmod3 logΓ(1,0.001) -0.4824 0.0223 (-0.5256, -0.4395)
logΓ(1,0.0001) -0.4824 0.0183 (-0.5187, -0.4469)
logΓ(1,0.1) -0.4831 0.0559 (-0.5963, -0.3698)

The proportion of spatial variance for mod1, mod2 and mod3 are 0.64, 0.73 and 0.71 respectively.
This means that like in mod1, 64% of the variability is explained by the spatial structure. The posterior
means of the exponentiated intercepts α for all the 3 models have relative risks less than 1. This implies
an overall reduction of risk across the whole of Belgium. Given mod1 with exp(α) = exp(−0.4037) = 0.67
implies a risk reduction by a factor of 0.67 or a 33% lower risk of EM across the whole of Belgium. The
same analogy follows for mod2 with 37% lower risk of tick bites and for mod3 with 38% lower risk of
positive serology results across the whole of Belgium respectively. All the models have approximately the
same % of risk reduction across the whole country.
The results of the sensitivity analysis carried out by using the different priors showed that the priors
didn’t have any effects on the parameter estimates of the models. This is because the estimates of the
fixed effect (α’s) were stable after different priors were applied to the models. This is shown in table 1.

Figure 12: Distribution of district-specific relative risks of EM compared to the whole of Belgium
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Figure 13: Distribution of district-specific relative risks of tick exposure compared to the whole of Belgium

Figure 14: Distribution of district-specific relative risks of positive serology for LB

The results from the disease mapping models (figures 12, 13, 14) showed that the relative risks from all
the models have similar patterns. The high risk districts are mostly from the provinces of Luxembourg,
Antwerpen, Limburg and Flemish Brabant. These results showed similar patterns to those of the high
risk districts estimated by the cumulative incidence per 10,000 inhabitants (figures 9, 10, 11). The
random effects for each district from the models and the length of their confident intervals are given in
the tables below. Comparing the length of the confidence intervals from the models, the model with the
overall shortest length of confidence interval is mod3 (positive serology tests for LB) as shown in figure
17 followed by the confidence intervals from mod2 except for a few districts (figure 16). The length of
the confidence intervals of the random effects estimated from the cases of EM were the longest overall
(figure 15).
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District-specific random effects and length of confidence intervals

Table 2: District specific random effects of EM (mod1)

mean sd lower upper length
Brussel-Hoofdstad -0.48 0.18 -0.85 -0.14 0.71

Antwerpen 0.65 0.12 0.41 0.89 0.48
Mechelen -0.09 0.25 -0.60 0.37 0.98
Turnhout 1.69 0.12 1.46 1.92 0.45

Hasselt 1.69 0.12 1.46 1.92 0.46
Maaseik 1.88 0.13 1.61 2.14 0.53

Tongeren 0.17 0.28 -0.40 0.69 1.10
Aalts -0.01 0.26 -0.56 0.48 1.03

Dendermonde -0.17 0.32 -0.83 0.43 1.26
Eeklo -1.01 0.66 -2.43 0.16 2.59
Gent -0.95 0.28 -1.53 -0.44 1.09

Oudenaarde -0.31 0.39 -1.12 0.41 1.53
Sint Niklaas -0.11 0.29 -0.72 0.43 1.15

Halle Vilvoorde -0.56 0.23 -1.04 -0.13 0.91
Leuven 0.42 0.17 0.07 0.75 0.68
Brugge -0.18 0.28 -0.75 0.33 1.09

Diksmuide 0.64 0.40 -0.18 1.37 1.55
Leper -0.37 0.56 -1.55 0.67 2.22

Kotrijk -1.03 0.36 -1.80 -0.37 1.43
Oostende 0.48 0.28 -0.11 1.00 1.11
Roeselare -0.05 0.34 -0.75 0.58 1.33

Tielt -0.41 0.47 -1.40 0.45 1.84
Veurne -0.44 0.57 -1.66 0.58 2.24
Nijvel 0.09 0.22 -0.35 0.50 0.86

Aat -0.75 0.53 -1.86 0.22 2.08
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Charleroi -0.20 0.24 -0.69 0.25 0.93
Bergen -1.65 0.54 -2.81 -0.70 2.11

Moeskroen -0.55 0.55 -1.71 0.44 2.15
Zinnik -1.08 0.41 -1.94 -0.33 1.61
Thuin -0.09 0.35 -0.82 0.56 1.38

Doornik -0.24 0.38 -1.02 0.46 1.48
Hoei 0.84 0.27 0.28 1.34 1.05
Luik 0.18 0.18 -0.17 0.52 0.69

Verviers -0.27 0.29 -0.88 0.26 1.14
Borgworm -0.46 0.46 -1.44 0.36 1.80

Arlen 0.13 0.47 -0.87 0.98 1.84
Bastenaken 0.03 0.51 -1.06 0.94 2.01

Marche-en-Famenne 2.19 0.21 1.75 2.59 0.84
Neufchateau 1.23 0.29 0.62 1.77 1.15

Virton -0.31 0.61 -1.64 0.77 2.40
Dinant 1.13 0.24 0.63 1.59 0.96
Namen -0.75 0.34 -1.46 -0.14 1.32

Philippeville 0.91 0.33 0.22 1.53 1.31

Figure 15: Length of the confidence intervals of the random effects of EM estimated by BYM (mod1)
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Table 3: District specific random effects of exposure to tick bites (mod2)

District mean sd lower upper length
Brussel-Hoofdstad -1.99 0.14 -2.26 -1.73 0.53

Antwerpen 0.99 0.10 0.79 1.19 0.40
Mechelen 0.79 0.11 0.58 1.00 0.42
Turnhout 1.31 0.10 1.11 1.51 0.40

Hasselt 1.46 0.10 1.26 1.66 0.40
Maaseik 1.28 0.11 1.07 1.49 0.42

Tongeren 0.75 0.11 0.52 0.97 0.45
Aalts -0.64 0.14 -0.91 -0.37 0.54

Dendermonde 0.02 0.13 -0.24 0.27 0.51
Eeklo 0.34 0.15 0.04 0.62 0.58
Gent 0.24 0.11 0.03 0.45 0.43

Oudenaarde 0.92 0.12 0.68 1.15 0.47
Sint Niklass -0.38 0.13 -0.64 -0.12 0.53

Halle Vilvoorde 0.22 0.11 0.01 0.43 0.42
Leuven 1.02 0.10 0.81 1.22 0.41
Brugge -0.21 0.13 -0.46 0.04 0.50

Diksmuide -0.80 0.26 -1.34 -0.31 1.02
Leper 1.48 0.14 1.20 1.74 0.54

Kotrijk -0.26 0.13 -0.52 -0.02 0.50
Oostende -0.40 0.15 -0.70 -0.10 0.60
Roeselare -0.75 0.17 -1.10 -0.42 0.67

Tielt 0.07 0.15 -0.23 0.37 0.61
Veurne -1.11 0.28 -1.68 -0.59 1.09
Nijvel 0.89 0.11 0.69 1.10 0.42

Aat -2.29 0.39 -3.12 -1.58 1.54
Charleroi -1.43 0.15 -1.74 -1.14 0.60

Bergen -1.39 0.18 -1.75 -1.05 0.70
Moeskroen -3.40 0.68 -4.88 -2.23 2.65

Zinnik -1.87 0.24 -2.36 -1.43 0.93
Thuin -0.24 0.15 -0.54 0.04 0.58

Doornik -2.41 0.33 -3.10 -1.80 1.29
Hoei 1.30 0.11 1.07 1.52 0.45
Luik -0.08 0.11 -0.30 0.14 0.43

Verviers 0.29 0.12 0.06 0.52 0.45
Borgworm -0.63 0.20 -1.05 -0.25 0.81

Arlen 0.16 0.17 -0.18 0.49 0.67
Bastenaken 0.51 0.17 0.18 0.83 0.65

Marche-en-Famenne 1.27 0.13 1.01 1.52 0.51
Neufchateau 1.00 0.13 0.73 1.26 0.53

Virton 1.62 0.12 1.38 1.86 0.48
Dinant 1.55 0.11 1.33 1.77 0.44
Namen 0.36 0.11 0.14 0.58 0.45

Philippeville 0.72 0.14 0.44 0.99 0.56
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Figure 16: Length of the confidence intervals of the random effects of the exposure to tick bites estimated
by BYM (mod2)

Table 4: District specific random effects positive serology tests for LB (mod1)

mean sd lower upper length
Brussel-Hoofdstad 0.12 0.04 0.05 0.20 0.15

Antwerpen 0.53 0.03 0.46 0.59 0.14
Mechelen 0.11 0.06 -0.01 0.23 0.24
Turnhot 1.17 0.04 1.10 1.24 0.14
Hasselt 0.55 0.05 0.46 0.65 0.18

Maaseik 0.23 0.07 0.10 0.36 0.27
Tongeren 0.14 0.08 -0.01 0.28 0.30

Aalts -1.49 0.14 -1.77 -1.22 0.54
Dendermonde -1.32 0.15 -1.63 -1.04 0.59

Eeklo -0.14 0.13 -0.40 0.11 0.52
Gent -0.70 0.07 -0.84 -0.57 0.28

Oudernaarde -1.48 0.20 -1.90 -1.11 0.79
Sink Niklaas -0.52 0.09 -0.71 -0.34 0.37

Halle Vilvoorde 0.22 0.05 0.12 0.30 0.18
Leuven 1.74 0.03 1.68 1.80 0.12
Brugge 0.06 0.07 -0.08 0.19 0.27

Diksmuide -0.33 0.18 -0.70 0.00 0.70
Leper 0.54 0.14 0.25 0.81 0.56

Kotrijk -0.05 0.07 -0.19 0.09 0.28
Oostende -1.07 0.15 -1.38 -0.78 0.60
Roeselare -0.47 0.12 -0.70 -0.25 0.45

Tielt -0.66 0.16 -0.98 -0.36 0.63
Veurne -0.54 0.18 -0.92 -0.19 0.72
Nijvel 1.78 0.03 1.71 1.84 0.13

Aat -1.06 0.20 -1.47 -0.69 0.78
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Charleroi -0.55 0.07 -0.70 -0.41 0.29
Bergen -1.13 0.12 -1.38 -0.90 0.48

Moeskroen -0.94 0.20 -1.35 -0.56 0.79
Zinnik -0.36 0.10 -0.55 -0.17 0.38
Thuin -0.16 0.10 -0.36 0.03 0.39

Doornik -1.54 0.19 -1.94 -1.18 0.76
Hoei -0.62 0.14 -0.91 -0.36 0.56
Luik -1.32 0.09 -1.50 -1.15 0.35

Verviers 0.33 0.06 0.21 0.45 0.24
Borgworm -1.04 0.20 -1.46 -0.67 0.79

Arlen 1.77 0.06 1.64 1.89 0.25
Bastenaken 1.19 0.09 1.01 1.37 0.36

Marche-ene Famenne 0.76 0.10 0.55 0.95 0.41
Neufchateau 3.04 0.04 2.96 3.11 0.15

Virton 2.29 0.05 2.19 2.40 0.21
Dinant 0.96 0.07 0.82 1.10 0.27
Namen -0.22 0.07 -0.37 -0.08 0.29

Philippeville 0.45 0.11 0.23 0.66 0.43

Figure 17: Length of the confidence intervals of the random effects of positive serology tests for LB
estimated by BYM (mod3)
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3.3 Relationship between tick bite and EM

A pre-analysis was conducted using the dataset on the SGP consultations for EM to estimate the depen-
dence of having an EM on the number of tick bites using mixed effects poisson regression taking the effects
of the districts into account. Because the time points of data collection of the cases of EM and number
of tick bites are not consistent (2008-2009 and 2015-2017), time was considered as a categorical variable
instead of a continuous numeric variable. The generalized linear mixed model is the most frequently used
random-effects model for discrete outcomes. Conditionally on random effects bi, it assumes that the ele-
ments Yit of Yi are independent [35]. This model also accounts for the within-subject association among
the repeated measurements [36]. With generalized linear mixed effects models the joint distribution of
both the vector of responses and the vector of the random effects are fully specified. As a result we can
base estimation and inference on the likelihood function [36]. Based on the the data at hand with the
number of EM cases as the response variable, the following GLMM model was formulated: Let Yit denote
count response variable/observation at time t for district i with

log(µit) = x
′

itβ + zitbi,

where µit is the expected value of Yit, the random effects bi are region-specific and has a multivariate
normal distribution. xit is the column vector of values of covariates for fixed effect model parameters β.
The main interest for this analysis is the estimates of the fixed effects exp(tick)=exp(0.033052)=1.033.
The results shows that a unit increase in the number of tick bites increases the expected number EM by
3.3% (controlling for the period and the random district effects). The result also shows that there was
an insignificant effect of time on the cases of EM.

AIC BIC logLik deviance df.resid

705.3 727.4 -345.7 691.3 165

Fixed effects:

Estimate Std. Error z value Pr(>|z|)

(Intercept) 0.422536 0.128290 3.294 0.000989 ***

tick 0.033052 0.004157 7.951 1.85e-15 ***

year2009 0.143294 0.116159 1.234 0.217354

year2015 -0.029266 0.121055 -0.242 0.808965

year2016 0.025072 0.120683 0.208 0.835421

year2017 0.051077 0.129597 0.394 0.693492

3.4 Correlation tests

The relatives risks from the three disease mapping models were extracted and a dataset with three
variables was formed. Let x = relative risks of EM cases from mod1, y =relative risks of exposure to tick
bites from mod2 and z = the relative risks of positive serology results for LB from mod3. All variables
maintained the same order from the areal graph. To answer the question on the representativeness of
the sentinel net work of general practitioners, a correlation analysis was done between the distributions
of the relative risks from the disease mapping models (Corrxy). This was considered because of the high
dependence that EM has on the number of tick bites. A correlation analysis was also done between the
distributions z and y (Corrzy). Scatter plots xy and zy were made to visually check the data as shown in
figures 18 and 19. To carry out a pearson correlation test, the variables x, y and z were first checked for
normality. Visual inspection of data normality using Q-Q plots (quantile-quantile plots) was also done.
Q-Q plot draws the correlation between a given sample and the normal distribution. The normality plots
are reported in the appendix (figures 23a, 23b and 23c shows Q-Q plots for x, y and z respectively). Tests
for normality using Shapiro-Wilk normality test gave p-values less than 0.05 for all the three variables.
All the variables were not normally distributed. Spearman rank correlation test was then used to assess
the correlation between the relative risks. Spearmans correlation coefficient is a statistical measure of
the strength of a monotonic relationship between paired data. The p-value of the correlation test Corrxy
was 0.0001 with correlation coefficient of 0.56. And the the p-value of the correlation test Corrzy was
1.029e-06 with correlation coefficient of 0.67. Both tests have p-values less than the significance level
alpha = 0.05. We can conclude that relative risk of EM cases (SGP) and relative risk of the exposure to
tick bites (TekenNet) are significantly correlated and the relative risk of positive serology results for LB
(SNL) and relative risk of the exposure to tick bites (TekenNet) are also significantly correlated.
The scatter plots also showed some extreme cases of outlying values. Analysis of outliers was not consider
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because of the nature of the data. Each pair of points in the scatter plot represent a district in Belgium
and the value of these points compares the risks of Lyme for that district modelled from two different
data sources. Deleting outliers to test for improvement of correlation was not necessary in this case.

Figure 18: Correlation plot between the relative risk of EM and the relative risk of exposure to tick bites

Figure 19: Correlation plot between the relative risks of positive serology test for LB and the relative of
exposure to tick bites
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4 Discussion

Using data from INAMI-RIZIV, it was found that test coverage of the SNL was stable between 2011
and 2015 with an average coverage of over 60%. At the regional level, Wallonia had the lowest average
test coverage of 44%, Flanders had a test coverage of 75% and Brussels had a test coverage of over 95%.
At the provincial level, there was larger variation in coverage over time. In 2010, the lowest number of
reimbursement tests was conducted in provinces like Namur, Liege and Limburg all having a coverage of
below 10%. High risk areas of lyme where identified by using the data on positive serology tests conducted
by the SNL at the provincial level. Luxemburg and Walloon Brabant had the highest cumulative incidence
followed by Flemish Brabant and Antwerpen. BYM model was used to locate high risks areas of LB at
the district level. All the districts of Luxemburg, Walloon Brabant, Flemish Brabant and Antwwerpen
were identified as high risk areas by the BYM model. Except for Walloon Brabant, all the other high
risk areas had coverage of above 50%. Brussels with a very high test coverage was identified as an area
with low risk of LB. Also most of the districts in west Flanders had very low risks of LB disease. Looking
at the high risk areas identified by both the cumulative incidence of positive serology results and the
corresponding relative risks from BYM model, it can be said that the SNL is representative in these areas
since tests coverage was on average greater than 50%. Seasonal variations, outbreaks and all sorts of
variations in the occurrence of LB are very likely to be captured by the surveillance system if they occur
at the national or regional level. In the provinces of Namur Walloon Brabant, Liege and Limburg, the
SNL is less likely to capture changes over time.

The relative risks of the occurrence of LB at the district level compared to the whole of Belgium using
data from counts of positive serology results for LB, EM cases and the number of tick bites were estimated
using the BYM model. The parameter estimates of the random effects from the models are also reported.
Representativeness of SGP on the occurrence of EM was assessed by comparing the distributions of the
relative risks of the exposure to tick bites and relative risk of of EM. This was done because TekenNet is
assumed to be used by all those at risk of having Lyme (it is used as a proxy to estimate the risk of LB)
while SGP data is restricted to all those who made consultations to general practitioners belonging to
the sentinel network (only a part of those at risk of LB). Thus if there is a similar pattern in the relative
risks from both distributions, it can be concluded that the SGP is representative for the occurrence of
LB. This was done at the district level (43 districts) because it can easily be modelled using INLA. There
was positive correlation between the relative risks from the model with data from TekenNet and model
with data from SGP. Based on a correlation between the two distributions, it can therefore be concluded
that the SGP is overall representative for the occurrence of LB. LB is a geographically specific disease
with very high risks in some regions and low risks in other regions. The results showed that the SGP is
representative for both high and low risk areas of LB.

The variability of the test coverage of SNL observed over time in some provinces could be a result of the
changes in the participation status of laboratories and/or non-similarity between available accreditation
numbers of laboratories and those used in the INAMI-RIZIV reimbursement database. This for example
can likely be a reason for the sharp decrease in test coverage in Namur and generally lower test coverage
in Wallonia in 2010. The results of test coverage at the regional and provincial levels are comparable to
a previous study on assessing the sensitivity and representativeness of the Belgian Sentinel Network of
Laboratories using test reimbursement data [37].

This study used the Integrated Nested Laplace Approximation for the spatial (disease mapping)
models. Even though this model is very popular in applied research especially in epidemiology, its general
complexity remains a fundamental issue for the implementation particularly in the Bayesian approach.
Generally, the INLA approach is able to provide reliable estimations in lower computational time than its
corresponding MCMC-based estimation. One of the main difference between MCMC and INLA methods
is that MCMC provide (asymptotically) exact inference, while INLA by definition give an approximation
to the relevant posterior distribution. INLA performs just as well as it MCMC counterparts in many
applied cases especially when MCMC are considered in their standard implementations [34]. Since INLA
is a recent approach, it is less established than MCMC. Consequently, there is still ongoing development
particularly with respect to some more advanced features. However, it is important to notice at the same
time that the increasing popularity of INLA is generating a number of contributed add-ons that is able
to extend the build-in facilities of the package R-INLA. Given these characteristics, INLA is considered
as a valuable addition to the Bayesian statistician toolkit.

This study has several limitations both at the level of data collections and the assumptions made. To
begin with, part of the study relies on the quality and exhaustively of the reimbursement data, without
being able to evaluate it. Laboratories where identified using certification number for reimbursement
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with multiple laboratories associated or belonging to the same group that may share the same laboratory
code. Also not all laboratories from the group participate in the surveillance system. It was assumed in
this study that if one laboratory participated in the SNL, then all laboratories in the same group with
the same identification code were also participating. In some cases, individuals might perform multiple
test to diagnose LB. If these repeated tests are not randomly distributed between laboratories belonging
to the network and other laboratories, it might lead to an overestimation of the representativeness of the
SNL. However, the SNL is able to identify duplicates amongst the reported cases which may solve the
problem of multiple diagnosis by a patient. Even though the SNL is considered to be stable and was
established over 30 years ago, there is still problem of interpretation of positive results since LB is very
complex. SNL gives a partial picture of the incidence since laboratory tests are not recommended for
patients with an EM. Finally laboratory tests only confirm the presence of anti-Borrelia antibodies which
does not necessarily mean that the patient is suffering from LB: this could also be due to a previous
symptomatic or asymptomatic Borrelia infection.

Limitations based on the SGP concerns the estimation of EM itself. The SGP in Belgium is based on
a voluntary participation of GPs who have to declare cases actively. Underreporting is possible, especially
in districts that are less affected by LB due to lower awareness [38]. The estimation of the risk of EM in
this study is based on data for a very short period of time. Also the data were not for a continuous time
period and yearly fluctuations in tick bites due to climate change can lead to wrong estimations of the
risk of EM.

For the tick bites data set (TekenNet), notifications depends only on the awareness and knowledge of
the existence of the website. Data was available only from July 2015 to June 2017, results in insufficient
data to estimate the risk of exposure to LB. The tick bites data was used as a proxy to estimated the
risk of exposure of LB even though the data source is not exhaustive.

This study evaluated just a restricted aspect of the surveillance system; representativeness and it
indicate that by design, the SNL has sufficient precision and reflects without any important systematic bias
the Belgian situation. The SNL has many other characteristics that has an influence on the capacity on
the surveillance system to effectively monitor infectious diseases. In order to have a better understanding
of the actual quality of the data reported by the SNL, a wider evaluation of the surveillance system is
recommended [5]. The impact of changes in the network characteristics should be systematic documented
and continuously assessed because of the evolving nature of the SNL. It is thus necessary to obtain
reimbursement data by laboratory not by district or province as was the case of this study.

This study has illustrated the importance of evaluating the representativeness of a surveillance system
and it showed that the available reimbursement data could serve as a tool for improving representativeness
of surveillance systems in the absence of other data sources.
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5 Conclusion

Based on results of test coverage from SNL, this suggests that it is representative and capable of describing
epidemiological situations of LB at the national and regional levels. There is much variability at the
provincial level, thus not conclusive for some provinces like Namur, Liege, Walloon Brabant and with
very low test coverage and much variability over time. The risk areas of LB as identified by the cumulative
incidence at the provincial level and relative risks by BYM model at the district level shows that some
areas at high risk are sufficiently covered by the SNL while other areas at low risks has low coverage.
But some high risk areas identified are not sufficiently covered by the SNL (the case of Wallon Brabant).
However, the SNL should be reinforced in three out of the eleven province (Namur, Walloon Brabant
Liege) so as to be used as a sensitivity alert system at the provincial level.
For the SGP, the results from the BYM models and correlation tests suggests that the occurrence of
EM is representative at the district level and in the whole of Belgium. Based on the distributions of the
relative risks of LB and their posterior probabilities, the distribution of LB is geographically too specific
and is not evenly distributed in the whole of Belgium. The results from the data sources (SGP and
TekenNet) showed that the surveillance system is representative both at the high and low risk areas of
LB in Belgium. Thus to conclude, the occurrence of EM and LB in Belgium are on average sufficiently
represented by both the sentinel network of laboratories and the sentinel general practitioners.
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Appendix A: Posterior probabilities in the Disease mapping mod-
els

Figure 20: Distribution of the district specific posterior probability in mod1

Figure 21: Distribution of the district specific posterior probability in mod2

Figure 22: Distribution of the district specific posterior probability in mod3

Appendix B: Belgium districts and their codes
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Table 5: Belgium Districts and their codes

District District code
Brussel-Hoofdstad 21

Antwerpen 11
Mechelen 12
Turnhot 13
Hasselt 71

Maaseik 72
Tongeren 73

Aalts 41
Dendermonde 42

Eeklo 43
Gent 44

Oudernaarde 45
Sink Niklaas 46

Halle Vilvoorde 23
Leuven 24
Brugge 31

Diksmuide 32
Leper 33

Kotrijk 34
Oostende 35
Roeselare 36

Tielt 37
Veurne 38
Nijvel 25

Aat 51
Charleroi 52

Bergen 53
Moeskroen 54

Zinnik 55
Thuin 56

Doornik 57
Hoei 61
Luik 62

Verviers 63
Borgworm 64

Arlen 81
Bastenaken 82

Marche-ene Famenne 83
Neufchateau 84

Virton 85
Dinant 91
Namen 92

Philippeville 93
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Appendix C: Q-Q plots to check for Normality assumption of the
distributions of the relative risks from the three disease mapping
models

(a) Normality plot of the distribution of x (b) Normality plot of the distribution of y

(c) Normality plot of the distribution of z
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