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Abstract Long Short-Term Memory (LSTM) has transformed both machine
learning and neurocomputing fields. According to the webpage of one of the
LSTM’s fathers — Prof. Jürgen Schmidhuber — this model improved speech
recognition on over 2 billion Android phones, greatly improved machine trans-
lation through Google Translate, and the answers of Amazon’s Alexa. This
neural system is also employed by Facebook, by reaching over 4 billion LSTM-
based translations per day as of 2017. Interestingly, recurrent neural networks
had shown a rather discrete performance until LSTM showed up. One reason
for the success of this recurrent network lies on its ability to handle the ex-
ploding & vanishing gradient problem, which stands as a difficult issue to be
circumvented when training recurrent or very deep neural networks. In this pa-
per, we present a comprehensible review that covers LSTM’s formulation and
training, relevant applications reported in the literature and code resources
implementing this neural system for a toy example.

Keywords Recurrent Neural Networks · Vanishing & exploding Gradient ·
Long Short-Term Memory · Deep Learning

1 Introduction

Recurrent or very deep neural networks are really difficult to train as they
often suffer from the exploding & vanishing gradient problem [25]. To overcome
this shortcoming when learning long-term dependencies, the Long Short-Term
Memory architecture [26], or LSTM for short, was introduced. The learning
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ability of LSTM impacted several fields from both a practical and theoretical
perspective, so that it became a state-of-the-art model.

An extensive review with respect to several LSTM variants and their per-
formances relative to the so-called vanilla model was recently conducted by
Greff et al. [23]. The vanilla LSTM is interpreted as the original LSTM block
with the addition of the forget gate and peephole connections. In total, eight
variants were identified for experimentation. In a nutshell, the vanilla archi-
tecture performs well on a number of tasks, and none of the eight investigated
variants significantly improves performance. This justified most applications
found in the literature to employ the vanilla LSTM.

In this paper, we bring a comprehensive review on the LSTM model that
complements the theoretical findings presented in [23]. Our review study fo-
cuses on three main directions, which move from theory to practice. In the
first part, we widely describe the LSTM components, how they interact with
each other and how we can estimate the learnable parameters. These consider-
ations may become relevant for readers who want to master the model from a
theoretical perspective, instead of being experienced practitioners. In the sec-
ond part, we outline interesting applications that show the potential of LSTM
as an undeniable state-of-the-art method within the deep learning field. Some
interesting application domains include text recognition, time series forecast-
ing, natural language processing, computer vision, image and video captioning,
among others. In the last part, we present a code example in Keras that aims
at predicting the next word from sample short story.

The remainder of this paper is structured as follows. In Section 2 we de-
scribe the theoretical foundations behind the LSTM model, followed by a
concise description of a procedure to adjust the learnable parameters in Sec-
tion 3. Section 4 zooms in on different applications of the model as found in
the literature. An example implementation in Keras can be found in Secion 5.
Finally, we summarise our conclusions in Section 6.

2 Long Short-Term Memory

The LSTM model [26] is a powerful recurrent neural system specially designed
to overcome the exploding and vanishing gradient problems that typically arise
when learning long-term dependencies, even when the minimal time lags are
very long [27]. Overall, this can be prevented by using a constant error carousel
which maintains the error signal within each unit’s cell. As a matter of fact,
such cells are recurrent networks themselves with an interesting architecture
that will be unveiled in this section.

An LSTM unit is composed of a cell, an input gate, an output gate and a
forget gate. This forget gate was not initially a part of the LSTM network, but
proposed by Gers et al. [19] to allow the network to reset its state. The cell
remembers values over arbitrary time intervals and the three gates regulate
the flow of information attached with the cell.
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In short, the LSTM architecture consists of a set of recurrently connected
sub-networks, known as memory blocks. The idea behind the memory block
is to maintain its state over time and regulate the information flow thought
non-linear gating units. Figure 1 displays the architecture of a vanilla LSTM
block, which involves the gates, the input signal x(t), the output y(t), the
activation functions, and peephole connections [18]. The output of the block
is recurrently connected back to the block input and all of the gates.
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Fig. 1 Architecture of a typical vanilla LSTM block.

Aiming at clarifying how the LSTM model works, let us assume a network
comprised of N processing blocks and M the number of inputs. The forward
pass in this recurrent neural system can be fully described by six well-defined
steps, which are summarized below.

Step 1. This step is devoted to updating the block input component, which
combines the current input x(t) and the output of that LSTM unit y(t−1) in
the last iteration. This can be done as depicted below:

z(t) = σ(Wzx
(t) +Rzy

(t−1) + bz) (1)

where Wz and Rz are the weights associated with x(t) and y(t−1), respectively,
while bz stands for the bias weight vector.

Step 2. In this step, we update the input gate that combines the current
input x(t), the output of that LSTM unit y(t−1) and the cell value c(t−1) in
the last iteration. The following equation shows this procedure:

i(t) = g(Wix
(t) +Riy

(t−1) + pi � c(t−1) + bi) (2)

where � denotes point-wise multiplication of two vectors, Wi, Ri and pi are the
weights associated with x(t), y(t−1) and c(t−1), respectively, while bi represents
for the bias vector associated with this component.
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In the previous steps, the LSTM layer determines which information should
be retained in the network’s cell states c(t). This included the selection of the
candidate values z(t) that could potentially be added to the cell states, and
the activation values i(t) of the input gates.

Step 3. In this step, the LSTM layer determines which information should
be removed from its previous cell states c(t−1). Therefore, the activation values
f (t) of the forget gates at time step t are calculated based on the current input
x(t), the outputs y(t−1) and the state c(t−1) of the memory cells at the previous
time step (t−1), the peephole connections, and the bias terms bf of the forget
gates. This can be done as follows:

f (t) = σ(Wfx
(t) +Rfy

(t−1) + pf � c(t−1) + bf ) (3)

where Wf , Rf and pf are the weights associated with x(t), y(t−1) and c(t−1),
respectively, while bf denotes for the bias weight vector.

Step 4. This step computes the cell value, which combines the block input
z(t), the input gate i(t) and the forget gate f (t) values, with the previous cell
value. This can be done as depicted below:

c(t) = z(t) � i(t) + c(t−1) � f (t) (4)

Step 5. This step calculates the output gate, which combines the current
input x(t), the output of that LSTM unit y(t−1) and the cell value c(t−1) in
the last iteration. This can be done as depicted below:

o(t) = Wox
(t) +Roy

(t−1) + po � c(t) + bo (5)

where Wo, Ro and po are the weights associated with x(t), y(t−1) and c(t−1),
respectively, while bo denotes for the bias weight vector.

Step 6. Finally, we calculate the block output, which combines the current
cell value c(t) with current output gate value as follows:

y(t) = g(c(t)) × o(t). (6)

In the above steps, σ, g and h denote point-wise non-linear activation func-
tions. The logistic sigmoid σ(x) = 1

1+e1−x is used as gate activation function,
while the hyperbolic tangent g(x) = h(x) = tanh(x) is often used as the block
input and output activation function.

It seems appropriate to mention that the functionality of this architecture
inspired the authors of [37] to enhance the training of very deep networks. The
gating mechanism was employed in the so-called highway networks to allow for
an unimpeded information flow across many layers. This could be considered
as another proof-of-concept, showing that the gates work.



A Review on the Long Short-Term Memory Model 5

3 How to train your model

The LSTM model described in Section 2 uses full gradient training presented
by Graves and Schmidhuber [20] to adjust the learnable parameters involved
in the network. More specifically, Backpropagation Through Time is used to
compute the weights that connect the different components in the network.
Therefore, during the backward pass, the cell state c(t) receives gradients from
y(t) as well as the next cell state c(t+1). Those gradients are accumulated before
being backpropagated to the current layer.

In the last iteration T , the change δ
(T )
y corresponds with the network error

∂E/y(T ) such that E denotes the loss function. Otherwise, δ
(t)
y is the vector

of delta values passed down ∆(t) from the above layer including the recurrent
dependencies. This can be done as follows:

δ(t)y = ∆(t) +RT
z δ

(t+1)
z +RT

i δ
(t+1)
i +RT

f δ
(t+1)
f +RT

o δ
(t+1)
o . (7)

In a second step, the change in the parameters associated with the gates
and the memory cell are calculated as:

δ
(t)
ô = δ(t)y � h(c(t)) � σ′(ô(t)) (8)

δ(t)c = δ(t)y � o(t) � h′(c(t)) + po � δ
(t)
ô + pi � δ

(t+1)

î
(9)

δ
(t)

f̂
= δ(t)c � c(t−1) � σ′(f̂ (t)) (10)

δ
(t)

î
= δ(t)c � z(t) � σ′(̂i(t)) (11)

δ
(t)
ẑ = δ(t)c � i(t) � g′(ẑ(t)) (12)

where ô(t), î(t), ẑ(t) and f̂ (t) denote the raw values attached with the output
gate, input gate, the block input and forget gate, respectively, before being
transformed by the corresponding transfer function.

Finally, the gradients for the weights are calculated as follows:

δW∗ =

T∑
t=0

δ
(t)
∗ ⊗ x(t) δpi

=

T−1∑
t=0

c(t) � δ
(t+1)

î

δR∗ =

T−1∑
t=0

δ
(t+1)
∗ ⊗ y(t) δpf

=

T−1∑
t=0

c(t) � δ
(t+1)

f̂

δb∗ =

T∑
t=0

δ
(t)
∗ δpo

=

T∑
t=0

c(t) � δ
(t)
ô

where ⊗ represents the outer product of two vectors, whereas ∗ can be any
component associated with the weights: the block input ẑ, the input gate î,
the forget gate f̂ or the output gate ô.
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4 Relevant Applications

The LSTM network is used in a wide array of problem domains, both individ-
ually and in combination with other deep learning architectures. As previously
discussed, LSTM is one of the most advanced networks to process temporal
sequences. For this reason, the vanilla LSTM is still one of the most popular
network choices, even though it is possible to combine it with other networks
to create hybrid models. LSTM is ideal to handle time series predictions, but
also any other problem that requires temporal memory.

This section will give an overview in what topics the model is most suitable
and how to use it to solve complex problems. In that regard, we will discuss
the applications per problem domain.

4.1 Time Series Prediction

When speaking of temporal sequences in data, time series data immediately
comes to mind. Still, this is a broad concept. In the more literal sense of time
series predictions, the LSTM model has been applied to financial market pre-
dictions. Fisher and Krauss [16] were amongst the first to attempt this, along
with Yan and Ouyang [76]. Due to complex features such as non-linearity, non-
stationarity and sequence correlation, financial data poses a huge forecasting
challenge. It was shown by Fischer and Krauss, however, that the LSTM net-
work outperforms more traditional benchmarks: the random forest, a standard
deep neural net and a standard logistic regression.

Sagheer and Kotb [59] confirmed this finding that LSTM outperforms stan-
dard approaches when predicting petroleum production. In their research, they
stacked multiple layers of LSTM blocks on top of one another in a hierarchi-
cal fashion. This increases the model’s ability to process temporal tasks and
enable it to better capture the structure of data sequences.

In [57], the authors used LSTM to model the time series observations and
later on improve predictions by combining this with text data input. Using this
technique, they attempted to predict taxi demand in New York, even though
the proposed method is generalizable for other applications as well. This is
an important benefit of the architecture, as it was empirically shown that the
forecast error can be greatly reduced with this approach.

Receiving a time series as input does not necessarily mean the model will
predict the next values in the series, as it can also be used to train a classifier.
This is the case of the fault diagnosis in [39] where the authors used an LSTM-
based framework for condition monitoring of wind turbines using only raw time
series data gathered by a single or multiple sensors. They explicitly made this
choice to avoid a heavy reliance on expert knowledge. LSTM was utilized to
capture long-term dependencies in the data to do proper fault classification.
Experiments in this study show that this framework is not only robust, but it
also outperformed the state-of-the-art methods.
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As another LSTM-based classification example, Uddin [70] demonstrated
that the model can also detect which activity was performed given input data
from multiple wearable healthcare sensors obtained via an edge device, like
your laptop. This sensor data was fed to LSTM with which twelve different
human activities were modeled. Again, the proposed method was proven to be
robust and achieve better results than the reported traditional models.

Given several data points produced by a number of sensors, Elsheikh et al.
[13] predicted the remaining useful life (RUL) of physical systems, for example
production resources. This was done by proposing a new bidirectional LSTM
(BLSTM) architecture. The term bidirectional in recurrent neural networks
comes from the idea to provide the input sequence in both ways: forwards and
backwards. From these two hidden layers, the output layer can get informa-
tion about the past and the future states, respectively, simultaneously [61].
The same concept can be applied to the LSTM network, as it is a recurrent
network that takes sequences as input. Graves and Schmidhuber [21] presented
the BLSTM network, comparing it with the unidirectional variant in a classi-
fication context. It was already confirmed that LSTM outperforms traditional
recurrent neural networks, but the findings from this research indicate that
BLSTM can achieve even better results.

Since the problem at hand in [13] is only about the RUL, the authors were
not interested in intermediate predictions. Therefore, the input sequence is
not processed in both directions simultaneously. Rather, the forward direction
is processed first, after which the LSTM final states initialize the backward
processing cells. This forces the network to get two different yet linked map-
pings of the data to the RUL. Since the initial wear of the physical system
is usually unknown, the network is trained to anticipate requirements such
as replacement of parts. This method outperforms the conventional network
types according to the conducted experiments.

Lei et al. [39], as discussed above, made the conscious choice of using raw
input data, but this is not at all required. The input sequence can be pre-
processed by another deep learning or other architecture, forming a hybrid
model. Wu et al. [75] used ensemble empirical mode decomposition to select
the proper intrinsic mode functions which then serve as input for the LSTM
model to predict crude oil price movements. This proved to be a very effective
methodology, even when the number of decomposition results varies.

As the reader can notice from the applications above, LSTM is an appro-
priate model to deal with time series data. But these are not all. Other ap-
plications exist for time series prediction scenarios, like emotion ratings [56],
topic evolution in text streams [45] and health predictive analytics [47]. The
LSTM’s prediction power speaks for the wide usability of LSTM to overcome
problems in which other recurrent neural systems are likely to fail.
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4.2 Text Recognition

Another field in which LSTM has proved to be specially proficient is text
recognition. For example, Naz et al. [48] investigated text recognition possi-
bilities on cursive scripts, specifically Urdu. The challenge imposed by cursive
scripts originates from the large number of character shapes, inter- and intra-
word overlaps, context sensitivity and diagonality of text. In this study, sliding
windows over the text lines are employed for feature extraction, of which the
resulting vector is inputted into a multi-dimensional LSTM network. The final
output is provided by a connectionist temporal classification (CTC) layer. In
other words, the used architecture consists of three stages. This technique re-
sulted in the highest results reported for the benchmark problems. However, a
few years earlier, Graves and Schmidhuber [22] applied a similar architecture
with multi-dimensional recurrent networks and CTC, which was at that time
also a breakthrough with respect to accuracy.

A second study by Naz et al. [49] on Urdu was conducted one year later, to
further improve character recognition of the cursive script. This was done with
explicit feature extraction, rather than implicit, by employing a convolutional
neural network (CNN). The CNN extracted lower level features, then convo-
luted the learned kernels with text line images and finally fed the features to
a multi-dimensional LSTM which is used as the classifier in this system. The
simulations, carried out on a public dataset, showed this architecture again
outperformed the state-of-the-art models, including the three-stage model he
proposed with his collaborators one year earlier.

The results in [48,49] suggest that creating hybrid architectures provide
more accurate classifications than the ones computed with the vanilla LSTM
model. This would explain the wide usage of hybrid models reported in the lit-
erature. A similar framework is applied by Bhunia et al. [4] where a three-stage
approach was used. First, stacked convolutional layers extract precise transla-
tion invariant image features. These layers generate varying dimension feature
vectors that are fed into an LSTM network to exploit the spatial dependencies
present in text script images. Second, patch weights are obtained via an atten-
tion network followed by a softmax layer. Third, the features obtained in the
second stage are integrated by employing attention based dynamic weighting.
This research is the first to propose attention mechanisms in script identifica-
tion, which provided state-of-the-art accuracy rates.

Before going to the recognition step, Frinken et al. [17] performed several
text preprocessing tasks. To summarize: after extracting the text lines, the
skew angle was determined and removed by rotation. Afterward the slant is
corrected to normalize directions of long vertical strokes. After this estimation,
a shear transformation is applied, to finally scale all characters both vertically
and horizontally. The BLSTM neural network is then employed for keyword
spotting. [1] utilized BLSTM to recognize handwritten mathematical expres-
sions, which they see as collections of strokes, as it is the state-of-the-art model
which outperformed previous models. Van Phan and Nakagawa [54] wanted a
highly accurate and quick method for text/non-text classification, for which
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they experimented with BLSTM and achieved top-tier results, but also sev-
eral future research challenges. The authors of [78] used, amongst others, the
BLSTM as a text recognizer to feed it to the language modeling network.

The features that CNNs can extract from text as input for an LSTM net-
work, can also be fed in both directions, thus the CNN-BLSTM hybrid net-
work is also an architecture to be considered. This was done in [68]: a BLSTM
was added to the already existing CNN model from previous research. This
enabled the authors to extract semantic categories and thus populate a knowl-
edge database with the document contents. Experimental results showed better
performances than the state-of-the-art approaches.

Naturally, CNN is not the only alternative to create a hybrid model. The
hidden Markov model can also be utilized. Liwicki and Bunke [44] were, as
reported back in 2009, the first ones to propose the combination of such diverse
recognition architectures on the decision level in the field of handwritten text
line recognition. Finally, as LSTM could be combined with a CTC output
layer, the same goes for BLSTM [77].

In contrast with time series applications, the vanilla LSTM architecture for
text recognition does not always provide the most accurate results. The most
convenient approaches exploit the input signal in both directions, or create
hybrid deep learning architectures.

4.3 Natural Language Processing

Building upon text recognition is natural language processing, the field of re-
search that explores how computers can be used to understand and manipulate
natural language text or speech to do useful things [9].

For example, dialog systems — also known as conversational agents —
allow human beings to interact with a machine via speech. The system should
be able to respond to out-of-domain speech input, instead of giving a random
response. In [58] a binary classifier was built using two LSTM layers. The
classifier was trained with only in-domain data, with the goal to later on
recognize out-of-domain sentences. This method achieved higher prediction
rates than the former state-of-the-art models.

Of course, while identifying differences between sentences is interesting
from the classification perspective, understanding the meaning of the sentence
can be quite a challenge for machines. Take the following sentence as an exam-
ple: “Apple will launch a trio of new iPads this spring, according to Barclays
research analysts.” Given the context provided in the sentences, algorithms
should be able to understand that “Apple” refers to the company, not the
fruit. This is the purpose of entity disambiguation. The architecture in Sun
[65] was comprised of two LSTM networks to learn the context of the sentences,
which performed well. However, this already strong baseline was outperformed
by the memory network proposed in [66].

If the context of sentences and words is understood, then questions can be
answered about them. One example of this application is visual question an-
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swering, a computer vision task where a system is provided with a text-based
question about an image and the answer must be inferred [32]. Section 4.5
elaborates on other computer vision applications. Alternatively, community
question answering, selecting the correct answer to a question, can be per-
formed. The authors of [73] built a hybrid attention network which considers
the importance of words in the current sentence but also the mutual impor-
tance with respect to the counterpart sentence for sentence representation
learning. The representations of the questions and answers are learned with
an LSTM-based architecture.

Given the model’s capability to remember long-term contexts, LSTM can
be used to detect dialogue breakdowns. Conversational agents have to timely
detect such a breakdown as it helps the agents recover from mistakes. A recent
contribution from Takayama et al. [67] investigated variations in determining
a response that breakdowns a conversation (subjectivity), and variation in
breakdown types due to designs of agents (variationality). The variationality
was addressed with three models: LSTM which considers the global context,
CNN which is sensitive to the local characteristics, and also the combination
of both. The authors did investigate BLSTM as well, but chose to employ
unidirectional LSTM since results were comparable.

On the other hand, Hori et al. [29] did adopt both the uni- and bidirectional
networks, along with a hierarchical recurrent encoder decoder. The responses
given by these three models are combined by a minimum Bayes risk based
system in order to go to the generation phase of system responses in a Twitter
help-desk dialog task.

Building a dialog system is, as expected, also possible with BLSTM. Again,
as with text recognition, the words in a sentence that follow on each other are
not only dependent on the previous one, it can also be related with the next
one. The authors of [34] employed the MemN2N architecture [63] to perform
automatic system responses, but added BLSTM to the beginning of their net-
work to better reflect the temporal information. Numerical simulations showed
that the performance of state-of-the-art methods for an end-to-end network is
comparable to the hierarchical LSTM model.

Wang et al. [72] attempted to generate natural and informative responses
for customer service oriented dialog systems. For this purpose, two frameworks
were proposed: one to encode the entire dialogue history, while the other inte-
grates external knowledge extracted from a search engine. It is in the former
that the authors explored with both CNN and LSTM networks. The simulation
results showed that the recurrent network was more effective in improving the
reply quality when compared with the CNN variant, which can only capture
the problem semantics through short patterns.

Although the interaction with humans is pivotal in this kind of problems, it
does not have to end with providing the human with appropriate responses or
to provide the information the user is seeking. Opinions can be analyzed and
extracted from sentences as well, as done by Zhang et al. [79] who employed
multilayered BLSTM architecture. D’Andrea et al. [11] put the strengths of
LSTM to use, in combination with other architectures, to track opinions on



A Review on the Long Short-Term Memory Model 11

vaccination. From this study, however, it seemed that LSTM was not amongst
the best architectures to tackle the problem.

Likewise, text can be classified into certain categories, as done by Dabiri
and Heaslip [10] with the use of CNN and LSTM, from which the contributors
concluded that their approach reported superior results when compared with
other algorithms. Combinatory Categorical Grammar supertagging can also
be performed by means of deep learning architectures as illustrated in [31]
where the authors used BLSTM and conditional random field. This hybrid
architecture attained good results in a very efficient manner.

4.4 Sentiment Analysis

Sentiment analysis is closely related with natural language processing. Many
data points can be used to detect emotions like physiological data, the envi-
ronment, videos etc. Kanjo et al. [33] put to use sensor signals coming from
these multi-modal data sources. More specifically, these signals originated from
smartphones and wearable devices. In fact, they were the first to perform
emotion recognition using physiological, environmental and location data. To
analyse all the data, four models were built, all based on a CNN-LSTM ar-
chitecture: the on-body data, the environmental data, the location data, and
finally the fusion of all data inputs. The authors concluded that, by using this
hybrid network, the accuracy level was increased by more than 20% compared
to a traditional multi-layer perception model.

Identifying people’s emotions can also help detect conversation anomalies.
For this, Sun et al. [64] investigated the hybrid model of CNN-LSTM com-
bined with a Markov chain Monte Carlo method. The former is applied to
identify the emotion of the conversation texts, while the latter detects the
emotion transitions. A limitation of this research, however, is that the initial
and stimulating emotion cannot be set at any time during the conversation
without guiding it at a specific direction.

Krauss and Feuerriegel [36] proposed a method that builds upon the dis-
course structure of documents, namely tensor-based, tree-structured deep neu-
ral network named Discourse-LSTM. The method is based on rhetorical struc-
ture theory which structures documents hierarchically, forming a discourse
tree, which discourse-LSTM can process completely. The tensor structure re-
veals the salient text passages and thereby provides explanatory insights, all
the while returning a superior performance.

The authors in [80] experimented with a one- and a two-dimensional CNN-
LSTM architecture to identify emotions from speech data. The results show
that the proposed methods achieve outstanding performance. Especially the
two-dimensional variant outperformed the benchmark models: the deep belief
networks and the CNN-based architectures.

In speech data emotion recognition, Fayek et al. [14] conducted a review
study to compare various deep learning architectures, both feed-forward and
recurrent networks. In this study, CNN yielded the best accuracy. This is
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probably why most contributions use the hybrid network of both: to combine
the strengths of both models.

4.5 Computer Vision

LSTM can also be used for gesture and action recognition. This field includes
identifying human poses and interactions. In [5] the authors investigated auto-
matic recognition of mimicry behavior, as mimicry has the power to influence
social judgements and behaviors. Mimicry behavior is here defined as face and
head movements. Video recordings of mimicry changes are fed to the network
and compared with other methods, namely cross-correlation and generalized
time-warping. LSTM reported an outstanding performance due to the model’s
inherent ability to process spatio-temporal transformations. A significant vari-
ance in the performance was detected in these experiments, thus suggesting
there was still room for improvement.

A similar study was conducted by Chen et al. [8]. The network architecture
consists in a global LSTM network comprised of multiple blocks. The video
sequence is passed to the network as a set of images, while the output consists
of estimates of facial landmark coordinates of the corresponding image. As
these coordinates highly correlate throughout the sequence, the output of one
image is used as input for the next one. In this work, however, the global
network only produces the initial coordinates. Such points are fine-tuned with
two feed-forward deep neural networks, which increases the accuracy of the
coordinates while maintaining the shape of the face.

Hou et al. [30] presented a facial landmark detection method for images
and videos under uncontrolled conditions. This method is a unified framework
which integrates, amongst others, LSTM to make full use of the spatial and
temporal middle stage information to improve the accuracy. Based on experi-
ments on publicly available datasets, the method proved to be more effective
than the state-of-the-art approaches at that time.

LSTM can also recognise gestures made by hand and even track the en-
tire human body. This is skeleton-based human activity tracking [51] where
the authors used three-dimensional data sequences obtained from full-body
and hand skeletons to address human activity and hand gesture recognition,
respectively. To accomplish this, the hybrid model CNN-LSTM was utilized.
Extensive simulations concluded that this hybrid model performs comparably
when contrasted with state-of-the-art methods.

The applicability is not limited to tracking body characteristics, of course.
The location of any arbitrary object in a sequence of frames can also be tracked
given the initial position [6]. LSTM was employed to better keep track of the
historical context while performing more reliable inferences in the current step.
The authors fairly stated they did not propose a real-time algorithm in their
research, as run-time speeds should be improved.

Similarly, the study from Li et al. [41] was performed in the context of
intelligent surveillance. Firstly, a fixed-size window is slid on a static image to
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generate an image sequence. This sequence serves as input for a CNN which
extracts a feature sequence from the image sequence. Finally, this feature se-
quence is passed in proper order to memorize and recognize sequential pat-
terns. This model is designed to predict potential object locations in the scenes.
In terms of accuracy, this algorithm attained the best performance on three
surveillance datasets. However, the authors make note that this method posed
the challenge that it was not real-time detection.

Yet one can go further than surveillance. Zhao et al. [81] build upon the
theme, the scene and the temporal structure of video footage to identify spe-
cific, potentially harmful, videos. Preventing the spreading of videos containing
harmful ideas is a valuable application. As usual, LSTM is employed to process
the temporal information. The theme and scene are learned from a variety of
other models. The bottom line of the research is that impressive results were
obtained, thus setting a benchmark architecture up.

Another application of LSTM with regards to the computer vision field is
the estimation of the human pose in three dimensions when the input con-
sists of two-dimensional images [52]. This is accomplished in three distinct
steps. First of all, the two-dimensional poses are analysed during which key
skeleton points are identified using CNN. Second, three-dimensional points are
constructed for each key point. The initial guess is obtained by optical trian-
gulation. From this, it was expected that convergence would be faster, given
that the starting point is not random. Third, the full body pose is estimated
using the LSTM network, as a series of poses is available, thus integrating
the spatial and temporal information. This method performed very well when
compared with state-of-the-art approaches.

Nguyen et al. [50] modeled the human-to-human multi-modal interactive
behavior with LSTM. This behavior consists of speech, gaze and gestures which
are jointly modeled. To be more specific, the one-directional LSTM was used
for on-line model comparison, and the bidirectional input is employed for off-
line comparison. For both off-line and on-line prediction tasks, the chosen
model yielded better results than the conventional benchmark methods when
generating the appropriate overt actions.

For end-to-end sequence learning of actions in video, VideoLSTM was in-
troduced by Li et al. [42]. However, their approach went the other way around:
instead of adapting the data to the model with regards to input, the au-
thors adapted the model to the data. They argued that, to reckon the spatio-
temporal nature of the video using an LSTM, they should hard-wire the LSTM
network with convolutions and spatio-temporal attentions, thus creating a con-
volutional attention LSTM architecture.

4.6 Image and Video Captioning

So far, we have discussed a number of application domains. However, we can
go further than tracking objects when it is about computer vision: a computer
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can be requested to describe what can be seen in an image or a video. This is
referred to as image and video captioning.

From the perspective of our literature study, we notice that this domain
often operates with a CNN-LSTM hybrid architecture, thus following the
encoder-decoder framework. The study of Chen et al. [7] built upon the state-
of-the-art of computer vision to enable “robots to speak”. In other words, the
goal of this research was to feed the model with images of cars, as detection
of cars is a hot topic in self-driving technology, which would then generate a
textual description of the image in understandable human language. In this
regard, a CNN was applied to extract car region proposals to embed them into
fixed-size windows. The LSTM can then generate from the image input one
sentence description closely relating to the input image with variable length
words. Compared with four other relevant algorithms, the proposed model by
Chen et al. [7] proved to be superior.

For more general image captioning, He et al. [24] attempted to exploit the
structure information of a natural sentence. The CNN extracts from the image
a high-level features representation. This vector described the global content
of the input image. The LSTM network is then employed to generate words
from the image representation in a recurrent process, guided by part of speech.
A part of speech tagger is a system which automatically assigns the part of
speech to words using contextual information [60].

To increase the fluidity and descriptive nature of the generated image cap-
tions, a deep network was proposed by [35], consisting of three steps. The first
step in their proposed method is, of course, system pre-processing. For this
purpose, the region proposal network is applied to generate regions of interest
– the regions likely to contain objects or people. Second, to start with image
description generation, the model conducts object and scene classification and
attribute predictions. The third step is language “conversion”. The generated
attributes and class labels are converted into fully descriptive image captions.
It is in these two final steps that LSTM plays a key role, as it is the language
generating neural network.

Liu et al. [43] argued that, in order to perform proper video captioning, one
should not just ignore the rich contextual information that is also available like
objects, scenes, actions etc. In this work, LSTM was employed to first learn
the multimodal and dynamic representation of the video. Next, the model is
leveraged to generate the description words one by one.

4.7 Other Application Domains

Of course, the use of the LSTM architecture is not limited to applications dis-
cussed above. A wide variety of problems are suited to the use of this model.
For example, in [55] the maze learning performance of LSTM is compared to
two other neural network architectures. A maze is defined as a network of
distinctly marked rooms randomly interconnected by doors that open prob-
abilistically. This study investigated two characteristics of the models: the
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retention of long-term state information and the modular use of the learned
information. It appeared that the performance varied. LSTM is capable of
learning the context maze tasks with non-modular training. The fact that it
does have problems with modular training highlights the problem of using
this model for tasks having a dynamic nature which may cause components
to change, necessitating retraining.

An application in traffic analyses, namely the analysis of short-term crash
risk, is proposed by Bao et al. [3]. In this work, three architectures are used:
CNN to extract spatial features, LSTM for the temporal features, and finally
convolutional LSTM for the spatiotemporal features, all in a stacked hierarchy.
The simulations show that the hybrid model performs better than standard
machine learning approaches for capturing the spatiotemporal characteristics
for the citywide short-term crash risk prediction.

Several applications are identified in the field of computer science. The
authors in [15] use a LSTM as a part of a Denial of Service and privacy
attacks detection model, in which LSTM is focused on the identification of XSS
and SQL attacks. This proposed system was not only very accurate, but also
acceptably fast. Homayoun et al. [28] analysed the capability of CNN-LSTM
to classify abnormalities related with ransomware activities. In [82] LSTM
was applied to path planning in network traffic engineering with constrained
conditions, which showed to be a superior method.

The network can also be found in the healthcare sector. For example, Pei
et al. [53] adopted LSTM to map small bowel images to the corresponding
diameters. In [40] an architecture was set up to recognize irregular entities in
biomedical text. The contribution of Turan et al. [69] refers to a system that
estimates the real-time pose for actively controlled endoscopic capsule robots.
The authors in [2] developed an approach for automatic detection of atrial
fibrillation. These applications all apply combinations of network types, where
LSTM learns the temporal relations in the data.

In the field of sound recognition, Wöllmer and Schuller [74] used BLSTM
in combination with bottleneck feature generation to develop a front-end al-
lowing the production of context-sensitive probabilistic feature vectors of ar-
bitrary size for speech recognition. But besides speech, all kinds of sounds can
be detected. In [38] several neural networks were compared with regards to de-
tection of screams and shouts. All tested models performed virtually equally
well, however, a distinction could be made when it came to speech recognition.
The tests again show the temporal structure of speech, since recurrent neural
networks outperformed the other networks types.

Eck and Schmidhuber [12] wondered whether LSTM would be a good candi-
date to learn how to compose music, since standard recurrent neural networks
often lack global coherence. Their results show that LSTM can learn to play
blues music, while also composing novel melodies in that style. The model also
does not drift from the learned structure.

A perhaps more exotic application of LSTM concerns block-sparsity recov-
ery [46]. Here, the authors employed the LSTM framework for better capturing
the correlations and dependencies among nonzero elements of signals. This pro-
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posed method proved to be superior compared to alternative methods. Finally,
Wang et al. [71] proposed a novel deep learning waveform recognition method,
using two-channel CNNs combined with BLSTM. The contributors that this
approach has a significantly better performance than the state-of-the-art.

5 Implementing LSTM in Keras

As discussed above, LSTM can be utilized in a wide variety of situations.
To run the model on your personal computer, some code libraries have been
developed. In this section, we shall briefly describe how to build a generic
LSTM classifier in Python, specifically using Keras.

First of all, in order to construct the LSTM network, we need to import a
couple of modules from Keras. This can be done as follows:

Code Block 1 Importing libraries

1 from keras.models import Sequential
2 from keras. layers import Dense, LSTM, Dropout

With regards to the network construction itself, we need to instantiate
Sequential, the model class to which we will add LSTM, Dropout [62] and Dense

layers. The Dropout serves as countermeasure to over-fitting the data by drop-
ping random nodes at each training stage. For instance, in case of a classifica-
tion problem, this can be done as depicted below:

Code Block 2 Building the LSTM network

1 model = Sequential()
2

3 model.add(LSTM(unit=50, return sequences=True,
4 input shape=(n features, 1)))
5 model.add(Dropout(0.2))
6

7 model.add(LSTM(unit=50))
8 model.add(Dropout(0.2))
9

10 model.add(Dense(2, activation=’softmax’))
11 model.compile(loss=’categorical crossentropy ’ ,
12 optimizer=’adam’, metrics=[’accuracy’])

To expand the model with a new layer, the add method is used. Inside
the add method, we passed our LSTM layer. The first parameter to the LSTM

layer refers to the number of neurons. The second parameter, return sequences,
determines whether to pass to the next layer the last output in the output
sequence or the full sequences. The first entry to the input shape parameter
is the number of time steps while the last is the number of indicators. After
that, to compile the model we use the method model.compile() with the adam

optimizer and the loss function categorical crossentropy .
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Next, we use the backpropagation algorithm to fit the model by using 100
epochs with a batch size of 32. The model expects our data to be in a specific
format, usually a three-dimensional array with training samples, timestamps,
and features at each step. In the code below, X and Y represent the features
and the target class, respectively, as we are illustrating a classification problem.
The parameter train size determines the proportion of the dataset to be used
as the training set.

Code Block 3 Training the model

1 from sklearn.model selection import train test split
2 X train, X test, Y train, Y test = train test split (X, Y, train size =0.8)
3

4 model.fit (X train, Y train, epochs=100, batch size=32)

Finally, to exploit our network, we can use the method model.predict(X test),
or we can do as follows to evaluate the model:

Code Block 4 Measuring score and accuracy on test set

1 score , acc = model.evaluate(X test, Y test, batch size=32)
2 print(”Logloss score : %.2f” % (score))
3 print(”Test accuracy: %.2f” % (acc))

As the reader can notice, building the model only takes a few steps in Keras,
namely (1) building, (2) training and (3) evaluating the model. Alternatively,
Python users can also opt for the Tensorflow framework.

6 Conclusions

In this paper, we have revised the recent applications on LSTM reported in
the literature. Our survey has illustrated the ability of this recurrent system
to handle a wide variety of problems including time series forecasting, text
recognition, natural language processing, image and video captioning, senti-
ment analysis and computer vision. When modeling most of these problems,
it was found a common practice is to hybridize CNNs with LSTM with the
aim to get an optimal performance. In such hybrid models, convolution and
pooling layers were used to reduce the problem dimensionality while greatly
suppressing the redundancy in representations.

Together with relevant LSTM applications, we have detailed the fundamen-
tal underpinnings behind this recurrent system including its main components,
the interaction with each other and a gradient-based method to compute the
weight matrix. The experimental study in [23] concluded that the forget gate
and the output transfer function are the most critical components of the LSTM
block, whereas the learning rate is the most important hyperparameter in the
backpropagation algorithm. Hence, further studying these components may
lead to LSTM variants with improved prediction capabilities. Another equally
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relevant research line refers to less computationally demanding learning pro-
cedures to adjust the learnable parameters.
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