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Social Networks from Event Logs: Comparing
Existing Methods through Social Network

Analysis

Daan Roosen, Mathijs Creemers and Mieke Jans

Hasselt University, Martelarenlaan 42, 3500 Hasselt, Belgium

Abstract. Event logs mostly contain information about the employees
in a business process, which can potentially be valuable for social net-
work analysis. At the moment, it is not clear how to extract a social
network from an event log. Some methods for different purposes have
been proposed. However, it is not known to what extent the methods dif-
fer. In this work, the methods are implemented and social networks are
extracted from real-life event logs. The methods are compared conceptu-
ally, on network-level and through social network analysis. These anal-
yses show that the methods are fundamentally different. Consequently,
the results of a social network analysis will depend on the choice of ex-
traction method. To conclude, some situations are presented in which
some of the extraction methods do not perform well.

Keywords: Process mining · Social network analysis · Community anal-
ysis.

1 Introduction

Social network analysis (SNA) comprises a number of techniques for analyzing
social networks. A social network is formed by social entities and the relation-
ships among them. Social network analysis techniques examine the structure of
those relationships [9]. The data, needed for these studies, mostly comes from
surveys [37] where people are asked about their social relations within some con-
text. Data gathered from electronic sources, such as email traffic and chatboxes,
is also used quite often. [34], for example, used messages, posted in a chatbox,
to conduct a social network analysis study. These approaches are less useful
for the analysis of social networks around business processes, because they are
based on unstructured information [3]. When analyzing email correspondence,
for example, it is difficult to distinguish which information belongs to the pro-
cess and which messages are less relevant [3]. Therefore, more structured data is
recommended. Companies nowadays use information systems, such as enterprise
resource planning (ERP), customer relationship management (CRM), workflow
management systems, etc. to support their processes. Typically, these systems
log information about transactions in log files, also known as event logs.
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Table 1: An event log.

Case ID Activity ID Resource Timestamp

1 A Susan 09-01-2019 14:32

1 B Mike 10-01-2019 11:45

1 C Susan 10-01-2019 13:50

1 D Charlotte 10-01-2019 18:32

2 A Susan 11-01-2019 17:16

2 B Mike 12-01-2019 12:13

2 C Charlotte 13-01-2019 10:11

2 D Anna 14-01-2019 09:56

The idea of process mining is to discover, monitor and improve real processes
by extracting knowledge from event logs readily available in today’s (informa-
tion) systems [1]. Process mining includes among others process discovery, con-
formance checking, case prediction, social network/organizational mining, etc.
For each instance of the process, event logs capture all events that take place.
Moreover, numerous attributes can be included in an event log, for example
timestamps, resources, etc. Table 1 shows a simple example of an event log.

When people are involved in the process, the event log will typically contain
a resource or originator attribute, which represents who started or executed
the activity [4]. This information can be used to extract a social network from
the event log. However, the research concerning this topic is quite scarce. Only
a handful of papers are available at the time of writing. The most important
contribution can be found in [3, 4]. In their work, the authors propose tech-
niques for extracting social networks from event logs, namely handover of work,
subcontracting, joint cases, joint activities and special event types. For each of
these categories, they have established metrics for computing the strength of
the relations between individuals. [51] built further on these techniques by using
them in some methods for organizational mining and [23] present a technique
for community analysis in event logs. In Section 5, the existing techniques will
be discussed in more detail.

Although all presented metrics in [3] - to which we refer as extraction methods
- relate to the concept of social networks, the extraction methods differ greatly
on a semantical basis. Handover of work, for example, searches for transfers of
work from one resource to another. On the other hand, joint cases counts the
number of times resources have worked together on cases. It is clear that the
definitions of these metrics are very different. This means that each of these ex-
traction methods might produce a unique social network with different weights.
In fact, without taking the choice of parameter settings into account, seven so-
cial networks can be calculated from the same event log. At the moment, it is
not clear whether these social networks are similar or fundamentally different. In
the latter case, validation issues can arise because the results of social network
analysis might depend on which extraction method is used. As a consequence,
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one might have multiple different outcomes for a social network analysis from
the same event log. Which results are then the most truthful? Currently, this is
difficult to say, because no information is available to decide which technique is
suitable in a particular situation.

The aim of this paper is to investigate the (dis)similarities between the exist-
ing extraction methods. The research question we address is the following: does
the choice of social network extraction method have an impact on the later re-
sults of social network analysis? Within SNA, no use cases are available that use
event logs as input for SNA. We chose to focus on community analysis, which is
one of the most popular applications of SNA. To find an answer to our research
question, we investigate the subgroups that are represented in social networks
from the same event log. In order to do so, we developed a tool which allows to
extract social networks from event logs using the proposed methods [3]. We apply
the seven methods on six event logs which results in 42 social networks. These
socials networks are compared on some general characteristics, namely density
and mutual edges, and on the embedded subgroups. The findings of our analysis
indicate that the extraction methods not only yield different social networks,
but also different insights.

In Section 2, we give an overview of related work that has investigated the
application of social network analysis to event logs. Next, our methodology is
described in Section 3. An introduction to SNA is given in Section 4. The ex-
traction methods are discussed in more detail in Section 5. Section 6 explains
how the experiments were conducted. The results of our experiments are shown
in Section 7. To conclude, we summarize the results obtained in this work and
present challenges for future research in sections 8 and 9, respectively.

2 Related work

As already stated, research concerning the combination of process mining and
social network analysis is very scarce. Apart from [4], who proposed techniques
for extracting social networks from event logs, two papers have covered this topic.
The extraction methods will be discussed in more detail in section 5. [51] built
further on the techniques, presented by [4], by using them in some methods for
organizational mining. They distinguish three types of organizational mining,
namely organizational model mining, social network analysis and information
flows between organizational entities. Organizational model mining is aimed at
finding groups of originators that have similar characteristics, which are called
organizational entities. Task-based team and case-based team are both categories
of organizational entities [51], who are, respectively, based on the joint activities
and joint cases metrics. For the task-based team, [51] also propose a method
using Agglomerative Hierarchical Clustering. At last, [23] present a technique
for community analysis in event logs. Whereas [51] calculated subgroups based
on similar tasks, [23] use a working together metric for extracting the social
network. They argue that the discovery of user communities in a network, based
on actual interactions between individuals, can also hold valuable information.
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Thereafter, they apply a community analysis algorithm based on modularity
to find subgroups. The aforementioned research articles are, to the best of our
knowledge, the only literature that is available concerning social networks in
event logs.

3 Methodology

In order to investigate the (dis)similarities between the extraction methods, we
applied the different extraction methods to real-life event logs. We used six differ-
ent publicly available datasets, wherein multiple resources are involved. There
are four extraction methods, namely handover of work, subcontracting, joint
cases and joint activities. Additionally, joint activities comprises four submeth-
ods. As a result, seven social networks were retrieved from each event log. These
networks form the basis of our research. To compare the extracted social net-
works in a structural way, we examined the use of established SNA techniques.
Therefore, we identified the prerequisites social networks need to adhere to in
order to apply these techniques.

The remainder of our work can be divided in three parts. First of all, some
background information on SNA is given, together with the discussion of the
prerequisites. Secondly, an overview is given of the existing extraction methods,
along with a conceptual analysis. At last, we performed an empirical compar-
ative analysis of the seven extraction methods, applied to six event logs. Two
aspects were analyzed. Firstly, the topology of the networks was compared to
find a preliminary insight in the similarity of the extraction methods. Therefore,
some general characteristics and measures were used to compare the social net-
works. Furthermore, the number of mutual edges in the networks was analyzed.
The results of this analysis are reported in Section 7.1. Secondly, we applied
community analysis techniques to the networks. The resulting community divi-
sion were compared with each other. Our goal was to find out to what extent
the community partitions of different social networks from the same event log
resembled. Based on this comparison, summarized in Section 7.2, we can draw
conclusions about the similarity of the social structure embedded in the social
networks.

4 Social network analysis and prerequisites

In this section, an overview of social network analysis is given. Furthermore, the
prerequisites of social networks for community analysis are introduced.

4.1 Social network analysis

Social network analysis is a technique for examining the structure of relationships
among social entities [9]. Individuals, companies and organizations are examples
of social entities. The relationships mostly have a social character. However,
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they can also represent interactions, flow of information, flow of money, simi-
larities, etc. Two main forms of social network analysis can be distinguished:
the ego-network analysis, and the global network analysis [39]. An ego-network
is a network of one entity with all related neighbors, whereas a global network
analysis is aimed at finding all relations between all entities.

A social network consists of actors and links (edges), where actors represent
social entities and links correspond to the relations among them. Networks can
be undirected or directed. An undirected network only has relations where no
distinction can be made between the sender and receiver of the relation [9].
On the other side, networks of which all relations clearly have a sender and a
receiver, are said to be directed. Examples include relations representing flow of
knowledge or messages between individuals. Another subdivision can be made
based on the links. Numbers can be assigned to the links in a network in order
to include information about the frequency or strength of the relations. In that
case, the network is called weighted. An unweighted network does not have this
information.

Social networks can be represented in a variety of ways, of which adjacency
matrices and graph theoretical notation are the most common [9]. An adjacency
matrix is a matrix with n rows and n columns (n is the number of actors in the
network). In case of an unweighted network, a cell can only have two possible
values: 1 if there exists a relation between the two actors and 0 if there is no
relation. In a weighted network, the values in the cells can be, for example, the
number of messages one actor has sent to the other. Graph notation is similar,
but more visual. A graph consist of nodes that are connected by edges. Each
node corresponds to a specific actor and each edge depicts a relation between
the nodes it connects. The strength or frequency of the relation can be placed
on the edge.

Density and centrality are two important measures for the analysis of a social
network. The density is an indicator for the general level of connectedness of the
graph [39]. If every node is connected to all other nodes in the network, density
will be 1. Centrality indicates the importance of a node in a graph relative to the
other nodes. Degree, closeness and betweenness are the most used metrics for
centrality. The degree of a node is the number of direct connections it has [26].
In-degree is the number of incoming arcs, whereas out-degree is the number of
outgoing relations. Closeness measures the mean geodesic distance of one node
to all the other nodes [26]. Low closeness indicates that the node has a central
position. Betweenness measures the extent to which a node lies on the shortest
paths between nodes [26]. For more information on these metrics, we refer to
[25, 26].

Social network analysis consists of a variety of techniques, each for a specific
purpose. We distinguish seven subgroups within these methods. First, interaction
analysis aims at analyzing the relations between individuals, using the aforemen-
tioned measures [34]. Second, attribute-based analysis examines social networks
with attributes attached to the social entities or the relationships [12]. Third,
the knowledge flows in an organization can be represented in a special type of
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social network, namely one wherein the relationships represent the transfer of
knowledge flows [15]. Fourth, routing problems are concerned with the determi-
nation of the most efficient route between two points [17]. Fifth, clustering or
community analysis searches for subgroups in the network. A subgroup can be
defined as a group of highly connected individuals who are loosely connected
with the rest of the network [47]. Sixth, hierarchical analysis tries to find the
social hierarchy in a network [14]. Seventh, optimal information diffusion tries
to find the most optimal way to spread information across the actors [30].

In the remainder of this section, some characteristics, that social network
data needs to have, are presented. The goal is to verify whether event logs meet
the prerequisites to be used as input for a social network analysis.

4.2 Prerequisites

Social network analysis techniques require data to have certain characteristics.
Based on the inputs that the different social network analysis algorithms need,
we identified five possible prerequisites, who will be discussed in this section. It
is important to mention that not all of these prerequisites need to be fulfilled for
each application. Everything depends on the situation and the goal of the study.

Actor The first prerequisite is the presence of a social entity in the data, also
referred to as an actor. As already discussed, many different things can serve as
a social entity, an individual being the most intuitive. Furthermore, companies,
organizations and academic articles are all examples of social entities. Actually,
anything among which a relationship can exist. Additionally, it is possible to
have more than one type of actor. For instance, a network of football transfers
would contain clubs and players.

It follows from the definition [9] of social network analysis that an actor needs
to be included in the data, otherwise a social network analysis is impossible. Of
course, this prerequisite might seem trivial, but we need it to assess if data is
suited for a social network analysis.

Link The second prerequisite - that needs to be fulfilled - is the existence
of relationships (links) between actors in the data. Not only social relations
but also associations, similarities and flow of information are examples of those
relationships. In theory, a collection of actors without links can be represented
by a social network with zero connectedness, i.e., a density value of 0. Although
this is possible, an analysis of the problem is only meaningful when information
about the relationships among the actors is available. Indeed, the definition of
social network [9] analysis stipulates that it is the analysis of the relations among
actors.

Weight Weighted links are the third prerequisite. Weights increase the informa-
tion value of a social network because they indicate the strength of the relations
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or associations. Therefore, they facilitate a more detailed study of the relations
among the actors. Especially when the goal of the study is to investigate be-
haviour in the network on actor-level, weights can be useful. In the next section,
we will show that not all applications of social network analysis require weights.

Directed links The type of links can also be important for the analysis. While
undirected links mostly represent associations or similarities, directed links can
be more informative. Because the sender can be distinguished from the receiver,
directed networks have more options for an in-depth analysis. For example,
knowledge flows, email traffic and telephone conversations can be included in
such a network. Furthermore, the type of links can constitute certain difficulties.
In the case of a directed network, two links are possible between each pair of
entities. Actor A can have an outgoing and an incoming relation with actor B.
Therefore, the number of possible links is two times greater in comparison to
an undirected network with the same number of entities. As we will see in the
next section, some algorithms can not handle directed networks. Consequently,
the directed data needs to be transformed into undirected data, if possible.

Attributes Some methods need additional information about actors. In those
cases, the data must contain the necessary attributes. Of course, this prerequisite
is very specific and will be different for each problem. Examples of attributes
include: age, height, timestamps, etc.

4.3 Prerequisites community analysis

Community analysis is the most frequently used technique within social network
analysis. In this section, we give an overview of the prerequisites for community
analysis. Therefore, the existing methods and algorithms were analyzed in order
to discover the inputs they need.

Clustering or community analysis is a wide domain within network analysis.
A variety of methods and algorithms has been presented. In this paper, we
examined 22 common approaches, mainly based on overviews presented by [18,
29]. For each of those algorithms, we analyzed the characteristics of the social
networks that were used for the community analysis. In Table 2 the results are
summarized. As expected, actors and links are required by each algorithm.
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Table 2: Prerequisites of community detection algorithms1.

Paper Actor Links Weights Directed links

1 Girvan and Newman [27] X X

2 Palla et al. [41] X X

3 Bagrow and Bollt [5] X X

4 Radicchi et al. [44] X X

5 Clauset et al. [13] X X

6 Capocci et al. [10] X X O

7 De Meo et al. [20] X X O

8 Chen and Saad [11] X X O

9 Reichardt and Bornholdt [48] X X O

10 Duch and Arenas [22] X X O

11 Riedy et al. [49] X X O

12 Wu and Huberman [55] X X O

13 Fortunato et al. [24] X X O O

14 Raghavan et al. [45] X X O O

15 Guimerà and Amaral [28] X X O O

16 Donetti and Muñoz[21] X X X

17 Pons and Latapy [42] X X X

18 Zhou and Lipowsky [56] X X X

19 Ovelgönne and Geyer-Schulz [40] X X X

20 Jiang and Singh [33] X X X

21 Blondel et al. [6] X X X O

22 Jain and Dubes [32] X X X O

The algorithms are ordered from least demanding to most demanding, with
the least demanding algorithms at the top. Actually, the least demanding al-
gorithms are also the least flexible. The first five algorithms, for example, only
require the presence of actors and links, which is the most elementary form of
a social network. They only need a simple network as input. However, they can
not handle weights and directed links, which makes them less flexible. Although,
it is, in some cases, possible to transform a weighted directed network into an
unweighted undirected network, it requires an extra step in the analysis. Algo-
rithms 6, 7 and 8 are the only ones that can not handle weights, but are able
to work with directed links. The remaining algorithms, 9 till 22, can all manage
weighted social networks. 7 of them have the option to include weights, while
the rest, 16 till 22, really needs them. Furthermore, we can see that none of the
algorithms require directed links. It is always optional.

1 X: required, O: optional, for weights and directed links an empty cell means that
the algorithm can not handle them
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In summary, Table 2 shows us that the minimal prerequisites to do a com-
munity analysis of a social network, are the presence of both actors and links.
As we will see in Section 5, the social networks retrieved from event logs always
have actors and links. Additionally, weights and directed links are also included.
This means that, in theory, it should be possible to apply community detection
algorithms on these social networks. This does not mean that the algorithms
will produce a good partitioning of the network since this depends on the data.

5 Extraction methods and conceptual analysis

In this section, an overview is given of the existing process mining techniques for
extracting social networks from event logs. Research on this topic is very scarce.
Only one extensive work is available [3]. They present five types of extraction
methods, namely handover of work, subcontracting, joint cases, joint activities
and special event types. All those methods are ways of computing the weights on
the relations among actors in the social network. The authors [3] presented the
methods for specific purposes. However, it is not known how the methods relate
to one another. In the remainder of this section, we will explain the methods in
a concise way. For a detailed, formal description, we refer to [3].

The first two types of extraction methods monitor for individual cases how
work moves among performers [3]. A handover of work is present within a case
when there are two subsequent activities performed by resource i and resource
j, where i completed the first activity and j the second one. Subcontracting
occurs when an activity performed by resource j is nested between two activities
performed by resource i. In a sense, i subcontracted a piece of work to j. Thus,
subcontracting is more strict than handover of work, because it requires the
work to come back to the original resource. Handover of work does not. Hence,
all edges present in a subcontracting network, are by definition also contained
in a handover of work network.

For both extraction methods, three kinds of refinements can be applied. The
first one takes into account the length of the handover. Not only direct succession,
but also indirect succession is considered. When three subsequent activities are
performed by resources i, j and k, an indirect succession exists between resource
i and k. However, an indirect succession will not get the same importance as a
direct succession. Therefore, the causality fall factor βn is introduced. β ranges
between 0 and 1. For handover of work, the importance of a succession is denoted
by βn−1, whereas for subcontracting the importance equals βn−2. A value of 0.5
means that the importance of a succession of degree n is twice the importance of
a succession of degree n+ 1. Note that the choice of β does not have an impact
on the topology of the social networks. It only effects the values of the weights.
Conversely, the structure does depend on the value of n.

The second refinement is whether or not to ignore multiple transfers within
one case. It is possible that more than one succession between resource i and
resource j occurs within one case. When the choice is made to ignore multiple
transfers, a succession will be counted only once per case.
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Thirdly, we can consider all transfers of work or we can only consider those
where there is a causal dependency. To verify if there is causal dependency,
the process model of the event log is needed. For more information on these
refinements, we refer to [3]. In all cases, handover of work and subcontracting
produce directed social networks.

The third extraction method is more general than the previous ones. Joint
cases counts the times resource i and j worked on the same case and divides it
by the number of cases resource i appeared in. The division is needed to take
into account the relative importance. For example, if resource i and j worked
together on three cases and resource i was active in only three cases, the weight
should be higher than when resource i had worked on thirty cases. Thus, the
weight for joint cases from i to j will be different from the weight from j to i.
Therefore, the resulting social network will be directed. Handover of work and
subcontracting also require the resources to appear in the same case. However,
some additional constraints also need to be satisfied. As a result, a joint cases
network will always contain at least the same number of edges as a handover of
work or subcontracting network. Any edge that is present in the latter two, will
also be in a joint cases network.

Fourth, joint activities takes a completely different approach. It makes the
assumption that resources, who perform similar tasks, have a stronger connec-
tion than people doing different things. The extraction method uses a profile
approach, meaning that a profile is made for each resource based on how often
the resource conducts specific activities. The results are summarized in a re-
source by activity matrix. The weight from resource i to resource j is measured
by the distance between them. Therefore, [3] propose four different distance
metrics, namely Minkowksi distance (n = 1 or n = 2), Hamming distance and
Pearson’s correlation coefficient. Hence, four social networks can be extracted by
using joint activities. In these networks, the edges represent the extent to which
resources resemble each other. Therefore, only one relationship exists between
two resources. Consequently, these social networks are undirected, which makes
them unique.

The last category of extraction methods are those based on special event
types. Examples of event types include assign, reassign, start, schedule, end,
withdraw, suspend, resume, ... A reassign event, for example, gives an indication
of a handover of work. Therefore, these special event types can be interesting for
SNA. The methods based on special event types are not applicable to all datasets,
because not all event logs contain these events. Therefore, this technique was not
considered in our analysis. In the remainder of the paper, we analyze handover of
work, subcontracting, joint cases and the four joint activities networks in more
detail.

6 Experiment design

The extraction methods are integrated in the ProM framework [2], which is a
tool for process mining. Although it allows to calculate the social networks from



Social networks from event logs: comparing existing methods 11

event logs, the data can not be extracted from the tool. Therefore, the techniques
were implemented in Python. To validate our implementations, the running ex-
ample of [3] was used. By replicating this analysis, we obtained identical results.
Additionally, we verified - for some of the data sets used in this study - randomly
some weights by calculating the social networks in ProM and comparing them
with our results. Exactly the same values were found for all techniques, except
for joint activities with Pearson and joint activities with Hamming. This is con-
tradictory because the running example could be replicated precisely. Therefore,
we used ProM to calculate joint activities Pearson and joint activities Hamming
for the event log of the running example, which gave conflicting results in com-
parison with the results in [3]. Accordingly, the implementation, validated using
the results in [3], was retained.

In Section 3, we already mentioned that we used six event logs, which are
listed in Table 3. From each of these event logs, we extracted 7 social networks.
β was set to 0.5 and n to 5 for the handover of work and subcontracting metrics.
With n set to 5, the successions, that may be missed, have an importance that
is 16 (0.50 vs. 0.54) times smaller than the importance of direct succession for
handover of work and 8 (0.50 vs. 0.53) times smaller for subcontracting. Hence,
we assume them to be negligible.

Table 3: Research instruments.

BPI 2012 [52]

BPI 2017 [53]

EPA [7]

Production data [35]

Receipt phase EPA process [8]

Sepsis cases [36]

(a) Event logs used.

GN-method [38]

Fastgreedy [13]

Label propagation [45]

Louvain [6]

Walktrap [42]

Infomap [50]

(b) Community detection.

nmi [18]

vi [46]

Rand [46]

Adj. Rand [31]

Split-join [54]

(c) Comparison metrics.

The SNA part of the experiment is conducted in R [43], by using the functions
provided by the iGraph package [16]. In this package, implementations can be
found of the most common SNA techniques. However, neither of the community
analysis algorithms in iGraph uses the direction of the edges. Therefore, we chose
to transform the extracted networks to undirected networks by replacing multiple
edges between resources by one edge and summing the weights. To reduce the
individual effects of the algorithms as much as possible, we applied 6 community
detection methods to each social network. They are summarized in Table 3.
Thus, 42 community divisions were obtained per event log. A community division
denotes for each resource to which group it belongs. The number of subgroups
is not fixed. It can vary across the social networks and the community detection
algorithms. Furthermore, a resource can only be part of one subgroup.
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In order to investigate the similarity of the different social networks, we com-
pared the community divisions for each pair of community detection method and
event log. Because the dataset and the community detection algorithm are the
same, the variation in these results can only be caused by the choice of extract-
ing method. Hence, this allows us to draw conclusions about the similarity of
the social networks. In order to compare the community divisions, we used the
metrics in Table 3. These metrics compare exactly how the individual resources
were divided in subgroups. Additionally, the composition of the subgroups is also
taken into account. The normalized mutual information (nmi) measure ranges
between 0 and 1. Identical partitions are indicated by a value of 1, whereas a
measure of 0 is found when the partitions are completely different. The Rand
index measures the percentage of pairs of resources the two community divisions
agree on. A derivative of the Rand index is the adjusted Rand index, which is
corrected for chance. In contrast to the Rand index, this index can also be nega-
tive. This happens when the index is smaller than the expected value. Split-join
distance represents the number of necessary moves to go from one community
division to the other. At last, variation of information (vi) gives an indication
of the variation in the community division. For perfectly similar divisions, this
metric will be 0.

To get an overall result across all datasets and community detection algo-
rithms, we averaged the results per comparison measure into one table. There-
fore, we had to do an adjustment to the split-join distance. We divided it, for
each eventlog, by the total number of resources in the network to make it rel-
ative. Thus, it currently represents the percentage of resources that need to be
moved to go from one community division to the other.

7 Results

The results section comprises three subsections, namely comparative analysis,
community analysis and encountered shortcomings of the extraction methods.

7.1 Comparative analysis social networks

In this section, the results of the comparative analysis of the extracted networks
are summarized. Therefore, the structure of the social networks was compared
on some general characteristics, namely density and mutual edges.

In Table 4, we can see the average density of the social networks across the
different event logs. As already stated, density measures the connectedness in a
social network. These values indicate big differences among the social networks.
Subcontracting, for example, has a density of 0.27, which means that 27% of all
possible edges are included in the network. On the other hand, the joint activities
networks are, except for Hamming, all fully connected. The high densities are
most likely caused by the definition of the distance metrics. If the resources have
very few or none activities in common, the distance will be very big. Actually,
this should be a very weak relationship because the resources differ a lot. As a
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result, an edge is created for almost every pair of resources, which explains the
high connectedness.

Table 4: Average density per extraction method 2.

SC HOW JC JAP JAH JAM1 JAM2

Average density 0.27 0.52 0.57 0.91 1 1 1

Based on these differences, we suspect that these networks do not hold similar
information. Actually, we can say that the networks in Table 4 are ordered from
most strict to least strict. A handover of work network consists on average of
more edges than a subcontracting network.

Table 5: Common edges across the networks averaged over the event logs.

HOW SC JC JAP JAH JAM1 JAM2

HOW 1 0.41 1 1 1 1 1

SC 1 1 1 1 1 1 1

JC 0.74 0.31 1 1 1 1 1

JAP 0.42 0.18 0.57 1 1 1 1

JAH 0.42 0.18 0.57 1 1 1 1

JAM1 0.42 0.18 0.57 1 1 1 1

JAM2 0.42 0.18 0.57 1 1 1 1

In order to further verify this, an analysis was done of the mutual edges
across the networks by counting for each pair of networks the edges they have
in common. Table 5 summarizes the results of this analysis. On average 41%
of the edges present in the handover of work network were also present in the
subcontracting network. Apart from the joint activities networks, the measures
are very low, indicating big differences between the networks.

The results in this section give us some preliminary insights in the extraction
methods. It appears that they do generate different social networks from the
same event log. Although we suspect that the underlying social structure in
these networks will also be different, we can not conclude this on these results
alone. Therefore, community analysis techniques were applied to compare the
underlying communities that reside in the extracted networks.

2 HOW: handover of work, SC: subcontracting, JC: joint cases, JAP: joint activities
Pearson, JAH: joint activities Hamming, JAM1: joint activities Minkowski 1, JAM2:
joint activities Minkowski 2
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7.2 Comparison community divisions

As mentioned before, for each event log, a community detection algorithm was
applied on each of the 7 social networks. The resulting community divisions were
then compared per event log with the metrics described in Table 3. We executed
this procedure for six different community detection algorithms. All the results
are averaged to get a general view of the (dis)similarities between the community
divisions. This leads to one value per pair of extraction methods, which gives an
indication of the extent to which the community divisions based on the methods
resemble, on average.

Table 6 shows the results obtained by using the split-join distance. The best
resemblance is found between joint activities Minkowski 1 and joint activities
Minkowski 2. Since these weights are based on a similar distance metric, this
result is quite logical. However, still 8% of the resources was allocated differently.
In general, the mutual results of the different joint activities networks are very
poor. The lowest value is 0.36, between joint activities Minkowski 1 and joint
activities Hamming. Based on split-join distance, this means that the choice of
distance metric has a very big impact on the social structure in the network. The
other methods also seem to differ heavily. Handover of work and subcontracting
have a value of 0.42, which is one of the lowest. The values between handover
of work, subcontracting and joint cases range between 0.32 and 0.50, whereas
the values between these three and the other networks vary from 0.48 until 0.78.
Therefore, joint activities seems to be very different from the other ones.

Table 6: Comparison with split-join distance.

HOW SC JC JAP JAH JAM1 JAM2

HOW 0 0.44 0.42 0.40 0.74 0.57 0.57

SC 0 0.50 0.47 0.70 0.61 0.62

JC 0 0.46 0.77 0.64 0.63

JAP 0 0.75 0.59 0.60

JAH 0 0.37 0.37

JAM1 0 0.08

JAM2 0

As can be seen in Table 7, the normalized mutual information measure does
not confirm all the results found by the split-join distance. Joint activities does
not seem to differ more than average from the other networks, which was the
case in Table 6. On the other hand, it does agree on the fact that the mutual dif-
ferences between the joint activities networks are not to be neglected. Especially,
joint activities Pearson has low values, ranging between 0.26 and 0.33. Because
the other joint activities networks show reciprocally descent results, the nmi
measure indicates that the Pearson network differs substantially from Hamming
and Minkowski.
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Table 7: Comparison with normalized mutual information measure.

HOW SC JC JAP JAH JAM1 JAM2

HOW 1 0.30 0.45 0.40 0.33 0.35 0.32

SC 1 0.24 0.19 0.38 0.31 0.30

JC 1 0.36 0.30 0.32 0.30

JAP 1 0.26 0.33 0.27

JAH 1 0.62 0.61

JAM1 1 0.87

JAM2 1

In Table 8, the results of the Rand index are summarized. This index is
far more positive than the previous ones. Most values are above 0.50, which
means that the community divisions agree on at least 50% of the resource pairs.
Handover of work, subcontracting and joint cases resemble each other quite
good, with values between 0.69 and 0.71. Furthermore, joint activities Pearson
has again lower values than the other joint activities networks.

Table 8: Comparison with Rand index.

HOW SC JC JAP JAH JAM1 JAM2

HOW 1 0.69 0.71 0.68 0.52 0.62 0.61

SC 1 0.66 0.61 0.55 0.59 0.57

JC 1 0.66 0.49 0.57 0.57

JAP 1 0.45 0.57 0.55

JAH 1 0.72 0.72

JAM1 1 0.94

JAM2 1

The adjusted Rand index has, in comparison to the Rand index, a very neg-
ative view of the similarities between the social networks. Ignoring the mutual
values of the joint activities networks, the index (0.36) between handover of work
and joint cases is by far the highest one. Even values below 0.1 are noted, which
means that the community divisions disagree on more than 90% of the resource
pairs. In regard to the Pearson network, the adjusted Rand index confirms the
findings of the previous metrics. Furthermore, the comparisons of the joint ac-
tivities networks and the other networks denoted very few similarities, which
was also indicated by the split-joint distance in Table 6.
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Table 9: Comparison with adjusted Rand index.

HOW SC JC JAP JAH JAM1 JAM2

HOW 1 0.15 0.36 0.35 0.09 0.15 0.12

SC 1 0.09 0.11 0.03 0.03 0.02

JC 1 0.31 0.06 0.14 0.12

JAP 1 0.06 0.18 0.13

JAH 1 0.53 0.52

JAM1 1 0.84

JAM2 1

The last comparison metric, namely variation of information, shows similar
results in Table 10. Again, handover of work, subcontracting and joint cases
differ more from joint activities than from each other. In correspondence with
the previous results, the best resemblance is found between handover of work
and joint cases. Additionally, the Pearson network is once more very different
from the other joint activities networks.

Table 10: Comparison with variation of information.

HOW SC JC JAP JAH JAM1 JAM2

HOW 0 1.20 0.98 1.02 2.46 1.54 1.55

SC 0 1.32 1.36 2.2 1.70 1.74

JC 0 1.11 2.57 1.78 1.78

JAP 0 2.59 1.71 1.78

JAH 0 1.34 1.35

JAM1 0 0.22

JAM2 0

This section was devoted to the comparison of the social structure in the
different social networks. Some patterns were found in the results of various
comparison metrics. At first, the most obvious finding is probably the fact that
the joint activities networks differ a lot, depending on which distance metric is
chosen. Especially, the Pearson networks were very different from Hamming and
Minkowski (1 and 2). Although the choice of distance metric does not have a
large impact on the edges in the resulting social network, it appears that the
results of community analysis are still very much affected by it. Therefore, we can
conclude that the weights on the edges must be very different. Secondly, there
is some evidence for the distinction between handover of work, subcontracting
and joint case on the one hand, and joint activities on the other hand. The
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mutual differences between the first three were, in general, smaller than the
dissimilarities with joint activities.

To conclude, we can say that the results - presented in this section - show big
differences between the community divisions of the different social networks. As
previously mentioned, the social networks from the various extraction methods
can be the only explanation for these outcomes. Therefore, our research suggests
that each of the extraction methods results in a unique social network, that
holds a unique social structure. Consequently, the choice of extraction method
will have a significant impact on the results in the further course of the analysis.
This raises difficulties for researchers willing to perform a SNA on event log data.
The validation of the results will be non-trivial because it is not known which
extraction method is the most truthful.

7.3 Encountered shortcomings of the extraction methods

In our research, we faced some shortcomings of the extraction methods, which
are presented in this section.

Type of event log The shape of the event log under study can have an influence
on the choice of extraction method. There exists a situation in which not all
methods are suitable, namely when the event log has the form of Table 11. In this
event log, every case is executed by only one resource. Because handover of work,
subcontracting and joint cases are case-based, they are not applicable on this
type of event log. Handover of work and subcontracting search for successions
within a case, which are not present in this event log. Joint cases counts the
numbers of times resources have worked together on a case. Therefore, these
methods will yield a fully unconnected network, i.e. all weights are zero. For an
example of a real-life event log, we refer to the road traffic fine management
process [19].

Table 11: Event log with 1 resource per case.

Case ID Activity ID Resource Timestamp

1 A Susan 09-01-2019 14:32

1 B Susan 10-01-2019 11:45

1 C Susan 10-01-2019 13:50

1 D Susan 10-01-2019 18:32

2 A Mike 11-01-2019 17:16

2 B Mike 12-01-2019 12:13

2 C Mike 13-01-2019 10:11

2 D Mike 14-01-2019 09:56
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Joint activities social networks are based on the activities resources execute.
Individual cases are not taken into account by the algorithm. Hence, joint activ-
ities is the only extraction method that can handle this type of event log.

Joint activities The previous analysis has shown that joint activities extracts
social networks that are very different from the other methods. Something that is
most definitely caused by the definition of this metric. Whereas the other meth-
ods are mostly based on resources working together, joint activities measures the
similarity of the resources. Furthermore, the interpretation of the results of SNA
is also very different in comparison to the other networks. In our case, a com-
munity extracted from a joint activities network is a group of similar resources.
Communities in handover of work, subcontracting and joint cases networks con-
sist of resources that work frequently together.

Table 12: Analysis failures.

SC HOW JC JAP JAM1 JAM2 JAH

No communities found 0 10 12 14 5 5 2

Separate groups 1 2 0 0 15 15 25

Total 36 36 36 36 36 36 36

% Failures 0.03 0.33 0.33 0.39 0.56 0.56 0.75

In our research, we came across some difficulties with the joint activities
networks. It appeared that the community detection algorithms had issues find-
ing subgroups in these networks. Repeatedly, community divisions of only one
subgroup or community divisions with one subgroup per resource were obtained.
Table 12 shows, for all extraction methods, an overview of the frequency of these
failures. It appears that the joint activities networks are very prone to this issue.
Especially, the Hamming distance scores very bad. In 75% of the experiments,
no communities were found. On the other hand, Pearson seems to be in line with
handover of work and joint cases, with 39%. This finding is probably the cause
for our conclusion in Section 7.2, where we found that the Pearson correlation
coefficient was very different from the other distance metrics.

In Table 4, the average densities across the various event logs are summarized,
per extraction method. The joint activities networks have very high values, which
means that these networks are almost fully connected. A subgroup is defined as
a group of resources that are strongly connected with each other, but loosely
with the rest of the network. Therefore, we suspect that the high connectedness
of the joint activities networks creates difficulties for the community detection
algorithms.

Based on these results, we can state that the Pearson distance is probably
the most suited for community analysis.
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Joint cases Joint cases is the most general extraction method. It measures in
how much percent of the cases resource A and resource B worked together. Be-
cause the proximity of resources is not taken into account, this metric is heavily
dependent on the definition of the case. Suppose that we have an event log of a
company-wide sales process, that comprises request for quotation, production of
goods, payment, etc. In this situation, the metric between someone working in
the administrative department and someone on the production department, will
get the same importance as the metric between two resources working together
at the production department. Therefore, community analysis algorithms will
have difficulties finding a distinction between the resources in the administrative
department and resources in the production department.

Table 13: Random case of artificial event log.

Case ID Activity ID Resource Department

4 activity A resource C department 1

4 activity B resource B department 1

4 activity C resource B department 1

4 activity F resource H department 2

4 activity G resource F department 2

4 activity E resource G department 2

4 activity L resource D department 1

4 activity K resource B department 1

Because no event logs with the related social structure are available, we
tested this by making a simple artificial event log of a process conducted in two
departments. Resources A, B, C and D form department 1 and resources E, F,
G and H work in department 2. An important assumption we made, is that
a case always has the same structure, namely a random number of activities
conducted in department 1 is followed by a random number of activities carried
out by department 2. The case ends with some random activities of department
1. A total of 1000 cases were generated.

On this event log, we repeated the methodology described in Section 6. The
results, for one of the community analysis algorithms, are summarized in Table
14. As we can see, no communities were found in the joint cases network and the
joint activities Hamming network. All 6 community detection methods showed
the same results for these two networks. In the other networks, the proper com-
munities were found, by at least 50% of the algorithms.
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Table 14: Community analysis on artificial event log.

Resource HOW SC JC JAP JAH JAM1 JAM2

Number communities 2 2 1 2 8 2 2

These results indicate that the joint cases metric is probably not suited for
community analysis. Especially, if the cases consist of activities conducted se-
quentially by different departments, as in our example. Nevertheless, we can not
generalize these results to real-life event logs because they are based on a ran-
dom artificial environment. Additional research on real-life event logs is needed
to verify these findings.

8 Conclusion

In this work, we analyzed the possibilities of using event logs as input for SNA,
with the emphasis on community analysis. The techniques for extracting social
networks from event logs, proposed by [4], were analyzed and applied. The re-
sults denoted that these methods yield social networks that are very different
from each other. Handover of work, subcontracting and joint cases network are
directed, whereas joint activities networks are undirected. Furthermore, great
differences were found in the topology of these networks. Based on the density
measure, we found that the networks have a different level of strictness. Subcon-
tracting networks, for example, comprised far less relations than joint activities
networks. As a result, different relations were found between the same set of
resources, depending on the extraction method.

Community detection techniques were applied to different social networks
from the same event logs. Our goal was to investigate whether the results of
community analysis are dependent on the choice of extraction method. There-
fore, we compared the community divisions found in the social networks. As to
be expected, little resemblance between the community partitions was noted.
Especially, the community divisions from joint activities networks were unique.
Within the joint activities social networks, the community partitions of the Pear-
son distance metric differed a lot from the other distance metrics. These results
show that the results of SNA will vary based on the extraction method, which
creates validation problems. However, we identified one scenario in which the
choices are limited, namely when each case in the event log is executed by just
one resource. Handover of work, subcontracting and joint cases are not appli-
cable in this situation. Therefore, joint activities should be chosen. In all other
cases, the choice remains open.

In our experiment, the community detection algorithms had issues finding
subgroups within joint activities networks. Only Pearson distance approached
handover of work, subcontracting and joint cases. Minkowski (n = 1 and n = 2)
and Hamming, performed poor. The chance of not finding a community structure
was on average greater than the chance of finding one.
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To conclude, the answer to our research question is definitely positive. The
results of SNA will most likely vary based on the extraction method that is
chosen.

9 Future work

This paper has given a first insight in the comparison of the different process
mining techniques for social network extraction. Future research could focus on
the application of these techniques to real-life event logs, where the underlying
social structure is known. The comparison of the results of SNA with the ground
truth, can yield additional insights. In this study, we used community analysis
techniques to compare the different social networks. Besides community detec-
tion, SNA comprises many more aspects, such as hierarchical analysis, detection
of important actors and routing problems. Therefore, future work could investi-
gate the application of these techniques on social networks retrieved from event
logs.
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