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1. Introduction
Problem	statement
Since	the	rise	of	deep	learning,	semantic	
segmentation	tasks	have	been	able	to	excel.	
However,	the	necessity	of	a	highly-detailed	
annotated	training	set	is	very	costly	to	
produce.

Objective
The	objective	of	this	thesis	is	to	develop	a	
weakly-supervised	method	to	train	a	
semantic	segmentation	network	with	
bounding	box	labels,	which	are	cheaper	and	
faster	to	obtain.

Method
A	new	loss	function	combining	aleatory	
uncertainty	and	online	bootstrapping	is	
developed	and	implemented	to	train	a	deep	CNN	
(ERFNet).	The	loss	function	is	both	implemented	
to	perform	binary	segmentation	as	well	as	multi-
class.	The	Cityscapes	dataset	is	used	to	conduct	
the	tests.

2. The loss function
The	standard	cross-entropy	function	
cannot	cope	with	bounding	box	labels	
right	out	of	the	box.	Therefore,	we	
introduce	two	new	concepts	to	the	
loss:
• Aleatory	uncertainty
• Online	bootstrapping

Aleatory	uncertainty
By	introducing	aleatory	uncertainty	to	
the	BCE	loss,	the	network	can	learn	to	
increase	its	uncertainty	for	pixels	which	
target	is	highly	unlikely	e.g.	bounding	
box	labels.	This	extra	input	parameter	σ
allows	the	loss	to	decrease,	while	the	
network	outputs	a	label	opposite	to	the	
target.

Online	bootstrapping
Online	bootstrapping	is	a	way	to	train	on	coarsely	
annotated	data.	The	training	targets	get	iteratively	
updated	by	the	current	state	of	the	model.	More	
specifically,	the	target	is	a	weighted	sum	of	the	model’s	
prediction	and	the	training	target.	This	allows	the	model	
to	adapt	the	erroneous	target	to	a	more	correct	target	
which	improves	training.	At	a	certain	uncertainty	
threshold,	the	training	target	gets	flipped.

Combined
The	two	parts	of	online	bootstrapping	and	aleatory	
uncertainty	are	summed	to	become	the	new	loss	function.	

3. Results

Binary	semantic	
segmentation
The	loss	was	first	tested	to	perform	
binary	segmentation	on	cars.	
Trained	with	a	small	portion	of	
ground	truth	labels	and	the	rest	
bounding	box	labels,	the	network	
performs	nearly	as	good	as	the	
standard	approach.

Multi-class	semantic	segmentation
In	a	last	stage,	the	loss	was	extended	to	multi-class	and	tested	on	persons	and	cars.	The	
figures	below	show	the	prediction	and	uncertainty	maps.	The	uncertainty	maps	indicate	
which	pixels	are	being	flipped	due	to	the	bootstrapping	in	function	of	the	aleatory	
uncertainty.

4. Conclusion
The	weakly-supervised	loss	function	combining	aleatory	uncertainty	and	online	bootstrapping	
performs	well	on	binary	and	multiclass	segmentation.		The	IoU score	of	a	model	trained	with	18%	
ground-truth	and	82%	bounding	box	labels	is	nearly	as	high	as	the	baseline	of	a	network	training	
with	100%	ground-truth	labels.	
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