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Abstract

Negative differential mobility is the phenomenon in which the velocity of a

particle decreases when the force driving it increases. We study this phenomenon

in Markov jump models where a particle moves in the presence of walls that

act as traps. We consider transition rates that obey local detailed balance but

differ in normalisation, the inclusion of a rate to cross a wall and a load factor.

We illustrate the full counting statistics for different choices of the jumping

rates. We also show examples of thermodynamic uncertainty relations. The

variety of behaviours we encounter highlights that negative differential mobility

depends crucially on the chosen rates and points out the necessity that such

choices should be based on proper coarse-graining studies of a more microscopic

description.

Keywords:

1. Introduction

Since there exists at this moment no general theory for systems out of equi-

librium, it is usual to study particular nonequilibrium phenomena using specif-

ically designed Markov jump models. The dynamics of these processes follows

once the rates are defined. To do this one can use a general principle such as

local detailed balance but this is in general not enough to fix the rates.
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For example, the biased random walk is a popular model for describing one-

dimensional transport. Local detailed balance fixes the ratio of the rates for

the particle to hop to the right, p, and left, q, as p/q = eF (where we put kBT

and the distance between neighbouring sites equal to one). Here F is a force

that, for example, is produced by an electric field acting on the particle when

it is charged or is the force exerted by an optical tweezer when it represents a

molecular motor. In the latter case, it has been found that it is necessary to

introduce a load distribution factor θ in the jump rates, p ∼ eθF and q ∼ e(θ−1)F ,

in order to get agreement with experiments [1, 2, 3]. This load factor takes into

account the change in the microscopic free energy landscape of the motor due

to the force. The necessity of this factor cannot be obtained from local detailed

balance alone but can be deduced by taking into account information on a more

microscopic scale.

This example shows that an investigation of how a microscopic description

can lead under coarse graining to a jump process description is in principle

needed to assess the precise choice of transition rates. However, without un-

dertaking such an ambitious program, it is important to explore the physical

implications that different choices of rates can have by analysing specific pro-

totype models. Such analysis reveals particularly useful when focusing on non

equilibrium phenomena whose occurence sensibly depends on these choices.

Here we perform such an analysis in models for negative differential mobility

(NDM). This is the phenomenon where increasing a force leads to a decrease

of mobility due to, for example, trapping or crowding. It has been observed

in several experiments on electronic properties of materials [4, 5, 6, 7]. It can

also occur in gel electrophoresis of polymers [8, 9, 10, 11] and chemical reaction

networks [12]. Negative differential mobility is often studied theoretically in

driven lattice gas models [13, 14, 15, 16, 17, 18, 19, 20]. The presence of NDM

in these models depends crucially on the chosen rates [19]. If the rates in

the direction perpendicular to the force are decreasing with F , NDM can be

observed. When these rates are however constant, as also allowed by local

detailed balance, no NDM is present.
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In the present paper we introduce a few exactly solvable one-particle Markov

models which differ in their transition rates and study how these different rates

influence the presence or absence of NDM. The choice of the rates is motivated

by qualitative considerations of the way in which different free energy land-

scapes could influence the coarse grained description. Various landscapes lead

to different rates in the coarse grained Markov model.

We also go beyond the average current and study higher (scaled) cumulants

and the whole probability distribution of the current using large deviation theory

[21]. In this way our work is also a first step in extending the large deviation

theory for currents in exclusion processes [22, 23, 24] to lattice gases showing

NDM.

This paper is organised as follows. In section 2, we introduce our Markov

jump models. In section 3, we review the large deviation approach to current

fluctuations. In section 4, we apply this theory and discuss the difference be-

tween the models with and without NDM at the level of current distributions.

Finally, in section V we present our conclusions.

2. Models

We begin by introducing three related Markov jump models in which a par-

ticle can hop between the sites of a lattice with two lanes, see Fig. 1. The

jump models are considered to be discretisations of an underlying microscopic

model in which a particle performs Brownian motion in an energy landscape

V (x, y)− Fx where F is the force that puts the system out of equilibrium.

To be more specific, in Fig. 1, left-hand side, we show contour plots of

two energy landscapes that on a coarse grained scale correspond to the jump

models shown in the right-hand side. High barriers in the energy landscape

are considered as walls in the discretised version. In the potential V1 (upper

figure) there are only barriers and walls that are oriented perpendicular to the

force. For V2 (lower figure) the landscape is more complex and the walls have

the shape of a letter T.
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Figure 1: The left-hand side shows contour plots of two energy landscapes V1 (top) and V2

(bottom). These are coarse grained to the discretised version on the right-hand side where

tick lines are walls that correspond to high energy barriers.

The different Markov models are distinguished by different jump rates be-

tween neighbouring sites. We denote by k+ and k− the rates to move in the

direction of the field and against the field. As soon as F 6= 0, cells with a wall on

the right are not equivalent with those where the wall is on the left. Therefore,

the jump rates in the direction perpendicular to the force can be different if one

goes from a cell with the wall on the left to one with a wall on the right or vice

versa. We call the associated rates u+ and u− respectively.

We will from now assume that local detailed balance holds even though it is

nontrivial to establish a precise connection between its form at a microscopic,

e.g. Langevin description, and that in the associated jump rate model.

The rates to jump between sites i and j then obey

k(i→ j)

k(j → i)
= exp[Ei − Ej + F∆x] (1)

where Ei is the energy when the particle is at site i and ∆x is the size of the

x-component of the jump (which can be −1, 0 or 1). Here we will assume that

all Ei are equal. This can be the case if we identify the position of the particle

in the discrete model with the location of the minima in the potential V (x).
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Local detailed balance then implies k+/k− = eF and k0 ≡ u+ = u−.

Given local detailed balance, there is still a large freedom in the choice of

the rates. The rate k0 can be F -dependent or not. When adding a positive

(negative) force, a particle in a cell left (right) of a wall is trapped and first

has to change lane in order to move forward. If there is no wall between the

two lanes, we do not expect the corresponding rates to depend significantly on

F (Fig. 1, top). In the opposite case (Fig. 1, bottom), the particle in the

underlying model first has to move against the force to cross the barrier so that

we define the corresponding rate k0 to be equal to 1/ cosh (F/2).

Furthermore we distinguish between models where walls can be passed or

not. We introduce an extra (small) parameter ε to describe this effect such that

the rates for crossing a wall are given by k±W = εk±. This parameter could

be given in terms of a Kramers’ rate ε ∼ e−∆E where ∆E is the height of the

barrier.

Finally, in order to describe the effect of wall crossing in even more detail,

we also allow the possibility of a load-distribution number θ (θ− 1) multiplying

F in k+ (k−). As mentioned in the introduction, this takes into account the

shift in the location and the height of the energy barriers in the presence of a

force. These shifts lead to a modification in Kramers’ rate for passing an energy

barrier which is captured by the load factor.

With these considerations in mind we define three models. In model A, k0

does not depend on F whereas in the other two it does. In model B, k0 =

1/ cosh (F/2). In these two models, we do not include a load factor, implying

θ = 1/2. Finally, in model C, the load factor is an extra parameter. In Table I,

we give a summary of the rates for the various models.

With the introduction of periodic boundaries and using the symmetries of

the lattice all our models are two state Markov chains. We denote state 1 (2)

as the state in which the particle is to the right (left) of a vertical wall. The

probability to be in state i at time t, Pi(t), evolves according to the master
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Model k+ k− k0

A eF/2 e−F/2 1

B eF/2 e−F/2 1/ cosh (F/2)

C eθF e(θ−1)F 1/ cosh (F/2)

Table 1: Jump rates of the particle in the three models.

equation

dPi
dt

=
∑
j=1,2

MijPj(t) (2)

A straightforward calculation shows that the generator M is given by

M =

 −k0 − k+ − k−W k0 + k− + k+
W

k0 + k+ + k−W −k0 − k− − k+
W

 (3)

The stationary state P ? is the eigenvector with eigenvalue 0 of M . The average

current in the stationary state is given by

J(F ) = (k+ − k−W )P ?(1)− (k− − k+
W )P ?(2) (4)

We mention here that another popular choice has been to take model A

and normalise all rates by a factor 2(1 + coshF ) [13, 16, 18]. From the master

equation (2), it follows that this can be seen as a rescaling of time to a new force

dependent time t′(F ) = t/[2(1 + coshF )]. Since for F large, the rates in this

model become constant or go to zero, the current at most goes to a constant.

Therefore within such a model it is not possible to obtain current-force relations

which increase with F for F sufficiently large.

We will also be interested in the entropy production rate σ(F ). A general

expression for this quantity for a Markov chain is well known [25]. In the present

case it reduces to

σ(F ) = [(k+ ln(k+/k−) + k−W ln(k−W /k
+
W )]P ?(1)

+ [(k− ln(k−/k+) + k+
W ln(k+

W /k
−
W )]P ?(2) (5)
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Using detailed balance and (4) this can be simplified to

σ(F ) = J(F )F (6)

as could be expected from non equilibrium thermodynamics.

3. The current large deviation function

In recent years, much interest has been devoted to go beyond the average

current and investigate current fluctuations in various non-equilibrium systems

such as exclusion processes [22, 23, 24]. Fluctuations of the current away from its

average value are characterised in terms of a large deviation function I(Y ) which

plays a role analogous to that of entropy in equilibrium statistical mechanics.

Equivalently, one can describe these fluctuations in terms of the scaled cumulant

generating function (SCGF) which is like a non equilibrium free energy.

Here we collect a few basic results of the theory of large deviations in con-

tinuous time Markov processes. For more details we refer to [22, 26].

In the large deviation approach to current fluctuations, one introduces a

stochastic variable Q(t) which increases (decreases) by one each time the particle

makes a step in the direction of (against) the field. For t large, the probability

density that Q(t)/t equals Y is then proportional to e−tI(Y ). Here I(Y ) is the

large deviation function (LDF, also called rate function) which is zero at the

average current J(F ) and positive otherwise.

Alternatively, one can introduce the SCGF as

λ(s) = lim
t→∞

1

t
ln〈esQ(t)〉 (7)

where the average is taken over all realisations of the process. The large devi-

ation function and the SCGF are connected through a Legendre-Fenchel trans-

formation

I(Y ) = sup
s

[Y s− λ(s)] (8)
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The scaled cumulants of the current are obtained by taking derivatives of

λ(s) with respect to s. One has for the first three cumulants

J(F ) = lim
t→∞

1

t
〈Q(t)〉 =

∂λ(s)

∂s
(s = 0) (9)

∆(F ) ≡ lim
t→∞

1

t
[〈Q(t)2〉 − 〈Q(t)〉2] =

∂2λ(s)

∂s2
(s = 0) (10)

χ(F ) ≡ lim
t→∞

1

t
[〈(Q(t)− 〈Q(t)〉)3〉] =

∂3λ(s)

∂s3
(s = 0) (11)

For convenience we will refer to the second and third scaled cumulant as the

variance and the asymmetry, even though the standard definition of the variance

includes an extra factor t.

It is known [26] that the SCGF equals the largest eigenvalue of a tilted

generator M(s) which for the models considered in this paper has the form

M(s) =

 −k0 − k+ − k−W k0 + k−e−s + k+
W e

s

k0 + k+es + k−W e
−s −k0 − k− − k+

W

 (12)

Here off-diagonal elements that correspond with a step in the direction of the

force are multiplied by es while those associated to a step against the force get

a factor e−s.

We have calculated the SCGF for our three models from an exact diagonal-

isation of the tilted generator. The average, the variance and the asymmetry of

the current can then be obtained by simple derivation.

The average current (9) and the variance (10) appear in the thermodynamic

uncertainty relation (TUR) [27, 28, 29]

J(F )2

∆(F )
≤ σ

2kB
(13)

This relation implies that in order to decrease the variance of the current, more

entropy has to be produced.

More recently, also a so called kinetic uncertainty relation (KUR) was derived

[30]. It is expressed in terms of the dynamical activity K(t) which, for a given

realisation of a jump process, equals the number of transitions made up to time

t. This dynamic activity, also called frenesy, takes into account non-dissipative
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aspects of non equilibrium systems and is needed to characterise the physics of

systems far from equilibrium [31, 32]. The kinetic uncertainty relation is

J(F )2

∆(F )
≤ κ(F ) (14)

where κ(F ) = limt→∞〈K(t)〉/t, i.e. the average activity per unit time. The

KUR might give a better bound on current fluctuations when the system is

far from equilibrium [30], though in a chemical reaction network the reverse

situation has been observed [12].

In our models we have

κ(F ) = (k+ + k0 + k−W )P ?(1) + (k− + k0 + k+
W )P ?(2) (15)

Finally, we have also determined the rate function I(Y ) using (8). For given

Y we have to determine s?(Y ) which satisfies

Y =
∂λ(s)

∂s
(s?) (16)

Then I(Y ) = Y s?(Y ) − λ(s?(Y )). In practice it is more convenient to vary s

and make a parametric plot of the curve {∂λ(s)
∂s (s), ∂λ(s)

∂s (s)s− λ(s)} [21].

4. Results

In Fig. 3 we plot the average current (top), the variance (middle) and the

asymmetry (bottom) as a function of F for the three models. For model A and

B (left and middle panel) the results are given for different ε-values, while for

model C (right panel) results are shown for different θ-values and at ε = 0.005.

We find that model A does not show NDM whereas the other two models

do. There is also NDM in these models in a regime of negative F (not shown).

This is because they have an (F ↔ −F , left ↔ right) symmetry.

Notice that for model B and for ε = 0 the average current goes to zero for

large F and that NDM is therefore present for all forces above a critical one.

If the walls can be surpassed and ε is not too big, NDM is present in a finite
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Figure 2: Average current (top), variance (middle) and asymmetry (bottom) as a function of

F for various ε values. The left (middle) panel shows the result for model A(B). On the right

we show the same quantities for model C at fixed value of ε = 0.005 as a function of the load

factor θ.

10



-0.010 -0.005 0.005 0.010 0.015 0.020
ϵ

2

4

6

8

10

F

Figure 3: This figure shows, for model B, the regime in which there is negative differential

mobility. It is bounded by the forces F−(ε) (blue, lower curve) and F+(ε) (orange, upper

curve). Above ε = 0.0015, NDM disappears.

interval of forces, i.e. for F−(ε) ≤ F ≤ F+(ε) after which the current increases

again. For ε above a critical value εc = 0.015, NDM disappears. In Fig. 3, we

present a plot of F−(ε) and F+(ε) in model B.

Interestingly, the observed behaviour of the current in model B and C at

ε 6= 0 is qualitatively similar to the behaviour seen in some experiments on

hopping conductivity [4, 5, 6, 7]. In all of these, it has been found that the

current as a function of the field shows NDM for a certain range of forces, after

which it increases again.

If we normalise all the rates of model A with a factor 2(1+coshF ) [13, 16, 18]

one finds that also model A shows NDM. On the other hand, we then find that

the current goes to a constant at large force which is not what one would expect

physically for a particle in a flow or for the hopping conductivity of an electron.

We now look whether signs of NDM can also be seen in the fluctuations of

the current. In model A, the variance is monotonically increasing both as a

function of F and as a function of ε. In contrast, in the models showing NDM,

the variance goes to zero at large F for ε = 0 while it goes through a minimum

if ε 6= 0. Hence in both cases there is a regime in which ∂∆(F )/∂F < 0. This

phenomenon can be called negative differential variance.
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Figure 4: Large deviation function I(Y ) in model A (top) and B (middle) at F = 0, 3, 6 and 9

for different ε-values. The bottom figure shows I(Y ) in model C as a function of θ at ε = 0.005.

Also the asymmetry is observed to behave in a similar way: in the models

with NDM there is a regime where ∂ χ(F )/∂F < 0. Such a regime is absent in

model A. Notice however that this behaviour is only observed for ε and θ− 1/2

very small.

Alternatively, the same conclusions can be reached by plotting the rate func-

tion I(Y ). In Fig. 4 we plot this function for the three models for various forces

and ε or θ (model C). When the average current increases (decreases) the mini-

mum in I(Y ) shifts to the right (left). Similarly, an increase (decrease) in ∆(F )

makes I(Y ) broader (smaller) while an increase (decrease) in χ(F ) tilts the

function more to the right (left).

Finally we look at the uncertainty relations (13) and (14). In Fig. 5 we plot,

for models A and B, σ(F )/2 and κ(F ) at ε = 0 and ε = 0.005. In the same plot

we also show J(F )2/∆J . We see that the thermodynamic uncertainty relation

becomes almost an equality for small forces, while it gives a strict upper bound
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Figure 5: Entropy production rate σ(F )/2, average activity rate κ(F ) and J(F )2/∆J as a

function of F in model A and model B for ε = 0 and ε = 0.005.

at large forces. For larger forces, where it can be argued that the system is

further from equilibrium, the KUR gives a better upper bound. This result

holds independently of the behaviour of the entropy production at large F . The

same conclusion was found to be valid for the other models and other parameter

values.

5. Conclusion

In this paper we have investigated the current fluctuations in some Markov

chain models that were constructed to give a coarse grained description of the

Brownian motion of a particle in an energy landscape. We have chosen the rates

in such a way that they give an average current that behaves similarly to the

one expected in the microscopic model. While the different models all obey the
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same local detailed balance we have seen that choosing different rates can lead

to the absence or presence of negative differential mobility. If we include more

parameters in the rates, such as the possibility to cross a wall or a load factor,

we can obtain a current-force relation that qualitatively resembles that observed

in experimental systems.

Besides average currents we also investigated the current fluctuations. We

have seen that in models with NDM, and for ε = 0 also the variance and the

asymmetry of the current have a maximum which for the variance is at F = 0.

When ε 6= 0 the behaviour becomes more interesting so that for some parameter

values the variance and the asymmetry go through a minimum as a function

of F . This can be compared with lattice gas models of NDM. In these one

considers one or more force driven particles in the presence of passively diffusing

particles that do not feel any force. The latter can act as traps and cause NDM

[18, 19]. It has been found that for such a model the variance of the current goes

through a maximum [20]. It would be interesting to see whether with a suitable

modification of the lattice gas model one could also find regimes in which the

average current and its fluctuations show both a maximum and a minimum.

In this work, the relation between the microscopic and the mesoscopic model

was made at a heuristic level. It would be of great interest to make a more

detailed mapping between the two levels of description. One can for example

ask how the rates should be chosen such that the models at different scales

have the same current and the same diffusion constant. Or one can require that

the entropy production at the two levels stays the same. These questions have

been studied in an approximate way for Markov chain models in which a clear

separation of timescales can be made between fast and slow variables [33, 34].

But that work leaves open the question on what happens if one coarse grains

a Markov chain where no clear separation of time scales is present, or when

one coarse grains from a microscopic diffusion process to a mesoscopic Markov

model. We have recently performed a study of these issues and results will be

published elsewhere.
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[8] B. Åkerman, K. D. Cole, Electrophoretic capture of circular dna in gels,

Electrophoresis 23 (16) (2002) 2549–2561.

15



[9] D. Michieletto, M. Baiesi, E. Orlandini, M. S. Turner, Rings in random

environments: sensing disorder through topology, Soft Matter 11 (6) (2015)

1100–1106.

[10] D. Michieletto, D. Marenduzzo, E. Orlandini, Topological patterns in two-

dimensional gel electrophoresis of dna knots, Proceedings of the National

Academy of Sciences 112 (40) (2015) E5471–E5477.

[11] S. Iubini, E. Orlandini, D. Michieletto, M. Baiesi, Topological sieving of

rings according to their rigidity, ACS Macro Letters 7 (12) (2018) 1408–

1412.

[12] G. Falasco, T. Cossetto, E. Penocchio, M. Esposito, Negative differential

response in chemical reactions, arXiv preprint arXiv:1812.11245.

[13] R. Zia, E. L. Præstgaard, O. Mouritsen, Getting more from pushing less:

Negative specific heat and conductivity in nonequilibrium steady states,

American Journal of Physics 70 (4) (2002) 384–392.

[14] B. Cleuren, C. Van den Broeck, Brownian motion with absolute negative

mobility, Physical Review E 67 (5) (2003) 055101.

[15] P. K. Ghosh, P. Hänggi, F. Marchesoni, F. Nori, Giant negative mobility

of janus particles in a corrugated channel, Physical Review E 89 (6) (2014)

062115.

[16] S. Leitmann, T. Franosch, Nonlinear response in the driven lattice lorentz

gas, Physical Review Letters 111 (19) (2013) 190603.

[17] U. Basu, C. Maes, Mobility transition in a dynamic environment, Journal

of Physics A: Mathematical and Theoretical 47 (25) (2014) 255003.

[18] O. Bénichou, P. Illien, G. Oshanin, A. Sarracino, R. Voituriez, Microscopic

theory for negative differential mobility in crowded environments, Physical

Review Letters 113 (26) (2014) 268002.

16



[19] M. Baiesi, A. L. Stella, C. Vanderzande, Role of trapping and crowding as

sources of negative differential mobility, Physical Review E 92 (4) (2015)

042121.

[20] P. Illien, O. Bénichou, G. Oshanin, A. Sarracino, R. Voituriez, Nonequi-

librium fluctuations and enhanced diffusion of a driven particle in a dense

environment, Physical Review Letters 120 (20) (2018) 200606.

[21] H. Touchette, The large deviation approach to statistical mechanics,

Physics Reports 478 (1-3) (2009) 1–69.

[22] B. Derrida, Non-equilibrium steady states: fluctuations and large devia-

tions of the density and of the current, Journal of Statistical Mechanics:

Theory and Experiment 2007 (07) (2007) P07023.

[23] S. Prolhac, Tree structures for the current fluctuations in the exclusion

process, Journal of Physics A: Mathematical and Theoretical 43 (10) (2010)

105002.

[24] M. Gorissen, A. Lazarescu, K. Mallick, C. Vanderzande, Exact current

statistics of the asymmetric simple exclusion process with open boundaries,

Physical Review Letters 109 (17) (2012) 170601.

[25] J. Schnakenberg, Network theory of microscopic and macroscopic behavior

of master equation systems, Reviews of Modern Physics 48 (4) (1976) 571.

[26] J. L. Lebowitz, H. Spohn, A gallavotti–cohen-type symmetry in the large

deviation functional for stochastic dynamics, Journal of Statistical Physics

95 (1-2) (1999) 333–365.

[27] A. C. Barato, U. Seifert, Thermodynamic uncertainty relation for biomolec-

ular processes, Physical Review Letters 114 (15) (2015) 158101.

[28] K. Proesmans, C. Van den Broeck, Discrete-time thermodynamic uncer-

tainty relation, EPL (Europhysics Letters) 119 (2) (2017) 20001.

17



[29] T. R. Gingrich, J. M. Horowitz, N. Perunov, J. L. England, Dissipa-

tion bounds all steady-state current fluctuations, Physical Review Letters

116 (12) (2016) 120601.

[30] I. Di Terlizzi, M. Baiesi, Kinetic uncertainty relation, Journal of Physics

A: Mathematical and Theoretical 52 (2) (2018) 02LT03.

[31] C. Maes, Non-dissipative effects in nonequilibrium systems, Springer, 2018.

[32] M. Baiesi, C. Maes, B. Wynants, Fluctuations and response of nonequilib-

rium states, Physical Review Letters 103 (1) (2009) 010602.

[33] S. Rahav, C. Jarzynski, Fluctuation relations and coarse-graining, Journal

of Statistical Mechanics: Theory and Experiment 2007 (09) (2007) P09012.

[34] A. Puglisi, S. Pigolotti, L. Rondoni, A. Vulpiani, Entropy production and

coarse graining in markov processes, Journal of Statistical Mechanics: The-

ory and Experiment 2010 (05) (2010) P05015.

18


