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Abstract. Within a business context, it is essential to communicate a
process effectively and efficiently. A process can be visualised by a pro-
cess model that represents the relations between the activities, executed
by non-human or human resources. The literature provides a multitude
of process modelling languages that can be divided into two categories
(i.e. procedural and declarative languages). These polar categories ei-
ther focus on the structured relations or unstructured relations within
a process. Although the use of an individual modelling language is not
sufficient to provide a comprehensible process model. To overcome this
limitation, various hybrid languages are proposed. Most of the hybrid
languages only focus on the control perspective of a process and neglect
the resource-related relations. Within this context, the paper outlines
the development of a resource-aware hybrid process modelling language.
The research follows the principles of the Design Science approach to
build and evaluate the artefact that solves a general problem. An empir-
ical study is conducted to evaluate the artefact. The designed artefact,
BPMND+R, is based on an existing hybrid modelling language which is
extended to support the resource perspective of a process. BPMND+R
is evaluated on its comprehensibility compared to BPMN and Declare,
in a theoretical and empirical study.

Keywords: Hybrid process modelling language - Resource perspective
- Flexible processes.

1 Introduction

Rapid technological advancements bring changes to the activities executed within
a company. As the execution of each activity has an impact on another, it is nec-
essary to understand the interaction between the different activities. Once the
relations between the activities are understood, the company can identify the
various processes that are performed within the company [63]. These processes
are referred to as business processes in the literature. A business process is de-
fined as "a collection of inter-related events, activities and decision points that
involve several actors and objects, which collectively lead to an outcome that is
of value to at least one customer" [21].
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Business process modelling (BPM) is an approach to display how organisations
execute their business processes [32]. Business process models visualise the re-
lations between the activities that are performed by human or non-human re-
sources within a business context [33,76]. These models can be designed with dif-
ferent purposes. For instance, several domain experts use an interactive model to
analyse 'what-if’ questions related to the attributes of the process. These models
focus on the dynamic and functional aspects of the process [5]. BPM can also be
used to assist people in understanding, describing, specifying and documenting
a process more effectively than they can do using natural language [35]. Lastly,
a process model can be used to analyse the process by assessing its properties
which leads to process re-engineering and improvement [51]. The focus of this
research is on the process models built to communicate a process.

A process modelling language provides a set of semantics to systematically rep-
resent a business process [51]. The literature introduces a multitude of process
modelling languages. These can be divided into two categories: procedural and
declarative languages. Procedural languages represent a ’close world’ as the pro-
cess model captures all possible activity flows. Hence any unspecified activity
flow is disallowed [14]. Activities can also have a more flexible relationship; this
means that there is not always a defined sequence in which the activities should
be executed. This relates to an ’open world’ assumption, as everything is allowed
unless it is explicitly forbidden by a constraint [14]. Modelling languages repre-
senting this behaviour are referred to as declarative process modelling languages.
In practice, a process is never fully structured or unstructured. While some ac-
tivities within a process might have more structured relations, there might be
other activities for which the relations cannot be defined using only procedu-
ral notations [59]. A hybrid approach could provide a reasonable solution for
such processes. The declarative paradigm could be used for the flexible parts of
the process and the procedural paradigm for specifying strict relations. A hy-
brid process modelling language combines existing languages at the level of their
syntax, semantics and language paradigm [6].

Hybrid languages offer a balance between the declarative and procedural paradigm
[6]. Besides, the process modellers and domain experts are more familiar with the
flow-based notations such as BPMN, which makes constraint-based declarative
languages less desirable for these users. A hybrid approach will allow them to use
these declarative languages in combination with the control-flow based models,
resulting in more comprehensible models [46,81]. However, hybrid languages are
not fully developed yet. On the one hand, the hybrid languages merely focus on
the control-flow aspect of a process and ignore the relations between the activi-
ties and their resources. On the other hand, the developed hybrid languages are
not empirically tested regarding their comprehensibility compared to procedural
and declarative languages.

This paper introduces BPMND+R, an extension of an existing hybrid language.
This research extends the control-flow perspective of the hybrid language and
provides semantics to support the resource perspective of a process while retain-
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ing the comprehensibility of the hybrid language. The comprehensibility of the
proposed extension is evaluated in a theoretical and empirical study, compared
to BPMN and Declare.

The remainder of this paper is structured as follows. The next section (Section
2) defines the research questions and methodology of the research. Then, Sec-
tion 3 gives an overview of the related work. Subsequently, in Section 4, several
requirements for the artefact are constructed based on the literature. Section 5
introduces an extension of a hybrid process modelling language that also visu-
alises the resource perspective of a process. Finally, this solution is evaluated in
Section 6, regarding its comprehensibility for novice users compared to BPMN
and Declare.

2 Research questions and methodology

2.1 Research questions

The main question which triggers this research is: How can existing hybrid pro-
cess modelling languages be extended to visually communicate the control-flow
and resource perspective of a process in a comprehensive way for human users?
This general research question can be divided into multiple sub-questions.

What are the different process modelling languages? The research looks into
different process modelling languages. These can be divided into two categories:
procedural and declarative languages. These two categories are also the building
blocks of a hybrid language. Therefore, it is essential to understand the advan-
tages, disadvantages and the differences between the two paradigms. Accordingly,
a few principal procedural and declarative languages are explored.

What are the various hybrid process modelling languages? The literature exam-
ines the different hybrid process modelling techniques. The focus hereby is, to
explore languages that combine procedural and declarative notations to model
a process. The research also evaluates the different hybrid languages on their
ability to model the control-flow and resource perspective of a process.

How can BPMN-D be extended to visualise the resource perspective of a process?
The focus of the research is to extend a hybrid process modelling language to
visualise the resource perspective of a process. Consequently, it is crucial to con-
sider how exactly the resource perspective can be visualised. These visualisations
could either be inspired from an existing process modelling language or based on
an independent language, built to visualise the resource-related relations within
a process.

How comprehensible is BPMND+R? The study looks into the literature to un-
derstand how a process modelling language can be evaluated on its comprehen-
sibility. Subsequently, the introduced extension is evaluated regarding its com-
prehension. On the one hand, different theoretical techniques are sought. On the
other hand, the focus is on an empirical approach.
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2.2 Methodology

This research will follow the Design Science approach [29]. The Design Science
methodology can be defined as: "Design science is the scientific study and cre-
ation of artefacts as they are developed and used by people to solve practical
problems of general interest" [29]. The focus of Design Science is to develop arte-
facts to overcome research problems. The outcome of a Design Science research is
not only the artefact and the applied method but also the contextual knowledge
that explains the design principals, why the method works and under which con-
ditions. Therefore, the two main activities of this methodology are: building and
evaluating the artefact. Following the Method Framework introduced in [34], a
Design Science study undergoes six phases. These phases are shortly discussed
in the next section in regard to this research [34].

1. At the beginning of a Design Science research, a problem is explicated. This
problem should be valid for a global practice and not only for the local prac-
tices. Within this research, the problem is formulated by reviewing the ex-
isting literature related to hybrid modelling languages. The literature study
is conducted as follows:

(a) Most of the literature is based on scientific sources (e.g. books, scien-
tific journals). The keywords used to look up the literature can be di-
vided into three groups: 1) terms referring to procedural, declarative
and hybrid languages 2) terms referring to resource patterns within a
process and their visualisations 3) terms referring to business process
model evaluations, guidelines and empirical study. Both backward and
forward-searching was used to include a wide rang of literature [11].

(b) The inclusion criteria can be defined as follows: 1) the study introduces
process models built for communication of the process 2) the study uses
graphical notations to model a process. Research is excluded if the fol-
lowing criteria apply: 1) the study is not in English 2) the study uses a
technical approach to model the process and evaluate the model [11].

(c) Next, the abstract and conclusion of the paper were read critically to
determine the usability of study [11].

(d) After a quick scan through the data collected, the concepts will be cat-
egorised in a table which enables the comparison of different research
papers containing the same concepts. This matrix enables the constant
comparison of the data within the same categories [82].

As the different hybrid languages are already developed, they still miss the
ability to support the resource perspective of a process, preserving their
comprehensibility. This problem does not only point out the lack of academic
research regarding the resource perspective of the hybrid languages, but it
is also a missed opportunity for the professional modellers [29,59].

2. Secondly, the artefact in development is defined by specifying its require-
ments. These requirements can be seen as the demands that the developed
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artefact should fulfil to be qualified as a solution to the defined problem [29].
The literature research leads to two types of requirements for the artefact:
1) additional control-flow patterns 2) elementary resource-related patterns.

3. The artefact is then designed and developed according to the specified re-
quirements [29]. Notations of a hybrid process modelling language are ex-
tended conform to the defined requirements. Consequently, the proposed
artefact includes additional control-flow constructs and resource semantics
to model a hybrid process.

4. Next, the artefact is demonstrated. The demonstration of the artefact re-
quires the use of the developed artefact in an illustrative or real-life case.
This shows that the artefact can solve the defined problem [29]. For the
demonstration of the artefact developed in this research, a semi-structured
process is modelled using the artefact. This hybrid model shows that the
developed artefact can be used to model a hybrid process and also represent
its resource-related relations.

5. Lastly, the evaluation of the artefact measures whether it complies with the
predefined requirements [29]. This study evaluates the artefact on its ability
to represent the relations between the activities and their resources within a
process to its users, in a comprehensive way. This is executed by comparing
a hybrid model to a procedural and a declarative model. This evaluation
is carried out in two-fold. First, the models are assessed by a theoretical
evaluation. Then, the models are examined in an experimental study. This
experimental approach is used to investigate causal relations between two
or more variables. The variables investigated in this paper are the compre-
hensibility and the process model. The experimental research is conducted
using a questionnaire that includes open and close questions. Consequently,
both qualitative and quantitative data is collected and analysed using the
appropriate methods (e.g. descriptive or statistical statics, discussion). Nev-
ertheless, internal and external validity should be taken into consideration
when examining the results. The empirical study is elaborately discussed
further in the research [29].

3 Related work

First, this section gives an overview of the different procedural and declarative
languages. Then, it focuses on the different hybrid process modelling languages.
Lastly, this section provides an overview of the several empirical studies related
to the comprehensibility of a process model.

3.1 Procedural and Declarative process modelling languages

Most of the process modelling languages can be divided into two categories,
procedural and declarative. The procedural languages are used in a structured
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context, such as an ordering process, where the rules between the different ac-
tivities are prescribed, and every situation is known at the design time [60].
Conversely, declarative languages are more suitable for flexible processes such as
a process in health care or education [44].

Consider two activities (A and B) that can occur multiple times in a process,
but they exclude each other. After the first occurrence of activity A, activity B
cannot occur in the process anymore (same goes for B). This behaviour can be
easily modelled using declarative modelling languages, as they solely focus on
the relations between the activities. Procedural languages would require more
specifications and assumptions to model the described behaviour. For example,
the decision of which activity would be executed A, B or none of these, and
how many times the selected activity will be executed [77]. These specifications
tend to over-specify the behaviour, by precisely describing how the process is
executed, while declarative languages focus on what should be done to achieve
the business goals [73].

If any change occurs within the process, the procedural model would have to be
re-designed to incorporate the change. Conversely, the declarative process mod-
els would only require adding the constraints that represent the change. Another
notable difference between procedural and declarative modelling is: how a given
behaviour can be classified as satisfying to the model. In a procedural model, a
specific behaviour can be reconstructed from the description by finding a contin-
uous path within the model that exactly represents the behaviour. In a declar-
ative model, it is sufficient that the given behaviour satisfies all the constraints
of the model. There is no correspondence required between the behaviour and
the model [22].

The following sections provide a concise overview of the common procedural and
declarative modelling languages.

3.1.1 Procedural process modelling languages

The literature is flooded with different procedural modelling languages such as
Event-Process-Chains (EPC) [1], Yet Another Workflow Language (YAWL) [74],
Petri nets [52], Unified Modelling Language (UML) [9] and Business Process
Modelling Notations (BPMN) [81]. EPC provides general notation rules, differ-
ent functions and a set of views on single parts of a company [1]. YAWL is a
combination of workflow patterns and an extension of the Petri nets formal-
ism [74]. Petri Nets is a mathematical modelling language used for modelling
business processes and workflows as place/transition nets. Transitions represent
actions, and places signify the different states within the model [52]. UML is for
specifying, visualising, constructing and documenting the artefacts of software
systems. Nonetheless, UML activity diagrams are frequently used for process
modelling [9]. EPC, YAWL and BPMN provide a wide range of constructs to
model different perspectives of a process [66].
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BPMN is an ISO standard for modelling business process and the de-facto stan-
dard for representing process models in professional practice. It is very expressive
and has been used in every kind of organisation to express their models, such
as the Nobel Prize assignment process, incident management, and e-mail voting
systems. BPMN is formal and easily understandable by the domain experts and
final users [12]. It provides a wide range of notations, such as activities, events,
control-flows, gateways and lanes [81].

Figure 3.1 provides an example of a BPMN model. The process is modelled in
an expanded swimlane (represented by a large rectangle including the activities)
which represents the resource of the process. This process is executed entirely
by Department A with the input of an external actor, which is modelled using a
collapsed swimlane. The external actor directly influences the process, but the
organisation cannot control its behaviour. The start and end of the process are
modelled using start and end events. The model includes different constructs,
such as activities, events, and gateways. First, the activity a leads to a parallel-
split gateway, where activity b and ¢ are executed simultaneously. Activity ¢
is a collapsed sub-process (represented by activity with a plus-sign on the bot-
tom) which includes multiple tasks. These activities are eventually merged by a
parallel-merge. Next, a message is sent using a throwing intermediate message
event to an external stakeholder of the process. The main difference between ac-
tivities and events is that activities are actions executed by the resources, while
events are occurrences resulting from activities within the process. A replay is
received from the external actor, modelled using a catching intermediate mes-
sage event. Then, an XOR-split gateway ends the process, or leads to activity e
before ending the process. BPMN also supports the data-related relations within
a process. It provides constructs, such as a data file and database, which can be
attached to an activity (activity a) using a dotted line.

e aaj -

data ey
storage

start -

send reply
message  recewed

Department A

g H
& E
FE H
£t i

EXTERNAL

Fig.3.1: An example of BPMN model
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3.1.2 Declarative process modelling languages

Declarative languages are used to model flexible processes [27]. Most of the
declarative languages are either constraint- or rule-based. A constraint-based lan-
guage focuses on individual relations between the activities, and models merely
the constraints of a process. Declare [55], Dynamic Condition Response graphs
(DCR graphs) [30], Guard-Stage-Milestone (GSM) [31], and Case Management
Model and Notation (CMMN) [45] are examples of constraint-based declarative
languages. The rule-based languages are text-oriented as they describe business
rules in natural language [38]. These languages do incorporate the different per-
spectives of a process, but they do not provide any graphical notations to model
the process. Therefore, these are not included in this study. This section provides
an overview of several constraint-based declarative languages.

PENELOPE counsists of constraints based on permissions and obligations. The
term Perm(Buyer, PlaceOrder) represents the permission for a buyer to place
an order [26].

DeciClare is a mixed-perspective declarative language, because it also includes
constraints regarding the data, resource and time perspective of a process. The
DeciClare constraints are based on Declare constraints. The authors evaluate
the Declare constraints to their defined requirements and extend these Declare
constraints when necessary [50].

Business Process Constraint Network (BPCN) does not only provide a
set of sixteen constraints to model the unstructured process, but these can also
be modelled using graphical notations [43].

ADEPT workflow system allows its end-user to modify a process model during
the execution (i.e. add, delete and change the sequence of tasks) while preserving
several control-flow and data-flow consistencies [57].

Worklets are often used to handle specific tasks in an extensive process. They
have a binary tree structure, where the nods represent if-then statements (if
condition, then conclusion). These if-statements are evaluated ripple down and
eventually execute tasks that are described within the then-statement [4]. The
worklets are maintained within an extensible repository, such that at runtime a
preferred worklet is contextually chosen to fulfil the activity goal.

Declare focuses on the individual relations between the activities rather than
the whole flow of the process. It makes sure that the execution of the process is
compliant with the functional specifications of the process by specifically defining
the relations between the activities represented by constraints. Declare provides
a large set of constraint templates, divided into three groups: existence, relation
and negation constraints [54,55]. The Declare constraints are usually expressed
in Linear Temporal Logic [10,25]. LTL uses temporal operators such as next
time (o F), eventually (¢ F), always (O F), and until (F U G) to describe the
relations between the activities. For example, the LTL expression (A — ¢ B),
specifies that any execution of activity A is eventually followed by activity B.
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These semantics are hard to understand for a beginner who is not familiar with
LTL semantics. Consequently, there are different approaches to visualise the
Declare constraints, such as DecSerFlow [77]. DecSerFlow notations can be used
to model workflows of dynamic processes. Table 3.1 provides several Declare
notations with their templates and semantics. These notations provide different
type of arcs to model the behaviour between two activities (A and B).

Notation Template Semantics
N
A Exactly N(A) A must occur exactly N times
N..*
A Existence N(A) A must occur at least N times
0..N
A Absence N(A) A can occur at most N times
A B Responded existence(A, B) If A occurs, B must occur as well
A » B Response (A, B) If A occurs, B must eventually fol-
low
A — B Alternate response(A, B) If A occurs, B must eventually fol-

low, without any other occurrence
of A in between

>
w

Chain response(A, B)  If A occurs, B must occur next

B Precedence(A, B) B can occur only if A has occurred
before

B Alternate precedence(A, B) B can occur only if A has occurred
before, without any other occur-
rence of B in between

A % B Chain precedence(A, B) B can only occur immediately after
I
I

A
A B Not chain succession(A, B) if A occurs, B cannot occur next
A B Not succession(A, B)  if A occurs, B cannot eventually fol-
low
A o H « B Not co-existence(A, B) if A occurs, B cannot occur

Table 3.1: Declare notations, semantics and templates
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Figure 3.2 gives an example of a Declare model, visualised by DecSerFlow nota-
tions given in Table 3.1. This model consists of five activities and four relations
between these activities. Activity a and activity b, are connected with an al-
ternate precedence constraint. This constraint implicates that every time b is
executed, it has to be preceded by the execution of activity a. Co-existence con-
straint specifies that if b occurs in the process, d has to be executed as well
(before or after b). The other way around, if d occurs in the process, b has to
be executed as well. Furthermore, the execution of activity d would require an
immediate occurrence of activity e. Lastly, activity c is eventually executed after
an occurrence of activity a.

a F
Alternate Precedence

Response

Y

C

Co-existence

d e
Chain Succession

Fig.3.2: An example of Declare model

The Declare models can contain hidden dependencies between its constraints.
Hidden dependencies are the interaction between constraints and their activi-
ties without being explicitly modelled in the process design [15]. For example,
in Figure 3.2, activity d has a hidden dependency with activity a and activity
c. If activity d occurs, activity b has to be executed as well because of the co-
existence constraint between activity b and d. But activity b has to be preceded
by activity a (alternate precedence constraint), consequently if activity a is oc-
curred, eventually activity ¢ has to be executed as well (response constraint).
This shows a hidden dependency between activity d and ¢, without being explic-
itly modelled in the model. Several papers introduce solutions to recognise these
hidden dependencies. However, the solutions are merely based on mathematical
algorithms and do not explain the graphical notations [15,83].

Dynamic Condition Response graphs (DCR graph) is an emerging pro-
cess modelling language in the declarative paradigm. It contains four types of
binary behaviours, which makes it comprehensible relative to Declare. These bi-
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nary behaviours are represented by four relations which are response, condition,
milestone and exclude/include relation [30]. These relations are briefly described
below and illustrated in Figure 3.3.

— Respounse relation between A and B (depicted graphically as - —) states that
if A happens, B eventually has to happen to complete the workflow. This
brings the flexibility that B does not have to happen for every execution of
A. For example, in Figure 3.3, if event a occurs, event b has to be executed
eventually.

— Condition relation between A and B (depicted graphically as — -) states that
before B can happen, A must have happened before. For example, event d
can only happen after the occurrence of event b (Figure 3.3).

— Exclude relation between A and B (depicted graphically as — %) allows
dynamically excluding events from the workflow. This represents an XOR-
split, as the two events mutually exclude each other. For example, in Figure
3.3, event d excludes itself, consequently d cannot be executed more than
once in the process. Include relation between A and B (depicted graphically
as — +) represents that B cannot happen until an occurrence of A. This way,
the occurrence of A includes B into the model. Figure 3.3 shows a dashed
event (event ¢), that is not included within the process at the beginning. If
event b is executed, the event ¢ will automatically be included in the process.

— Milestone relation (depicted graphically as — ©) is used in correspondence
with nested event. Nested event is a logical grouping of activities, such as a
sub-process. In Figure 3.3, the large rectangle X represents a nested event,
including event b, ¢ and d. Only if the execution of all the events inside this
nested event X is completed, then event e can be executed.

DCR graphs represent the control-flow and resource perspective of a process. It
visually assigns a resource to an activity. This can be seen in Figure 3.3, where
the rectangles right above the activities provide the resource of each activity.

X
it hai
b d b =
Rals
¢ e
a / 1
L !

[ Index

1 c I Condition relation

! : relation .

[ Reponse relation —
Include relation —
Exclude relation —

Fig. 3.3: An example of DCR graph
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Guard Stage Milestone (GSM) notations consist of stages, milestones and
guards. A stage represents an atomic task. It can have one or more guards, which
are the conditions that need to be satisfied before a stage can be activated. Also,
one or more milestones can be linked to a stage. While a guard controls when
and how a stage may start, the milestone defines when and how a stage may
end [31].

& Role X
(Automatic) 2 Role Y 1 Role Y

Task cancelled ()

Task failed ()

{> Taskcompleted () <> Task failed ()

Task succeeded ()

Task succeeded ()

Fig.3.4: An example of GSM model

Figure 3.4 represents an example of a GSM model. This example contains three
stages (represented by rectangles). A guard (o) is attached at the left side of the
stage. In this example, the stages can start when the preceding stage has reached
one of its milestones. Milestones (o) are attached to the right side of the stages.
These represent the different acceptance criterion of the stages. Thus, Task A
can fail or succeed, and this will mark the end of this task. GSM also provides
the resources of a task (above each stage). GSM notations are used to provide
the life cycle of a process. These semantics are elementary and cannot be used
to model a complicated process [31].

Case Management Model and Notation (CMMN) provides declarative
notations based on GSM semantics. Models built with CMMN are referred to
as cases, such a model is presented in Figure 3.5. The process is modelled using
tasks, stages, milestones and event listeners. These are the work items of a case,
presented in a collapsed case file. An entry criterion (¢) describes the condition
that must be satisfied for a work item to be available for execution. An entry
criterion (o) attached to the border of the case file initiates the process in Figure
3.5. A milestone represents the accomplishments of a case instance. The mile-
stone received in Figure 3.5, for instance, marks the entry criterion of the case
file as received and start the collapsed stage. Stages are used as sub-processes,
which can be executed depending on the type of instance. The stage in Figure
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3.5 includes two tasks. A task in a case can either be non-blocking or blocking. A
non-blocking task is considered completed when the resource takes up the task.
Blocking task, however, should be explicitly marked as completed by the re-
source. In this example, the stage has two non-blocking tasks. In short, the tasks
within the collapsed stage are immediately executed at the start of the case file.
CMMN also provides notations for the data perspective of a process. In Figure
3.5, for example, a data file represents the entry criteria of the blocking task c,
which is required to reach the Completed milestone. Lastly, the timer event is
used as the exit criterion (#) of the case file in Figure 3.5. An exit criterion is
the opposite of an entry criterion, as it specifies when to stop working on the
stage, task or case [45].

Case File

=

a
O ....... Received = frr=ermre=ne -
=

Fig.3.5: An example of CMMN model

3.2 Hybrid process modelling languages

Hybrid languages provide flexible, adaptable and comprehensible models for
complex processes. A hybrid approach gives a reasonable solution for a pro-
cess which includes structured and unstructured relations between the activities.
The declarative languages can be used to model flexible relations and procedural
languages for structural control-flows.

Abbad Andaloussi et al. (2020) provide an extensive literature review on the
different hybrid approaches. The authors analyse 30 hybrid process modelling



14 Maryam Ilyas

languages and recognise two types of hybrid approaches in the literature: hierar-
chical or fully mixed approach. A hybrid model based on a hierarchical approach
consists of a core- and a sub-process, each of them modelled with either a proce-
dural or a declarative language. To the contrary, within the fully mixed approach,
the notations of procedural and declarative languages fully overlap in the same
model. Some of the authors use mixed structures to design their hybrid language
. The study mentions a large group of hybrid languages that consists of proce-
dural models combined with rule-based declarative languages [6]. As mentioned
earlier, these languages are not included in this research.

3.2.1 Pockets of Flexibility

Pockets of Flexibility is a hierarchical hybrid language. The hybrid process model
consists of a predefined structured workflow and pockets of flexibility. A pocket
of flexibility includes several activities which have variable relations. The flow
of these activities is only specified during the run time of the process. Pockets
of flexibility does not only ensure flexibility but also process maintainability, as
the process model does not have to change entirely or remodelled to incorpo-
rate future changes. Figure 3.6 gives an example of a workflow with a pocket of
flexibility. The pocket of flexibility is designed using a special workflow activity,
build activity. It consists of several fragments (z,y,z). The number of executions
of these fragments and their relations are only specified during the run time of
the process. The execution of these fragments within the build activity is com-
pletely dependent on the process instance. An instance template is a particular
composition of the fragments defined at the run time [62]. Figure 3.7 shows two
instance templates of the process model in Figure 3.6. These instance templates
can be used for a specific type of instance which requires the same behaviour as
modelled by the instance template [62].

@ a Choice c

Fig.3.6: An example of Pockets of Flexibility model
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Fig. 3.7: Instance templates

y (Pt ) ( Forc)

Fig. 3.8: Building fork constructs

The fragments within the build activity can have different compositions such as
sequential or sorted as a fork. The sequential composition is used in the instance
templates given in Figure 3.7. These fragments are sequentially executed during
the run time. Conversely, the fork construct in Figure 3.8 can be compared to
the AND-split construct of BPMN. The instance templates containing a fork
structure needs to synchronise (AND-join) the different flows, using immediate
synchronisation (Figure 3.9.a) or deferred synchronisation (Figure 3.9.b). Im-
mediate synchronisation represents that all the activities within the fork have
to synchronise before the instance can continue with the control-flow. Deferred
synchronisation gives the flexibility that the instance does not have to wait for
all of the activities within the fork to proceed further. Eventually, all multiple
branches will merge before the core-process completes. Lastly, the fragments in
build activity can also be executed in arbitrary or multiple iterations. Arbitrary
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executions are based on do-while or repeat-until constructs. Multiple executions
specify that a fragment is executed sequentially or in a fork construct multiple

times [6].
X Y z X y z
a. Immediate Synchronisation b. Deferred Synchronisation

Fig. 3.9: Building Synchronisation constructs

3.2.2 Hybrid process trees

Another hierarchical approach is hybrid process trees where the top-level of the
process is modelled using process trees and the flexible sub-processes are pre-
sented by DCR graphs. Figure 3.10 provides an example of the hybrid model.
This hybrid process tree consists of four types of control flow (sequential, exclu-
sive, parallel and redo) and three types of activities (abstract, silent and atomic).
The abstract activities (X1, X2) represent flexible sub-processes that are mod-
elled using DCR graphs, inducing flexibility into the model [30,58].

3.2.3 Hybrid process modelling language with Declare

Declare models can get complex when it comes to a structured process. A large
amount of constraints decreases the comprehensibility of the model [15]. Never-
theless, Declare is suitable for the flexible parts of a process. Different studies use
Declare to model the less-structured parts of the process in combination with a
procedural language.

YAWL, Worklets and Declare

For example, van der Aalst et al. (2009) combine Declare with YAWL. The
hierarchical hybrid language consists of a procedural core-process, modelled by
YAWL [74] and multiple sub-processes which are either modelled by Declare [55]
or Worklets [4]. By combining the three languages, this hybrid approach supports
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Fig.3.10: An example of Hybrid model with Process tree and DCR graph

variations of flexibility. Figure 3.11 gives an example of a hybrid language. The
core-process is modelled using YAWL notations. YAWL specifies the control-
flow and prevents the need for change and deviation. Activities in the core-
process activate the sub-processes which are modelled using Worklets or Declare.
Worklets allow for flexibility by underspecification as it provides an extensible
repertoire of actions at run time. The sub-process which merely consists of rules
is modelled using Worklets (Figure. 3.11 (b)). Declare is used for sub-processes
which has a few execution constraints and many possible execution paths. These
sub-processes can easily be altered by including or removing a constraint. Declare
provide flexibility by design, deviation, and change [2].

Petri nets and Declare — Hierarchical approach

Several studies combine Petri nets and Declare to design their hybrid languages
[16,17,72|. Slaats et al. (2016) propose a hierarchical approach, where the core-
process is designed using Petri nets and sub-process can either be modelled using
Petri nets or Declare, depending on their characteristics. Figure 3.12 represents
a hybrid model of an order-fulfilment process. In this model, the label on the
activity consists of two parts: the actions and the actual label. The actions
represent the executable elements of the process, while the labels represent the
names of these actions. The label quality check is used twice within this process,
for action ¢ and action e. At action ¢, the label quality check triggers a sub-
process which is modelled using Declare. Action e with the same label (quality
check) leads to another task. The difference between activities and labels is
necessary to ensure independence between the actions which might have the
same label. This includes flexibility within the process as the labels can be used
multiple times within the process model without creating any confusions [72].

Petri nets and Declare — Fully mixed approach
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Fig.3.11: An example of hybrid model with (a) YAWL, (b) Worklets and (c)
Declare model

Petri nets and Declare are also combined with a fully mixed approach. Figure
3.13 presents a hybrid model that contains structured relations, modelled us-
ing Petri nets (blue arcs) and unstructured relations modelled using Declare
constraints (black arcs). For example, the relation between activity A is always
followed by activity B, and activity B is always preceded by activity A. The
relation between activity A and B can easily be modelled using sequential flows
of Petri nets (blue arc between A and B). Other activities might have an un-
structured relation, such as an activity D that can only occur if Z has occurred
before, without any other occurrence of activity D in between (alternate prece-
dence) [77]. The relation between activity D and Z is complex and modelled
using a Declare notation. The combination of Petri nets and Declare notations
allows the hybrid model to also contain Existence constraints. For instance, the
number I on the start place of the model represents Ezactly(1) constraint. This
implicates that start activity can only be executed once in the process [16,17].

Coloured Petri nets, Declare and DCR graphs

Another fully mixed hybrid approach is introduced by combining Coloured Petri
nets (CPN) with Declare and DCR graphs. CPN is specially designed to add the
data perspective within the usual Petri nets [8]. This hybrid language is one of
the few which focuses on the data and resource aspects of the process. Although
the model was introduced in the context of process simulation and the semantics
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Fig.3.13: An example of Hybrid model with Petri nets and Declare

of the process are not elaborated [80]. Thus, the notations of both the control-
flow and resource perspective are not discussed within the paper.

3.2.4 BPMN and DCR graphs

DCR graphs and BPMN are merged in a hierarchical structure where the DCR
graph represents the core-process. The DCR graph represents a large number of
admissible traces within the process. The user can zoom into one specific path
by using a search function. Within the search function, the user specifies which
activity would mark the start and the end of the concerned single-path. As a
result, this search function presents a BPMN model which represents the flow
between the specified start and end activities. The search function in Figure 3.14
includes the flow between the activity Collect documents and Assess application.
Consequently, Figure 3.15 provides the BPMN model resulted from the search
function specifications. With the provided search function and ‘the happy-path’
in BPMN;, the user can focus on the trace of their concern [18].

3.2.5 BPMN-D

BPMN-D [14] is a fully mixed approach based on BPMN and Declare. The basic
concepts of BPMN, such as activities and control-flows, are extended with a
declarative approach. BPMN-D also uses XOR-gateways from BPMN to route
the different flows within the model. This hybrid language introduces four types
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Fig. 3.15: The resulting single trace in BPMN

of tasks and four types of arcs to design a process model. The limited number
of constructs makes BPMN-D easy to understand for a novice.

The following four types of activities (represented in Figure 3.2 (left)) are intro-
duced:

1. Atomic task is an individual task executed during the process. This task is
equivalent to the atomic task in the BPMN notations.

2. Inclusive task includes a range of tasks given in a list. The user can choose
which task will be performed during the run time. It represents the XOR-
choice from BPMN. The user can execute only one task from the given list.

3. Exclusive task provides a range of tasks that cannot be executed during the
run time. The user can perform any task apart from the tasks listed.
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4. Any task represents that the user can perform any task available within the
process context.

The following four types of arcs (represented in Figure 3.2 (right)) are introduced:

1. Sequence flow is the same as the control-flow arc of the BPMN notations.
The activities linked to this flow are executed sequentially.

2. Inclusive flow represents a collection of tasks. The user can choose one or
more tasks from the given list and perform it with zero or more repetitions
before proceeding to the next modelled task. This represents the OR-choice
from BPMN because the user can simultaneously execute one or more tasks.

3. Exclusive flow provides a collection of tasks. The user can choose one or more
tasks apart from the given list and perform it with zero or more repetitions
before proceeding to the next modelled task.

4. Any flow gives the user freedom to perform any task in the process context,
with zero or more repetitions, before proceeding to the next modelled task.

Notation Name Notation Name

 wonn )
N/O.N/N..*

t

Atomic task Sequence flow

—
N/O.N/N..* . ]
N Inclusive task Inclusive flow
ft, ..t}
 mam )
N/O..N/N..* . 3
EX Exclusive task Exclusive flow

{ty, o to}
~—
N/O.N/N.*
ANY

Any flow

Any task

Table 3.2: BPMN-D notations: tasks (left) and control-flows (right)

3.3 Evaluation of the model

Prior research has shown that the visual representation of a process model can
have a significant impact on the cognitive load of a human user, without chang-
ing the information that is provided within the modelled process [37]. There
is a vast amount of literature which investigates the factors that influence the
comprehension of the business process models. This literature can be categorised
into empirical and theoretical work for procedural languages.
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3.3.1 Empirical work

The empirical studies (e.g. experiments, questionnaire studies) are often executed
to determine factors that influence the comprehensibility of a process model and
to compare two or more modelling languages. These empirical studies define pro-
cess models as the research object and comprehension as a dependent variable.
The indicators for measuring comprehension of a model can either be objective
or subjective [23]. There are two types of objective indicators to measure the
comprehensibility of a process model: 1) Objective comprehension accuracy 2)
Time taken to understand the model. The objective comprehension accuracy is
measured using comprehension questions such as multiple-choice questions with
correct /incorrect answers or problem-solving based on the model content. The
efficiency is measured by recording the time taken to understand a model. The
subjective indicators are measured using questionnaire scales like perceived ease
of understanding, perceived usefulness, and preference ratings. The results from
these studies are analysed with a variety of statistical methods such as ANOVA
test, Kruskal-Wallis test, Spearman’s correlation and Pearson’s correlation anal-
ysis. Moreover, students are the participants of most of the empirical studies.
Nevertheless, there is input from the domain experts and the process model
experts from academia or practice, but it is limited. [23]

Process modelling languages have been widely evaluated and compared with re-
gard to their understandability. Table 3.3 provides a summary of several empir-
ical studies concerning different procedural and declarative languages. As there
are different studies that evaluate the procedural languages, there are only a
few that evaluates the comprehensibility of the different declarative languages.
An empirical study that was intended to compare Declare and DCR graphs dis-
covered the need for the hybrid process models. The participants urged that
the use of declarative notations might be more attractive if these were used in
combination with procedural languages.

When it comes to hybrid approaches, there is not much empirical work executed
yet. Most of the existing empirical studies are limited to the understandability
of textual hybrid process artefacts [42,78,83]. These languages do not provide
graphical notations for the declarative part of the hybrid model. Therefore they
are not included within this study.

3.3.2 Theoretical work

There are different modelling guidelines and quality frameworks concerning model
comprehensibility. For example, Guidelines of Modelling (GoM) includes six
principals: correctness, clarity, relevance, comparability, economic efficiency, and
systematic design. For instance, to apply the relevance guideline, the model de-
signer should eliminate model elements as long as the model does not lose its
meaning [7]. Consequently, this guideline is difficult to measure objectively for a
novice. SEQUAL is a quality framework to assess how well a process achieves its
goals [75]. Also, this framework is hard to measure and use for a novice user. For
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Evaluated Research Conclusion

process modelling subjects

language(s)

BPMN Professional mod- The study recommends five guidelines
ellers to enhance the comprehensibility of the [40]

BPMN models.

Declare Students, The authors conclude that the combina-
postdocs, and pro- tion of several Declare constraints make [28]
fessors the Declare models complex for its users.

Declare Students The study concludes that the end-users can

effectively use Declare models, but which [79]
only includes a considerable spectrum of
constraints.

DCR graphs Researchers The majority experienced the DCR graph
and practitioners  notations easy to understand. [46]

UML, BPMN, Practitioners The study discovered that none of the lan-

Petri nets, YAWL guage top-ranked in comprehensibility and [66]

perceived acceptance. Though the evalua-
tion by expert users identified BPMN as
the preferred notation.

EPC and Practitioners The authors conclude that EPC elements

Petri nets are better understood than Petri nets. [67]

BPMN and Students The study concludes that procedural pro-

Declare cess models are more comprehensible than [56]

declarative process models.

Declare and Practitioners The authors conclude that both Declare

DCR graphs

and DCR graphs notations are too aca- [59]
demic and neither convincing nor intuitive
for practitioners. The authors also discov-
ered the need for the hybrid process mod-

els.

Table 3.3: Overview of empirical studies conducted to measure the comprehen-
sibility of procedural and declarative languages
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example, this framework requires correctness as a precondition of executability.
For procedural models, soundness is a measure for correctness. Therefore, to
employ this guideline, the user requires knowledge on soundness and how it can
be measured for different modelling languages. TPMG is a set of seven process
modelling guidelines. These guidelines provide recommendations on how to build
a process model from scratch as well as for improving existing process models.
Each of these guidelines is built on reliable empirical insights. Consequently,
these guidelines are easy to follow for a non-expert process modeller [47]. These
guidelines are shortly discussed further.

G1: Use as few elements in the model as possible. The size of a model
strongly influences the comprehensibility of the process [47]. If a process model
has more than 65 nodes (activities, gateways and events), it is considered highly
inefficient and complex to understand. If the number of nodes is between 31
and 37, the model is considered efficient and comprehensible for its users [64].
Mendling et al. (2012) confirm this threshold by also suggesting not to use more
than 31 nodes within a process model [48].

G2: Minimise the routing paths per element. The higher the number of
input and output arcs, the harder it becomes to understand the model [47].
Mendling et al. (2012) recommend not to model more than three inputs or
outputs per connector [48]. Whereas, Sanchez-Gonzalezet al. (2012) concludes
that each decision node should have fewer than 7 to 9 input or output sequence
flows [65].

G3: Use one start and one end event. The number of starts and end event
is positively correlated with the complexity of a process model [47]. Mendling et
al. (2012) provide a threshold of 1 start and 1 end event [48].

G4: Model as structured as possible. Structured models can be seen as for-
mulas with balanced brackets, where each opening bracket has a corresponding
closing bracket of the same type. A process model is structured if every split
connector matches a respective join connector of the same type. Thus, gateway
mismatches, where the split gateways type does not match the join gateway type,
has a negative correlation with the understandability of a process model [47,64].
However, Dumas et al. (2012) conclude that structuring might be beneficial only
when it does not increase the number of gateways [20].

G5: Avoid OR routing elements. An OR routing element bring ambiguity
within the process model and influence its comprehensibility [47]. The study
by Sarshar and Loos (2005) also concludes that tasks related to OR routing
symbols are more complicated than those related to AND and XOR, without
giving the exact numbers [67]. Sanchez-Gonzalez et al. (2012) suggest including
no more than 10 XOR, 7 AND and 4 OR decisions. It provides a low number for
OR decision nodes because the OR decision nodes make a process model more
complex than the XOR and AND decision nodes [65].
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G6: Use verb-object activity labels. A verb-object style (e.g. “Analyse re-
port”) is significantly less ambiguous and more useful than action-noun labels
(e.g. “Report analysis”) or the labels that follow neither of these styles [47].
Also, the design of a label influences model comprehension such as size, direc-
tion, colour and position of the text. Nevertheless, it is not empirically evaluated
vet [39]. Furthermore, Mendling and Strembeck (2008) report that the longer the
labels, the lower the comprehension accuracy, as they increase the effort required
to read these labels [49].

G7: Decompose the model if it has more than 50 elements. Larger
models increase the complexity of the model. Therefore, they should be split up
into smaller models. Tasks with a single entry and a single exit can be replaced by
one activity which points to a separate model including the original tasks [47,64].
Mendling et al. (2012) specifically suggest decomposing a model with more than
31 nodes [48].

These guidelines give a good overview of the quality aspects for the understand-
ability of the process models. Nevertheless, these criteria are based on several
empirical studies which included only procedural process models. Thus, their
applicability remains questionable for declarative process models [6].

4 Defining requirements

A process modelling language tends to support one or more perspective of a
process. Firstly, the following sections describe the control-flow and resource
perspective of a process shortly. Next, the procedural, declarative and hybrid
process modelling languages are evaluated on their ability to provide semantics
for the resource and the control-flow perspectives of a process. Lastly, these
evaluations are used to define the requirements of the artefact in development.

4.1 Control-flow perspective

Declare provides a spectrum of constraints that support different relations be-
tween two activities. The following sections define the control-flow perspective
of a process. Then, the hybrid languages are evaluated on their ability to sup-
port the control-flow perspective of a process by comparing them to the Declare
constraints.

4.1.1 Defining control-flow perspective

Declare constraints can be divided into three groups: existence, relation and
negation constraints (represented in Table 3.1). These groups of constraints can
be briefly described as following:

— Existence constraints specify the number of executions for an activity. For
instance, Exactly N(a) specifies that activity a must be executed exactly
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N times within the process. Existence N(a) constraint implicates that ac-
tivity a can be executed minimum N times within the process. Conversely,
absence N(a) specifies that activity a can be executed maximum N times
within the process.

— Relation constraints define relations between two activities. For example,
alternate precedence constraint specifies that activity b can only occur if
activity a has occurred before without any other execution of activity b in
between.

— Negation constraints specify the negative relations between two activities.
Not co-existence constraints, for instance, represents the XOR-choice. Thus,
it specifies that if a occurs, b cannot occur in the process.

4.1.2 Evaluating the control-flow perspective of hybrid languages

The control-flow behaviour of the introduced hybrid languages is evaluated by
comparing them to Declare constraints given in Table 3.1. Table 4.1 gives an
overview of the different hybrid languages and whether they support any tem-
plate from a specific group of Declare constraints. For example, BPMN-D sup-
ports several relations (e.g. alternate precedence, response) and negation con-
straints (not chain succession, not co-existence) but it does not support any
existence constraints.

It is noticeable that if a hybrid language does not directly include Declare nota-
tions, it does not support any existence constraints. The function of the existence
constraints is two-fold as on the one hand, these templates restrict the behaviour
of a model. On the other hand, they add flexibility within a model because an
activity can be skipped, once it has reached the minimum number of executions.
Therefore, these constraints coincide with the hybrid behaviour employed in this
research.

Existence Relation Negation

Hybrid languages constraints constraints constraints

Pockets of flexibility

Hybrid process trees

YAWL Worklets, Declare

Petri nets and Declare - hierarchical
Petri nets and Declare - fully mixed
BPMN and DCR graphs

BPMN-D

SNENEN
NN N NN RN
AN N N N

Table 4.1: Control-flow support of Hybrid process modelling languages compared
to Declare constraints
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4.2 Resource perspective

This section specifies the resource perspective of a process. Then, the previously
discussed procedural, declarative and hybrid languages are evaluated on their
ability to support the described resource patterns.

4.2.1 Defining resource perspective

The resource perspective represents relations between the activities and human
or non-human resources [21]. Russell et al. (2005) and Mertens et al. (2017)
define different resource patterns, such as direct allocation, role-based allocation,
organisation allocation, supervision, two-role allocation, separation/binding of
duties and organisation structure [50,61]. These patterns can be described as
following:

— Direct allocation determines the resource that will execute a task.

— Role-based allocation is the ability to specify that a task can only be per-
formed by resources that correspond to a given role.

— Organisation allocation assigns an activity to a resource based on their or-
ganisational position.

— The execution of activity requires supervision from another resource.

— The two-role allocation directly supports the 4-eye principle. The activity is
executed by two resources working together.

— The separation of duties specifies that two activities cannot be executed by
the same person. While binding of duties represents that if an activity is
performed by a resource, the other activity should also be performed by the
same resource.

— The organisation structure gives an overview of the different roles from var-
ious departments, assigned to resources.

4.2.2 Evaluating the resource perspective of existing languages

Different procedural languages provide graphical notations for the resource per-
spective of a process. Conversely, many declarative languages allow their users
to define the resources at the design time but they do not provide any graphical
notations for this resource pattern [68]|. In Table 4.2 the discussed declarative
languages are evaluated on their ability to define the various resource patterns.
For example, Declare and CMMN support the direct and role-based allocation
but these allocations are not presented in the process models [45,55]. Variations
on Declare, such as DeciClare provides only constraints to model the resource
perspective [68]. DCR graphs and GSM do contain the visualisation for resource
allocation [30,31].

Hybrid modelling languages are mostly focused on the control-flow perspective
and do not discuss other perspectives of a process. Although hybrid language
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Resource pattern Declare DeciClare DCR GSM CMMN
Direct allocation v v v v v
Role-based allocation v v v v v

Organisational allocation

Supervision allocation

Two-role allocation v
Separation/Binding of duties v

Organisation structure

Graphical notations v v

Table 4.2: Resource pattern support by declarative process modelling languages

introduced by Debois et al. (2015) does mention the allocation of resources.
The introduced hierarchical hybrid approach combines DCR graphs and BPMN.
Both of these languages provide graphical notations for resource patterns. Con-
sequently, these resource-related notations are also incorporated in the hybrid
model [18].

To sum up, both declarative and hybrid languages lack the visualisations for
the resource aspect of a process. Nevertheless, these languages can easily be
extended by using independent graphical notations which solely focus on the
visualisation of the resource perspective such as RALph. RALph language is
highly expressive and independent from other modelling languages [69]. The
RALph semantics are specifically designed to support the resource perspective
of a process. These semantics directly support the direct allocation, the role
allocation, the organisation allocation and the separation/binding of duties. The
full overview of RALph semantics is given in Appendix A.

4.3 Artefact requirements

The aim of this paper is to enrich a hybrid process modelling language by ex-
tending its control-flow notations and including the visualisations of elementary
resource patterns. The artefact in development will include the existence con-
straints and the described resource patterns. Consequently, Table 4.3 gives an
overview of the requirements for the artefact in development. In the following
sections, the artefact is designed based on these requirements and eventually
validated.

5 BPMND+R

BPMND+R is an extension of an existing hybrid language, BPMN-D which is
based on BPMN and Declare. As these two languages are well-known in their
respective paradigms, BPMN-D is a viable hybrid language example that repre-
sents both paradigms. Moreover, it only consists of 8 constructs, which makes it
desirable for beginners. BPMND-+R includes additional control-flow semantics
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Artefact Requirements
. The artefact supports the Existence constraints of Declare.
. The artefact supports the Direct allocation of the resources in the process.
. The artefact supports the Role allocation of the resources in the process.
. The artefact supports the Organisation allocation of the resources in the process.
. The artefact supports the Supervision allocation of the resources in the process.
. The artefact supports the Two-role allocation of the resources in the process.
. The artefact supports the Separation/Binding of duties of the resources in the process.
. The artefact provides an overview of the Organisational structure.

(o I =R, BN U R U

Table 4.3: Artefact Requirements

and resource patterns. Consequently, BPMND+R notations can be divided into
two groups: control-flow patterns and resource patterns. These are introduced
in the next sections.

5.1 Control-flow patterns

The control-flow patterns of BPMND-R represent activities and control-flows.
The activity notations of BPMN-D are extended by including the existence
constraints notations of Declare. The control-flow notations are adapted from
BPMN-D without alternations.

Table 5.1 represents the activities of BPMND-R with extended notations. The
N/ 0..N/ N..* notations in the right corner are based on the DecSerFlow no-
tations of Declare constraints (represented in Table 3.1). These activities are
explained below:

— An atomic task (represented in Table 5.1.a) must be executed exactly (N)
N times, or it can be executed at most (0..N)/at least (N..*) N times. For
example, an atomic task with notation N..* in the right corner, emphasise
that the task should be performed at least N times during the whole process.
Once the minimum number of executions is reached, the activity can be
skipped.

— An inclusive task (represented in Table 5.1.b) represents XOR-choice. The
user executes one task from the given list of tasks, exactly, at most or at
least N times.

— An exclusive task (represented in Table 5.1.c) also provides a list of tasks.
The user can perform any task apart from the tasks given in the list, exactly,
at most or at least N times.

— An any task (represented in Table 5.1.d) emphasises that the user can per-
form any task within the context of the process exactly, at most or at least
N times.
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Notation

Description

Notation

Description

N/O.N/N..* )

WONN-) Perform task t exactly Perform a task among t,,
t /at most/ at least N it IN £} | t, exactly /at most/
times. 1ren at least N times.
(a) (b)
P e A
VONNS) Perform a task different WO-NIN- Perform any task ex-
t EX t) from ty, ..., t, exactly/ ANY actly/ at most/ at least N
1rwe at most/ at least N times. times.
(©) (d)

Table 5.1: BPMND-+R task notations

The described activities can be connected using four types of flows. The flow
representations are adapted from BPMN-D and explained in Section 3.2.5. Table
5.2 gives a concise summary of these flows.

Notation Description

B is followed after A.

B is followed after A, with 0 or more repetitions of tasks
ty, ..., t, in between.

B is followed after A, with 0 or more repetitions of tasks
different from tq, ..., t, in between.

B is followed after A, with 0 or more repetitions of any
tasks within the process context in between.

Table 5.2: BPMND-R control-flow notations

5.2 Resource patterns

Figure 5.1 presents the resource-related notations of BPMND-R. These nota-
tions can be attached to an atomic task, an inclusive task or an inclusive control-
flow. These control-flow patterns represent activities that can be executed within
the process, linking resource patterns to these control-flow patterns will specify
the relations between the resources and activities executed within the process.
The exclusive activity and control-flow, for example, only represent the tasks
that should not be executed within the process. Consequently, specifying the
resource relations of these tasks would not add any value to the model, as these
tasks are not meant to be executed. The any task and control-flow represent all of
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the tasks within the process context. Each task in a process has a unique relation
to its resource, therefore linking resource patterns to any task or control-flow is
not practical.

MW s X r. Dipartmec RoIsAs pbyl Aﬁm
(a) Direct allocatlon (d) Supervision allocation
IN
{t -t}
e
Role A Role s Rolo C Depagment
(b) Role-based allocation (c) Organisational (e) Two-role allocation
allocation
IN Assigned to
A B {t, ot} department 5 General
A 5@ has role A B C
Mr. W X
IN
D s oot} Ms. X x
3 3 Mrs. Y X X
=
o Mr. Z X
(f) Separation/Binding of (g) Organisation structure
duties

Fig.5.1: BPMND+R resource patterns

The resource patterns given in 5.1 can be explained as follows:

— Direct allocation defines which resource will execute a task. In Figure 5.1.a,
task t is executed by Mr. W. The resources can also be attached to specific
tasks within an inclusive activity. For instance, the resource Ms. X is attached
to task t; and resource Mr.Z is attached to task t,, (Figure 5.1.a). Hence, if
a task among these is executed, the corresponding resource will perform the
task.

— The role allocation is based on a role of the resource. These roles can be
attached to an atomic task or an inclusive activity. The corresponding role
will eventually execute the task within the process. In Figure 5.1.b, Role A
will execute task t. Resources with Role B and Role C are allocated to task
t, and task t,, respectively. Hence, if a task among these is executed, the
corresponding role will perform the task.
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— The organisation allocation specifies that the task has to be executed by the
specified department. For example, in Figure 5.1.c the task t, task t;, and
task t, should be executed by a resource that belongs to department S.

— Supervision allocation signifies that a task has to be executed under super-
vision. For instance, in Figure 5.1.d task t is executed by Role A, but under
supervision of Role B.

— Two-role allocation is based on the 4-eye principal where two resources col-
lectively execute a task. Task t (in Figure 5.1.e), for instance, is executed by
Role A and Role B together.

— The separation/binding of duties notations can be attached to an atomic
task, inclusive task or inclusive control-flow. This way, these semantics spec-
ify whether two atomic tasks or two tasks within the inclusive list can be
executed by the same resource. An equal sign in the circle represents the
binding of duties, and a not-equal sign stresses the separation of duties. For
example, in Figure 5.1.f, the task A and B cannot be executed by the same
resource, however, task C' and D can be executed by the same resource.

— The organisation structure represents the relation between the resources,
roles and departments. Figure 5.1.¢ shows an example of an organisation
structure. On the one hand, this organisation structure represents which
roles are assigned to a specific department. For instance, the resource Mr.
Z has Role C, which is assigned to the General department. The General
department includes the roles which cannot be assigned to one specific de-
partment (e.g. a receptionist). On the other hand, it shows which resources
will take up a specific role. Mrs. Y, for instance, has Role A and B within
the Department S.

These resource patterns are simple and straightforward. Though, the combina-
tion of the different resource patterns within a small model can lead to complica-
tions. For example, the use of several separation/binding of duties constructs for
multiple tasks within an inclusive activity or control-flow could lead to complex
models. Therefore, the different resource notations should not be overused when
it comes to an inclusive activity and control-flow.

6 Evaluation

This research focuses on process models which are used to communicate a pro-
cess. The use of graphical notations within a process models are meant to facil-
itate the comprehension of a process leading to effective communication. This
section compares the comprehensibility of BPMND-+R with BPMN and Declare.
For this comparison, a process is modelled using BPMN, Declare and BPMD-+R.
Next, a two-fold evaluation is conducted where, on the one hand, the 7TPMG are
applied to the three models (discussed in Section 6.1). On the other hand, an
empirical study is executed to find out which of the three models is considered
to be the most comprehensible for the participants.
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6.1 The process models

Hybrid modelling languages are developed to model processes which contain both
structured and unstructured behaviour. A process with these characteristics was
found in the work of De Smedt et al. in [16], this process represents the journey of
a PhD student. This process description operated as a starting point. Eventually,
several alterations were made to the description (e.g. including the resource
perspective of the process). Consequently, the following process description was
constructed:

During the PhD period, the student creates content which is subsequently
published in journals or presented at a conference. Every time the PhD
student wants to publish in a journal or present at a conference, he will
have to create content again. The content creation is under the super-
vision of a doctorate holder who also has to supervise the first and the
second seminar. The progress of a PhD student throughout his career
also contains the strict order of a first and second seminar followed by
the defence. The seminars are held to discuss the previously created con-
tent with a group of experts. The first seminar cannot happen before a
contribution at a conference and the second seminar has to be preceded
by a journal publication.

A jury evaluates the journal publications and conference contribu-
tions. The jury members who evaluate the conference contribution should
be different from the jury members who evaluate the journal paper publi-
cation. Finally, the jury of defence should be from an external university
(not the university to which the PhD student belongs).

The BPMN, Declare and BPMND-+R models representing the described be-
haviour are constructed. These models can be found in Appendix B to D. Each
of these models contains the core constructs of their respective language. In this
manner, the models are representative and ensure content validity. For instance,
the BPMN model covers the basic control flow patterns (e.g. sequence, exclu-
sive choice, merge, or-choice) as well as loops [81]. Declarative model, in turn,
includes all major constraint groups (i.e., existence, relation and negation con-
straints) [13]. BPMND+R model has fundamental notations of control-flow (e.g.
atomic task, inclusive activity, exclusive activity, inclusive control-flow, gate-
way) and various resource patterns (e.g. separation of duties, supervision al-
location). Moreover, these models were built considering the good modelling
practices [13]. For instance, every gateway had a text annotation explaining the
routing-decision. Declare model was specifically built, using the notations de-
scribed in [77]. For the declarative model, it was made sure that there were no
dead activities, resulting from contradicting constraints [53].

6.2 Theoretical evaluation

For the theoretical evaluation of the model, the TPMG are used. The guidelines
are specifically designed to increase the comprehensibility of a process model. As
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discussed in Section 3.3.2, different studies provide various thresholds to enforce
each of these guidelines within the model. The thresholds define the number of
constructs that can be included in the model according to the guideline in consid-
eration. Table 6.1 give the minimum recommended threshold for each guideline
throughout the different studies. Each model constructed in the previous section
is evaluated according to the stated threshold. The model that surpasses most
of these minimum thresholds is considered more complex than the other two.

TPMG
G1. Use maximum 31 nodes.
G2. Use 3 inputs or outputs per connector.
G3. Avoid gateway mismatches.
G4. Use maximum 10 XOR, 7 AND and 4 OR decision nodes.
G5. Avoid OR routing elements.
G6. Use verb-object activity labels.
G7. Use maximum 50 elements.

Table 6.1: Overview of TPMG thresholds

In Table 6.2, the thresholds are converted into questions. These inquire whether
or not a process model exceeds the defined thresholds. If a model does not
exceed the threshold, it complies with the guideline; therefore, the answer is
Yes to the postulated question. If the model does exceed the threshold, it does
not comply with the guideline, and therefore the answer is No to the defined
question. Furthermore, each cell also provides the number of constructs under
consideration. For example, guideline 5 is converted into the following question:
Mazimum 10 XOR, 7 AND and 4 OR decision nodes?. The BPMN model does
comply with this guideline, as it has 10 XOR, 2 OR and no AND decision nodes
in the model. Declare models, however, and do not include any gateways. This
guideline is not valid for the Declare model. The BPMND+R has 3 XOR and
no OR and AND decision nodes, consequently, it complies with this guideline.

Declare notations do not include gateways; thus, G3 and G4 are not valid for
the Declare model. This can be noticed in the fact that the Declare model has
the least threshold surpasses. Both BPMN and BPMND+R models exceed in
one threshold, but Declare exceeds zero thresholds. Consequently, the TPMG
suggest that BPMN and BPMND+R might be relatively difficult to understand
than Declare for their users. However, this conclusion has to be taken carefully
as these guidelines are designed for procedural models. For a better evaluation
of declarative and hybrid models, another set of guidelines is required.

6.3 Empirical evaluation

To further evaluate the comprehensibility of BPMND+R an empirical study
is conducted. This study centres around the following research question: "How
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Thresholds BPMN Declare BPMND+R
G1. Maximum 31 nodes? Yes - 23 nodes Yes - 5 nodes zioe;es ) 12

Maximum 3 input or output arcs

G2. No - 5 arcs Yes - 4 arcs Yes - 2 arcs
per connector?
Yes - 1 start Yes - 1start Yes - 1 start
G3. Only 1 start and 1 end events? 1 end event 1 end event 1 end event
G4. Gatewa.ys mismatches Yes No Gateways No
are avoided?
Yes - Yes -
G5 Maximum 10 XOR, 7 AND and 10 XOR No Gateways 3 XOR
"4 OR decision nodes? 2 OR 0 OR
0 AND 0 AND
G6. Verb-object activity labels? Yes Yes Yes
Yes - Yes - Yes -

GT7.

. ?
Maximum 50 elements? 50 elements

15 elements

24 elements

Table 6.2: 7TPMG: The evaluation counting

comprehensible is BPMND-+R compared to Declare and BPMN?". The following
section presents the research design and results of the empirical study, which
answers the postulated question.

6.3.1 Experimental design

This experimental design approach requires a population who has adequate
knowledge of BPMN and Declare notations. The master students of UHasselt
and KU Leuven had a course on Business Process Modelling which included
BPMN and Declare notations. These students not only meet the knowledge re-
quirement, but they are also a convenience sample for this academic research.
As most of the empirical studies, this study will also be conducted under the
master students [23].

In preparation for the experiment, the three process models constructed previ-
ously are slightly altered. The changes in the process models are made to ensure
that the behaviour of each process model is slightly different from the other
two. Besides, for each model several yes/no questions are defined related to the
behaviour of the process models. These alterations avoid any learning-aspects
during the questionnaire [19]. The modified models are included in Appendix E
to G.

The designed questionnaire (included in Appendix H) can be divided into three
phases:

1. At the beginning of the questionnaire, the participants are asked to assess
their theoretical knowledge on and experience of BPMN and Declare nota-
tions. Next, the participants receive a short introduction to the modelled
process. The concise description of the process only introduces the activities
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and resources within the process. The relations between the activities are
not included in the description. This way, the participants are obligated to
use the process models for information-seeking.

The second phase includes BPMN, Declare and BPMND-+R models. At first,
the participants receive a short introductory video about BPMN notations
that are used within the process model. This ensures that all the partici-
pants have the required knowledge to understand the process model. Then,
the participants receive the BPMN model and pre-defined yes/no questions.
These yes/no questions are used to objectively measure the comprehension
of a model, relatively to the other models. During the questionnaire, the
participants had access to a concise summary of the constructs used in the
model. This way, the participants do not have to memorise or recall the ex-
plained constructs [23]. After answering the yes/no questions of the model,
the participants are asked to rank the language on a scale of comprehensi-
bility and elaborate on the perceived ease of understanding the model. The
introductory video, the yes/no questions and the subjective indicators are
then repeated for Declare and BPMND+R models. Due to the technical lim-
itations, there is no randomisation within the three language-related parts
of the survey.

At last, participants are asked to rank the three languages on the perceived
complexity and provide qualitative feedback on the most complex perceived
language.

Data collection

The following data is gathered in the survey related to the self-assessment on
the knowledge on and experience with BPMN and Declare modelling notations:

— THEORY (BPMN /Declare): Participants make a self-assessment of their the-

oretical knowledge on BPMN and Declare modelling, on a five points ordinal
scale.

— PRACTICE(BPMN /Declare): Participants make a self-assessment of their

practical experience with BPMN and Declare modelling, on a four points
ordinal scale.

The following objective indicators of comprehension are measured:

— DURATION(BPMN /Declare/BPMND+R): The time that the participants

take to answer the yes/no questions of a specific model.

— SCORE: This variable is recorded for each question related to a model. The

recorded answer can be correct (value of the variable is 1); the participant
did not know the answer (value of the variable is 0); or the answer was
incorrect (value of the variable is -1).
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— M-SCORE(BPMN /Declare/BPMND+R): This variable captures the sum of
the correct answers for each model (SCORE). It serves as an operationali-
sation of understandability related to a model.

Lastly, several subjective indicators of comprehension are recorded:

— SCALE(BPMN /Declare/BPMND+R): The complexity scale provides the
perceived comprehension of the model. The results can differ between Ex-
tremely difficult to understand and Extremely easy to understand. This vari-
able is recorded for each language.

— M-FEEDBACK(BPMN /Declare/BPMND-+R): This variable provides qual-
itative feedback on the perceived comprehension of a language. This variable
is recorded for each language.

— RANKING: At the end of the questionnaire, the participants rank the three
languages regard to their perceived understandability.

— FEEDBACK: The participants also give qualitative feedback on the language
that they experienced to be the most difficult.

— GENERAL FEEDBACK: The participants give optionally general feedback
on the questionnaire.

Hypothetical relations between variables and comprehension

Before conducting the statistical analysis, several hypothetical connections be-
tween the different variables can be explicated. These hypotheses are based on
the work in [49], as the authors also intended to measure the comprehension of
the different models. In particular, two hypotheses related to the personal factors
and model factors can be defined:

1. The higher the M-SCORE(BPMN /Declare/BPMND+R), the more compre-
hensible a language is for the participant.

2. A high M-SCORE(BPMN /Declare/BPMND+R) of a model, is connected
with lower values in DURATION and higher values in RANKING.

A high score on the yes/no questions regarding the model represents high com-
prehensibility of that language as it indicates the accuracy of the answers. There-
fore, the participants with a high score on a model should efficiently answer the
questions (low DURATION) and rank the language high on the comprehensi-
bility scale (high RANKING) [24,49]. In the following section, several statistical
methods are used to assess these hypotheses.

6.3.2 Results

The collected data can be divided into two categories. These are discussed and
analysed in this section.

Objective indicators
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Overall, 18 students filled in the questionnaire. Of these 18 students, on a scale of
1 to 5, nine considered themselves to have a mediocre knowledge on BPMN;, and
the other nine claimed to have rather strong knowledge on BPMN. Regarding
Declare, four students indicated to have weak theoretical knowledge on Declare;
the other 14 were evenly distributed between rather weak knowledge on Declare
and common theoretical knowledge on Declare. Finally, two of the participants
indicated that they use BPMN regularly in their group projects, student jobs,
internships or thesis. The rest of the students had never used BPMN (7 students)
or sometimes used BPMN in practice (9 students). However, 13 students indi-
cated that they had never used Declare in practice and the other five indicated
that they used Declare sometimes in practice. These five students had a group
work in which they used the Declare notations once. To sum up, the partici-
pants claimed to have a higher knowledge on BPMN than Declare. Nonetheless,
the students have rather low experience with using both BPMN and Declare in
practice.

The DURATION represents the time that the students attributed to under-
stand the model and solve the related questions. The descriptive statics of this
variable are displayed in Table 6.3. The average time taken to solve the yes/no
questions for each model is around 8 minutes (BPMN = 9.53; Declare = 8.89;
BPMND+R 7.81). The variable does contain extreme outliers for BPMN (44
minutes), Declare (42 minutes) and BPMND+R (28 minutes) model as these
values are greater than three times the interquartile range (Q3-Q1). An expla-
nation of these outliers could be that the survey was filled in online. Thus, the
students might have engaged in other tasks during the questionnaire. This de-
creases the credibility of this static, and it is not used in further analysis.

BPMN Declare BPMND+R

Minimum 3.83 1.63 3.14
1st Quartile (Q1) 6.26  3.78 5.05
Median 7.82 6.91 6.43
3rd Quartile (Q3) 9.46 10.23 8.56
Maximum 44.36  42.62 28.43
Interquartile Range(IQR)  3.20  6.45 3.51
Q3 + 3*IQR 19.06 29.58 19.09
Mean 9.53  8.89 7.81
Variance 79.283 85.169 31.095

Table 6.3: Descriptive statistics of DURATION

Next, the M-SCORE of each model is compared to the other. As mentioned
earlier, the M-SCORE is the sum of the SCORE variable per model. A SCORE
can be 1 when answered correctly; -1 if the answer is wrong; and 0 when the
respondent indicates that he does not know the answer. Therefore, when the
SCORE is summed for each model, the M-SCORE can also have negative values
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(mapped on the y-axis of Figure 6.1). The boxplots in Figure 6.1 give a first
impression of the scores per model (descriptive statistics in Table 6.4). The
median score of BPMN and BPMND+R model (6.00) is equal, while the Declare
model (3.00) has a lower median score. The variation of the BPMN score (5.595)
is also lower than the other two models. Thus, the results for the BPMN model
are more consistent, leading to higher answer accuracy. This can also be seen in
Figure 6.1. Moreover, the scores for the BPMN model are consistent on the higher
end. Besides, the upper 50% of BPMN and BPMND+R scores have the same
distribution. BPMN and Declare model also have an outlier that is not extreme
(<Q3 - 1.5*IQR). Each model has one respondent whose score was lower than
25%. From these boxplots and descriptive statistics, it can be concluded that
the average scores of BPMN and BPMND+R are higher than Declare scores.

BPMN Declare BPMND+R

Minimum 0 -5 0
Median 6 3 6
Maximum 10 10 10
Interquartile Range(IQR) 3 5 4
Q1 - 1.5*IQR .5 -5 -2
Q3 - 1.5*IQR -4 -10 -8
Mean 6.22 3.28 5.67
Variance 5.59 14.33 9.41

Table 6.4: Descriptive statistics of M-SCORE

To analyse whether there are significant differences between the scores of the
three models, the statistical two-paired ANOVA test is executed. The ANOVA
test is based on following assumptions: 1) the variable is normally distributed
2) the sample cases are independent of each other 3) the variance among the
groups is equal 4) the groups have equal sample size [36]. These assumptions are
tested for the M-SCORE variable:

1. To test the normality assumption, the Shapiro-Wilk test is chosen. This test
is considered to be more appropriate for small sample size (<50) than the
Kolmogorov—Smirnov test [70]. The results of the test are given in Table 6.5;
the significance level of each modelling language is above 0.05 [71]. According
to the Shapiro-Wilk test, the normality assumption holds for the M-SCORE
variable.

BPMN Declare BPMND+R
P-value 181 1908 .244

Table 6.5: Normality test of M-SCORE (Shapiro-Wilk)
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Fig.6.1: Boxplots of SCORE per model

2. The sample cases are independent as the participants individually filled in
the questionnaire.

3. The test of homogeneity of variance is performed to ensure the variance
equality. This Leven’s static (sig. = .242) is not significant at the level of
.05. Thus, the groups have homogeneous variances [41].

4. The sample size of each group is 18.

The ANOVA-assumptions hold for variable M-SCORE. The null and alternative
hypothesis for these ANOVA tests is defined as follows:

Hy: There is no significant difference between the scores of the different
models.
H;: There is a significant difference between the scores of the different
models.

The outcome of the ANOVA statistical analysis has a p-value of 0.016, which is
significant for an alpha level of 0.05. Consequently, the null hypothesis can be dis-
carded with a 95% confidence level. Thus, the scores of the different models are
significantly different from each other. Furthermore, the Tukey HSD test is con-
ducted to analyse the pairwise differences between the modelling languages [3].
The difference between the mean of each pair of modelling language is shown in
Table 6.6. This shows that the average scores of Declare model are significantly
lower than the average scores of the BPMN model. However, the difference be-
tween the average score of Declare and BPMND-+R is not significant at the 95%
confidence level (p-value = 0.066).
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BPMN-Declare Declare-BPMND+R BPMND—+R-BPMN
Difference 2.944* -2.389 -0.556
P-value 0.018 0.066 0.856

Table 6.6: Tukey’s HSD mean comparison for M-SCORE (*significant at 95%
confidence level)

After the questions of each model, the students were asked to rank that process
modelling language on the perceived difficulty of the model. The participants
ranked the model on a scale of 1 to 7, with 1 being extremely difficult and
7 extremely easy to understand. The perceived difficulty, as indicated by the
participants, is shown in Figure 6.2. The descriptive statics of the variable are
given in Table 6.7. The average value for BPMN, Declare and BPMND+R are
3.94, 2.61 and 4.56, respectively. There are several notable differences, i.e., the
most significant one being that Declare was the most difficult to understand for
the users as it has the lowest mean with a variance of 1.08. Thus, the results are
grouped at the lower side of the scale. The majority of the participants found
BPMND-+R slightly easy to understand (highest average). BPMN rankings are
evenly distributed on the scale.

40 M-BPMN

B M-BPMND+R

M-Declare
30

20 | ‘

Extremely Moderately Sli?htly Neither Slightly Moderately Extremely
difficult difficult difficult eda? nclnr easy easy easy
ifficult

Percent

=]

=

Fig.6.2: Percentage of perceived difficulty scores of the models relative to the
total number of participants

At the end of the questionnaire, the students were asked to rank the process
modelling language according to their complexity. Majority of the students re-
ported Declare as the most difficult language to understand, while BPMND+R
was the easiest to understand.

Subjective indicators

To validate the results further, the participants are asked to provide qualitative
feedback on the comprehensibility of each language. This feedback is included
in Appendix I. Nine participants found BPMN hard to understand because the
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BPMN Declare BPMND+R

Minimum 2 1 2
Median 3.5 2.5 5
Maximum 6 5 6
Mean 3.94 2.61 4.56
Variance 2.06 1.08 1.90

Table 6.7: Descriptive statistics RANKING

flow of the model had too many possibilities, and it gave too much information.
A large number of arcs, gateways and loops within the process, made it harder
for the participants to understand which behaviour is exactly allowed. Though,
there are participants, who found the control-flow of the BPMN model quite
clear as it only included five activities and textual descriptions. These textual
descriptions provided additional information about the resources of the process.
One participant also pointed out that the names of the tasks were very clear and
textual conditions on XOR gateways made the flow of the process model easy
to understand.

The majority of the participants (15) found Declare model rather difficult to
understand. The Declare model included too many constraints of which the be-
haviour and notations could not always be precisely differentiated. As the model
lacks a sequential flow, the participants experienced additional difficulties. The
participants mentioned that they had to understand each constraint, interpret
it within the model and finally link it with other constraints and activities. On
the one hand, several participants argued that there were too many possibilities
and freedom within the model. On the other hand, a few participants said that
they could focus on the individual relations of two activities which made the
model easier to understand than BPMN. Finally, several participants suggested
that textual notations within the process model might make the Declare model
more understandable and provide more information on the resource perspective
of the process.

Most of the participants experienced BPMND+R, as a rather easy modelling
language. The participants appreciated the clear notations of the resource per-
spective, which were not included in the previous two models. Many participants
mentioned that once they get more familiar with BPMND+R notations, they
might understand the process model better. Other argued that the notations
were quite obvious and clear after the short introductory video. For some partic-
ipants, the notation of exclusive control-flow (EX(t,, ... t,,)) was not quite clear.
One participant also mentioned that within the BPMND+R notations, both the
arcs and activities could represent tasks, which made the model slightly difficult
to understand. Finally, the participants mentioned that BPMND+R notations
provided a middle-ground for BPMN'’s strict control-flows and Declare’s loosely
constraints.
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In addition, within the general remarks, several participants appreciated the
existence of constraint notations within the Declare and BPMND+R models.
These constraints made it easier to understand how many times an activity
could be executed.

Lastly, the participants were asked to give feedback on one language which they
perceived the most difficult to understand. Almost every participant mentioned
Declare as the most difficult language to understand because of the abundant
constraints and their similar notations. A few also mentioned BPMN as difficult
because it included many loops with a large number of gateways. None of the
participants mentioned BPMND+R as the most complex language.

Both the objective and subjective indicators conclude that the participants ex-
perienced the BPMND+R and BPMN models to be more comprehensible than
Declare. This conclusion is also validated by the qualitative feedback. The sub-
jective indicators suggest that the BPMND+R model was slightly easier to un-
derstand compared to BPMN and Declare model. It is also apparent that the
BPMND-+R notations are clear and evident, despite that these notations were
new to the participants compared to the BPMN and Declare notations. Never-
theless, several participants mentioned that it was harder to differentiate between
inclusive/exclusive activities.

Nonetheless, the results of this empirical study have to be treated cautiously and
considered in the context of several limitations. The subjects of theses studies
were 18 students that were convenient to reach for the researcher. Besides only
a few participants claimed to have an experience with BPMN and Declare. This
limits the generalisability of the results. The motivation of participants and
their learning techniques might not be representative of the whole population
as no professional modellers were included in this research. Nevertheless, the
use of student as subjects is a well-established practice of experimental studies
[67]. Moreover, the process models used in this language represented the basic
concepts of that language, yet there was only one model presented for each
modelling language. This limits the representability of used modelling languages.

7 Conclusion

When developing a process model for communication purposes, a multitude of
process modelling languages can be used. Traditionally, a distinction is made be-
tween procedural and declarative languages. Procedural languages support struc-
tured processes, and declarative languages are used for flexible processes. Re-
cently, researchers recognised that procedural and declarative languages should
not be seen as mutually exclusive. This brings the possibility of the hybrid pro-
cess modelling languages. The combined notations of procedural and declarative
languages provide a more practical solution for structured and unstructured
processes. However, hybrid languages are not fully developed yet. On the one
hand, they lack the graphical notations to represent the resource perspective of
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a process. On the other hand, there are no empirical studies that evaluate the
comprehensibility of these languages.

This paper presented and evaluated a resource-aware hybrid modelling language,
BPMND-+R. This language is specifically designed to represent the resource pat-
terns in a comprehensible way. BPMND+R is evaluated in a theoretical and
empirical study by comparing it to BPMN and Declare. The theoretical study
evaluated the Declare model to be more comprehensible than the BPMN and
BPMND-+R models. Due to the lack of an overall set of easy-to-use guidelines
for procedural and declarative languages, the models were evaluated using guide-
lines built for procedural models. Consequently, the results of this study remain
questionable. The results from the empirical study suggested that the Declare
model was more complex for the participants than the BPMND and BPMND+R
models. Overall, the participants stated BPMND-R as straightforward and easy
to understand. Other participants found the BPMND+R control-flow notations
ambiguous and complex.

Possible directions for future research follow from the limitations of theoreti-
cal and empirical studies. Firstly, future work can conduct an empirical study
that evaluates the comprehensibility of this hybrid language with a larger sam-
ple that also includes professional modellers and domain experts. Secondly, re-
search efforts can be directed to introduce easy-to-use guidelines applicable to
declarative and hybrid models. Finally, this research only visualises simple re-
source patterns within a hybrid model. Besides, the used graphical notations
are language-independent. Future work can be conducted to extend other hy-
brid languages and visualise more complex resource-related relations within a
process.
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Appendix B BPMN model used for theoretical

evaluation
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Appendix C Declare model used for theoretical

evaluation
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Appendix D BPMND-+R model used for theoretical

evaluation
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Appendix F Declare model used for empirical evaluation
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Appendix G BPMND-+R model used for empirical
evaluation
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Appendix H Questionnaire

H.1 General Questions-1

Background
Did you follow a course which included BPMN? (Yes/No)
Did you follow a course which included DECLARE? (Yes/No)

Theoretical knowledge on and experience with BPMN

How do you assess your theoretical knowledge on BPMN? (I have weak theoreti-
cal knowledge on BPMN/ T have rather weak theoretical knowledge on BPMN/ I
have mediocre theoretical knowledge on BPMN/ I have rather strong theoretical
knowledge on BPMN/ I have strong theoretical knowledge on BPMN)

How often do you use BPMN in practice (e.g. for group projects, student jobs,
internship, thesis, personal use)? (I never use BPMN in practice/ I sometimes
use BPMN in practice/ I regularly use BPMN in practice, but not every day/ I
use BPMN in practice every day)

Theoretical knowledge on and experience with Declare

How do you assess your theoretical knowledge on business process modelling?
(I have weak theoretical knowledge on DECLARE/ I have rather weak the-
oretical knowledge on DECLARE/ I have mediocre theoretical knowledge on
DECLARE/ I have rather strong theoretical knowledge on DECLARE/ I have
strong theoretical knowledge on DECLARE)

How often do you use DECLARE in practice (e.g. for group projects, student
jobs, internship, thesis, personal use)? (I never use DECLARE in practice/ I
sometimes use DECLARE in practice/ I regularly use DECLARE in practice,
but not every day/ I use DECLARE in practice every day)

H.2 Questions regarding BPMN model

Multiple-choice questions related to the model 1. Can you present at
a conference and also publish in a journal after only one content creation?
(Yes/No/It is not clear form the model/ I don’t know)

2. After the second seminar, are you obligated to immediately defend your con-
tent that you created during your PhD? (Yes/No/It is not clear form the model/
I don’t know)

3. Before the first seminar, can you present at a conference without publishing
in a journal? (Yes/No/It is not clear form the model/ I don’t know)

4. Can you invite Mr Robert from the University of Chicago as a jury member
of more than one conference? (You are doing your PhD at the University of
Hasselt) (Yes/No/It is not clear form the model/ I don’t know)

5. Can you defend your content, if you only had a journal publication and a
conference? (Yes/No/It is not clear form the model/ I don’t know)
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6. Can you have as many content creations as you want? (Yes/No/It is not clear
form the model/ I don’t know)

7. Is Mr Steven (your supervisor) going to be in the jury of defence? (Yes/No/It
is not clear form the model/ I don’t know)

8. After the second seminar, can you directly publish in a journal or present at
a conference? (Yes/No/It is not clear form the model/ I don’t know)

9. Before the second seminar, you are obligated to have a journal publication,
but can you also present at another conference? (Yes/No/It is not clear form the
model/ T don’t know)

10. Can the jury members of the journal publication also attend the second
seminar? (Yes/No/It is not clear form the model/ I don’t know)

Model comprehension with Qualitative feedback

How would you rate the BPMN model on a scale of comprehensibility? (Ex-
tremely easy/ Moderately easy/ Slightly easy/ Neither easy nor difficult/ Slightly
difficult/ Moderately difficult/ Extremely difficult)

What made the BPMN model easy or difficult to understand?

H.3 Questions regarding Declare model

Multiple-choice questions related to the model

1. Can you present at a conference and also publish in a journal after only one
content creation? (Yes/No/It is not clear form the model/ I don’t know)

2. Is Mr Steven (your supervisor) going to be in the jury of defence? (Yes/No/It
is not clear form the model/ I don’t know)

3. After the second seminar, can you directly publish in a journal or present at
a conference? (Yes/No/It is not clear form the model/ I don’t know)

4. Between the first and second seminar, can you publish in a journal? (Yes/No/It
is not clear form the model/ I don’t know)

5. Can you have as many content creations as you want? (Yes/No/It is not clear
form the model/ I don’t know)

6. Can you invite Mr Robert from the University of Chicago as a jury member
of more than one conference? (You are doing your PhD at the University of
Hasselt) (Yes/No/It is not clear form the model/ I don’t know)

7. If you want to give the first seminar twice, can you create new content between
these two seminars? (Yes/No/It is not clear form the model/ I don’t know)

8. Before the first seminar, you are obligated to present at a conference, but are
you also obligated to have a journal publication? (Yes/No/It is not clear form
the model/ I don’t know)



Resource-aware hybrid process modelling language 59
9. Do the jury members of the conference also have to attend the first seminar?
(Yes/No/It is not clear form the model/ I don’t know)

10. After the second seminar, are you obligated to immediately defend your
content that you created during your PhD? (Yes/No/It is not clear form the
model/ I don’t know)

Model comprehension with qualitative feedback

How would you rate the DECLARE model on a scale of comprehensibility?
(Extremely easy/ Moderately easy/ Slightly easy/ Neither easy nor difficult/
Slightly difficult/ Moderately difficult/ Extremely difficult)

What made the DECLARE model easy or difficult to understand?

H.4 Questions regarding BPMND-+R model

Multiple-choice questions related to the model

1. Do the jury members of the conference also have to attend the first seminar?
(Yes/No/It is not clear form the model/ I don’t know)

2. Can you skip the journal publication, if you have already presented at a
conference? (Yes/No/It is not clear form the model/ I don’t know)

3. Suppose that you created content one time, had a journal publication and a
conference, can you now give the first seminar and the second seminar as well?
(Yes/No/It is not clear form the model/ I don’t know)

4. Before the first seminar, can you present at a conference without publishing
in a journal? (Yes/No/It is not clear form the model/ I don’t know)

5. If you want to give the first seminar twice, can you create new content between
these two seminars? (Yes/No/It is not clear form the model/ I don’t know)

6. Is Mr Steven (your supervisor) going to be in the jury of defence? (Yes/No/It
is not clear form the model/ I don’t know)

7. Between the first and second seminar, can you publish in a journal? (Yes/No/It
is not clear form the model/ I don’t know)

8. Can you invite Mr Robert from the University of Chicago as a jury member
of more than one conference? (You are doing your PhD at the University of
Hasselt) (Yes/No/It is not clear form the model/ I don’t know)

9. Can you have as many content creations as you want? (Yes/No/It is not clear
form the model/ I don’t know)

10. Can you present at multiple conferences before having a second seminar?(Yes/No /It
is not clear form the model/ I don’t know)

Model comprehension with qualitative feedback
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How would you rate the BPMND-+R model on a scale of comprehensibility?
(Extremely easy/ Moderately easy,/ Slightly easy/ Neither easy nor difficult/
Slightly difficult/ Moderately difficult/ Extremely difficult)

What made the BPMND-+R model easy or difficult to understand?

H.5 Ranking the modelling languages

Which of the following two languages was more difficult to understand?(Declare/BPMN)

Which of the following two languages was more difficult to understand? (De-
clare/BPMND-R)

Which of the following two languages was more difficult to understand? (BPMN/BPMND+R)

H.6 Comprehension qualitative feedback

Which language was the most difficult to understand and why?

Is there anything I should take into consideration (in general)?
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