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Abstract

Bandung, one of the biggest cities in Indonesia, has a serious problem with dengue fever.

Dengue virus is mostly transmitted by Aedes mosquitoes. The distribution of dengue

rate varies over times. One may be interested to investigate the dengue rate level every

month (e.g., low, medium low, medium high and high). In order to investigate the

dengue rate distribution, we propose a quantile regression technique with several quan-

tile levels. We obtain not only some conditional quantile values for dengue rate, but also

the information of time. Hence, we need to build a flexible modeling technique involv-

ing not only some covariates but also the information of time. Therefore, we propose a

(time) varying-coefficient model (VCM) where the coefficients vary over time. In VCM,

we consider the coefficients as an unknown function of time variable. Those coefficients

can be approximated by a B-splines function. The quantile objective function itself is

penalized by a difference operator on the coefficients of the basis B-splines, which we

call P-splines quantile objective function. The tuning parameter of the penalty term

is chosen in a data driven way, in this case, we propose to use Schwarz Information

Criteria. We consider two models for the variability in the VCM: homoscedastic and

simple heteroscedastic models. Year 2017 is shown to have a consistent low level of

dengue rate over the months.

Key Words: Quantile regression; P-spline; VCM; dengue; heteroscedasticity;
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1 Introduction

In tropical regions, dengue fever is one of the most dangerous disease and it may cause death.

This disease is caused by dengue virus, with 4 different stereotypes, which is transmitted

by female Aedes mosquitoes (i.e. aegypti and albopticus). Symptomatic dengue virus

infections were grouped into three categories: undifferentiated fever, dengue fever (DF)

and dengue haemorrhagic fever (DHF). DHF was further classified into four severity grades,

with grades III and IV being defined as dengue shock syndrome (DSS) with the highest

possibility which can cause death [1]. In this thesis, we will not divide the analysis on each

categories but just to be a disease called dengue fever.

The cycle of dengue virus transmission can be seen in Figure 1. Firstly, the female

aedes mosquito that bring the dengue virus bites a healthy human and that human becomes

infected. This human will catch dengue fever with any of the categories mentioned before.

The transmission to other human will be done when another female aedes mosquito, that

does not bring the virus, bites the infected human and will bring the virus. By that, the

cycle will then be repeated.

Figure 1: Cycle of dengue virus transmission

The number of dengue cases in the worldwide that are reported annually are increasing

every year. Nearly 75% of cases, the disease burden due to dengue were reported from

South-East Asia Region and Western Pacific Region. The epidemic of the dengue is a major

public health problem in some countries in the southern part of Asia such as Indonesia,

Myanmar, Sri Lanka, Thailand, and Timor-Leste. In Indonesia, 20% of the total number

of the cases in the whole country reported are from both Jakarta and West Java province

[1].
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Bandung is one of the most populous cities in Indonesia and geographically located on

the highland part of West Java province. This city has a high level of humidity with the

temperature of 18.5◦C - 30.1◦C and is located 791 meters above sea level. Aedes aegypti, the

vector of dengue fever transmission in Indonesia, can live in a place with the temperature

above 16◦C and under 1,000 meters above sea level. Therefore, Bandung is one of the cities

that is suitable for the Aedes mosquito to live at and breed [2].

It is our interest to detect the monthly pattern of the dengue incidence rate and to

detect the years with certain risk level of dengue fever. One way to do this, is by building

a statistical model such as regression model. Concerning dengue fever is a vector-borne

disease, normally it has a majority of the low incidence rate. By this situation, the incidence

rate will likely to be right-skewed and not bell-shaped [3]. Therefore, the simple linear

regression might not be the best option for this case. One way to tackle this condition is by

applying quantile regression, applying the regression on each quantile, such as at the tails

and the median of the data.

In addition, when the data is recorded as repeated measurements, a model needs to take

them into account. In this thesis, we use a varying coefficient model, where each parameter

to be varies. The estimation of these parameters will be done by using P-splines which give

more accurate curve estimation for nonlinear trend changes [4].

2
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2 Methodology

2.1 Data Description

In this thesis, the data is gathered from 2013-2017 with recordings every month in Bandung

city, in total 60 months. The data contains the monthly dengue rate, precipitation and

temperature for 5 years. The response variable is the dengue rate: number of recorded

cases out of a certain number of people. The estimators that are taken into the study are

the monthly precipitation level in mm(s) and temperature in degree Celcius.

2.2 Statistical Tools

The methodology consists of 3 statistical tools: quantile regression, P-splines and varying

coefficient model (VCM).

2.2.1 Quantile Regression

Quantile regression is the generalization of median regression into τ -th level quantile re-

gression. This idea is used mainly for the non-Gaussian setting data which has skewed

distribution instead of bell-shaped. This setting does not perform good in simple linear

regression [5]. Basically, quantile regression is an extension of linear regression that pro-

vides greater flexibility than other regression methods to identify differing relationships at

different parts of the distribution of the dependent variable [6].

Let Y be the random variable of the interest and µ is the mean of Y which is obtained

by minimizing the expected square deviation:

µ = argmincE(Y − c)2.

The estimator of µ, called µ̂, is obtained from a sample of Y .

Meanwhile, quantiles are particular locations of the distribution. For τ ∈ [0, 1] and

FY (.) is the cumulative distribution function of Y , the τ -th level quantile of Y (qY (τ)) is

defined as [7]:

qY (τ) = F−1Y (τ) = inf{c : FY (c) ≥ τ}. (1)

This term can be re-expressed as a minimization argument of the expected weighted asym-

metric deviation,

qY (τ) = argmin
c∈R

E[ρτ (Y − c)], (2)

where ρτ is called ”check-function” that can be expressed as:

ρτ (z) =

{
τz if z > 0

−(1− τ)z otherwise.
(3)

3
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Taking the independent and identically distributed (i.i.d) random sample of Y1, . . . , Yn
from Y , then the empirical cumulative distribution function is [7]

Fn(Y ) =
1

n

n∑
i=1

I(Yi ≤ y),

where I(K) denote the indicator of a set K, i.e. I(K) = 1, if K holds and I(K) = 0, when

K does not hold. An estimator of F−1Y (τ), the objective function by [5] is defined as:

q̂Y (τ) = argmin
c∈R

∫ ∞
−∞

ρτ (Y − c)dFn(y) = argmin
c∈R

1

n

n∑
i=1

ρτ (Yi − c)

= argmin
c∈R

1

n

[ ∑
i∈{i:Yi≥c}

τ |Yi − c|+
∑

i∈{i:Yi<c}

(1− τ)|Yi − c|

]
. (4)

Suppose we have X = (1, X(1), . . . , X(p))T , as a vector of the predictor variables for

response variable Y . Consider a multiple linear regression for this case as:

Y = β0 + β1X
(1) + . . .+ βpX

(p) + ε (5)

= XTβ + ε,

with β = (β0, . . . , βp)
T as the vector of regression coefficients and ε as the error term

with mean of zero. Taking n i.i.d observations from
(
X, Y

)
, the coefficient vector can be

estimated by:

min
β0,...,βp

n∑
i=1

(Yi −XT
i β)2. (6)

Defined aτ as the τ -th level quantile of error ε. The conditional quantile curves of

response Y given X can be expressed by:

qY (τ |X) = [β0 + aτ ] + β1X
(1) + . . .+ βpX

(p)

= βτ0 + β1X
(1) + . . .+ βpX

(p)

= XTβ (7)

where β = (βτ0 , . . . , βp)
T with βτ0 = β0 + aτ .

The conditional quantile function is monotonely increasing in the argument τ ∈ [0, 1],

where for 0 ≤ τ1 < τ2 ≤ 1 will infer to qY (τ1|X) ≤ qY (τ2|X), for all X. One condition that

should not be violated is that each quantile lines should not cross each other, this condition

is called as non-crossingness. Taking n i.i.d observations from
(
X(0), X(1), X(2), . . . , X(p)

)
,

with X(0) ≡ 1, the non-crossingness condition can only be guaranteed when X=X̄ =

(1, X̄(1), X̄(2), . . . , X̄(p)) with X̄(j) = n−1
∑n

i=1X
(j)
i [7].

Assuming aτ = 0, causing βτ0 = β0, the coefficient β is found by solving the minimization

problem of

min
β

E[ρτ (Y −XTβ)].

4
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Suppose that we have n i.i.d observations from
(
X(1), X(2), . . . , X(p), Y

)
:(

X
(1)
1 , X

(2)
1 , . . . , X

(p)
1 , Y1

)
, . . . ,

(
X(1)
n , X(2)

n , . . . , X(p)
n , Yn

)
.

The empirical objective function then is

1

n

n∑
i=1

ρτ (Yi −XT
i β), (8)

where Xi = (1, X
(1)
i , . . . , X

(p)
i )T . Then, by minimizing objective function (8) with respect

to β we will then have an estimator β̂. Eventually, the estimator for the τ -th conditional

quantile function is

q̂Y (τ |X) = XT β̂. (9)

The method to estimate β with the objective function (8) is different from multiple linear

regression such as solving (6). This is caused by the non-differentiability problem as showed

in Figure 2 where the red line (ρ0.5(z)) and blue line (ρ0.25(z)) are not differentiable in the

middle point (z = 0). Several methods are proposed to solve this minimization problem and

one of the most popular method is linear programming optimization algorithm [Koenker].

−3 −2 −1 0 1 2 3

0
2
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8
10

z

lo
ss
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nc
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ρ0.25(z)

Figure 2: Square and quantiles loss function

2.2.2 P-Splines

P-splines were introduced as the combination of B-splines and the penalties applied on B-

splines’ adjacent coefficients [8]. These penalties are aimed to impose smoothness to avoid

overfitting.

B-splines are the piecewise polynomial functions that have given support with respect

to the degree and domain partition [9]. The spline function will be expressed as a linear

5
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combination of B-splines basis function of the given degree. Given the non-decreasing knot

sequence of t0, . . . , tm, the i-th B-spline of degree ν, denoted by Bi(x; ν), is define recursively

as:

Bi(x; 0) =

{
1 if ti ≤ x < ti+1

0 otherwise,

Bi(x; ν) =
x− ti
ti+ν − ti

Bi(x; ν − 1) +
(

1− x− ti+1

ti+ν+1 − ti+1

)
Bi+1(x; ν − 1).

For every x between the first and the last knot, there is a constrain of:∑
i

Bi(x; ν) = 1.

Figure 3 shows an example of B-splines of degree 1 with equidistant knots t0, . . . , t10.

The left B-spline (B0) of this plot consists of two linear pieces with the knots of t0, t1 and

t2; one from t0 to t1, the other from t1 to t2. To the left of t0 and right of t2 this B-spline

is zero. Three more B-splines of degree 1 (B5, B6 and B7) are shown with each one based

on three knots. A large set of B-splines can be constructed by introducing more knots.

t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

B0 B5 B6 B7

Figure 3: Illustrations of one isolated B-spline of degree 1 and several overlapping ones

Figure 4 shows several B-splines of degree 2, with equidistant knots t0, . . . , t10, which

each consists of three quadratic pieces and joined at two knots (an interval of [ti, ti+1)).

At the joining points not only the polynomial pieces match, but also their first derivatives

are equal. The left B-spline, B0, is based on 4 adjacent knots: t0, . . . , t3. In the right part,

three more B-splines of degree 2 are shown.

6
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t0 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10

B0 B5 B6 B7

Figure 4: Illustrations of one isolated B-spline of degree 2 and several overlapping ones

Taking the domain from [xmin, xmax] and divided into m equal length intervals by

m′ = m + 1 knots. Each interval will be filled by ν + 1 B-splines of degree ν, so that

the construction of the B-splines will need m′ + 2ν knots. The number of B-splines in the

regression will be k = m+ ν.

From these examples, there are several general properties of B-splines of degree ν [8]:

• it consists of ν + 1 polynomial pieces, each of degree ν;

• the polynomial pieces join at ν inner knots;

• at the joining points, derivatives up to order ν − 1 are continuous;

• the B-spline is positive on a domain spanned by ν + 2 knots; everywhere else it is

zero;

• except at the boundaries, it overlaps with 2ν polynomial pieces of its neighbors;

• at a given x, ν + 1 B-splines are nonzero.

Consider a regression model of n i.i.d observations:

Yj = f(xj) + εj , j = 1, . . . , n

where Yj is the response variable of observation j and f(.) is the unknown function given

covariate xj and εj is the error term with εj ∼ N(0, σ2). This function, f(.), can be

7
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approximated by the linear combination of the B-splines as:

f(x) ≈
k∑
i=1

αi−1Bi−1(x; ν),

where α = (α0, . . . , αn−1) is the associated coefficient vector and Bi(.; ν) is the basis of

B-splines of degree ν with m+ 1 equidistant knots with i = 1, . . . , k = m+ ν.

Now, assuming qY (τ |x) = f τ (x) in quantile regression setting, the approximation in

the basis of B-splines is applied to f τ (x) where α is τ -dependent. Then, by adapting

the P-splines least square objective function from [8] to quantile regression setting for

minimization term, we have:

min
α

{
n∑
j=1

ρτ

(
Yj −

k∑
i=1

αi−1Bi−1(xj ; ν)

)
+ λ

k∑
i=d+1

|∆dαi−1|γ
}
, (10)

where λ > 0 is the smoothing parameter and ∆d is the d-th order differencing operator

where ∆dαi−1 =
∑d

t=0(−1)t
(
d
t

)
αi−t−1 with d ∈ N. For instance, when d = 1 we have

∆1αi−1 = αi−1 − αi−2 and when d = 2 we have ∆2αi−1 = αi−1 − 2αi−2 + αi−3. The power

γ > 0 is a general penalty term and since this minimization will be translated into linear

programming problem, it is restricted into γ = 1.

2.2.3 Varying Coefficient Model

In several cases, the usage of linear regression models lack flexibility since these models

strongly assume their regression coefficient, β, to be constant. One of the generalization

suggested by [10] is by allowing the coefficients to change smoothly with the value of other

variable. This suggestion might be very useful to solve some modeling situations, such as

longitudinal studies which regression coefficients may change as a function of the variable

time of the repeated measurements of each subject. These models are called as varying

coefficient models (VCM). These models allow when the effects of one or more covariates

to vary smoothly over the values of other variables. One example of special case of VCM

is assuming the covariates vary with a variable “time” in term of repeated measurements.

In this study we are focusing on the longitudinal data setting which we consider having

repeated observations on (Y (T ), (X(1)(T ), ..., X(p)(T )), T ) with T denotes the variable of

time (with domain T), Y (T ) is the response variable at time T , and (X(1)(T ), ..., X(p)(T ))

is the vector of covariates at time T . In this term, we assume the measurements to be

independent between subject, but can be correlated within the measurement times for each

subject.

For ∀t ∈ T, VCM can be expressed as:

Y (t) = β0(t)X
(0)(t) + β1(t)X

(1)(t) + . . .+ βp(t)X
(p)(t) + ε̃(t)

= XT (t)β(t) + ε̃(t), (11)

8
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where X(t) = (X(0)(t), . . . , X(p)(t))T with X(0)(t) ≡ 1 for all t ∈ T as the vector of predictor

variables at time t and β(t) = (β0(t), β1(t), . . . , βp(t))
T as the vector of regression coefficient

functions at time t.

In longitudinal study, suppose we have observations (Yij ,Xij , tij) of (Y (T ),X(T ), T ),

for i = 1, . . . , n and j = 1, . . . , Ni, at j-th time point of measurement tij for i-th sub-

ject and Ni is the number of repeated measurements of subject i. Then, Yij and Xij =

(X
(0)
ij , . . . , X

(p)
ij )T are the i-th subject’s response and covariates at tij , such that Yij = Y (tij)

and Xij = (X(0)(tij), . . . , X
(p)(tij))

T with tij ∈ T. The design when the number of repeated

measurements for each subject, Ni, are different among subject, it will be called unbalanced

design. Otherwise, if it is restricted to have the same number of repeated measurements

among subjects, then it will be called as balanced design.

Another important term in VCM is the error term ε̃(t). Assume that the error term

can be modeled as [11]:

ε̃(t) = V (X(t), t)ε(t),

where V (X(t), t) is a non-negative function, E(ε|X(1), . . . , X(p)) = 0 and Var(ε|X(1), . . . , X(p)) =

1. There are several possible structures of V (X(t), t), they are:

1. Homoscedastic model, with V (X(t), t) = V ∈ R+, such as:

Y (t) = XT (t)β(t) + V ε(t); (12)

2. Simple heteroscedastic model, with V (X(t), t) = V (t), such as:

Y (t) = XT (t)β(t) + V (t)ε(t); (13)

2.3 Homoscedastic Varying Coefficient Model

There are several studies about quantile regression in VCMs applied to longitudinal data.

In this study, we build the model of quantile regression in VCMs for longitudinal data

using the flexible P-splines estimation method. Based on the homoscedastic VCM defined

in equation (12) with V = 1, it can be rewritten as:

Y (t) = β0(t)X
(0)(t) + β1(t)X

(1)(t) + . . .+ βp(t)X
(p)(t) + ε(t), t ∈ T,

where ε(t) is assumed to have τ -th level quantile value of 0 (aτ (t) = 0) and independent

of (X(t), t). Suppose we have repeated observations (Yij ,Xij , tij) of (Y (T ),X(T ), T ), the

τ -th level quantile of Y (T ) given (X(T ), T = tij) = (Xij , tij) is defined as qYij (τ |Xij , tij) =

inf{y : P{Y (T ) ≤ y|(X(T ), T ) = (Xij , tij)} ≥ τ} for 0 ≤ τ ≤ 1.

9
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The general form of the homoscedastic model for quantile regression in VCM for longi-

tudinal data can be written as [12]:

qY (τ |X(t), t) = β0(t)X
(0)(t) + β1(t)X

(1)(t) + . . .+ βp(t)X
(p)(t)

= β0(t) +

p∑
r=1

X(r)(t)βr(t) (14)

= XT (t)β(t).

Each regression coefficient functions can be can be approximated by normalized B-splines

with different degree of smoothness. The B-splines of degree νr used in coefficient function

βr(t) approximation, for r = 0, . . . , p, is:

βr(tij) ≈ αr0Br0(tij ; νr) + . . .+ αr(kr−1)Br(kr−1)(tij ; νr) (15)

=

kr∑
l=1

αr(l−1)Br(l−1)(tij ; νr)

= αT
r Br(tij ; νr),

where αr = (αr0, . . . , αr(kr−1))
T as the associated coefficient vector and Br(tij ; νr) =

(Br0(tij ; νr) , . . . , Br(kr−1)(tij ; νr))
T . The B-spline basis functions of degree νr denoted

by Br(l−1)(tij ; νr), l = 1, . . . ,mr + νr, with mr + 1 equidistant knots for the r-th regression

coefficient and kr = mr + νr.

The estimation of the unknown coefficients α = (αT
0 , . . . ,α

T
p ), there might be a case

of overfitting when the number of basis functions are large [12]. It is proposed to use the

penalty by [8] that penalize for too large differences between coefficients of adjacent B-

splines. The objective function in this case, adapting from equation (10), can be written

as:

S(α) =
n∑
i=1

1

Ni

Ni∑
j=1

ρτ

(
Yij−

p∑
r=0

X
(r)
ij

kr∑
l=1

αr(l−1)Br(l−1)(tij ; νr)

)
+

p∑
r=0

kr∑
l=dr+1

λr|∆drαr(l−1)|γ

(16)

with Ni is the number of repeated measurements from observation i, γ > 0 and λr > 0,

r = 0, . . . , p are the smoothing parameters that control the trade-off between the goodness-

of-fit and the penalty term [12]. ∆dr is the dr-th order differencing operator of the r-th

variable, such as ∆drαr(l−1) =
∑dr

t=0(−1)t
(
dr
t

)
αr(l−1−t) with dr ∈ N.

This objective function will be translated into linear programming problem in order to

find the estimates α̂ = (α̂T
0 , . . . , α̂

T
p ) for α. This term is referred as P-splines quantile

estimator. So, the estimated τ -th level quantile of Yij given (Xij , tij) can be written as:

q̂Yij (τ |Xij , tij) = XT
ij(t)β̂(t)

=

p∑
r=0

X
(r)
ij

kr∑
l=1

α̂r(l−1)Br(l−1)(tij ; νr). (17)

10
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In addition, minimization of the objective function (16) with respect to α involves

the choice of the smoothing parameters, i.e. λ0, . . . , λp. The selection of the smoothing

parameter is important to tackle overfitting [12].

First, consider that all λs are equal, such that λ0 = . . . = λp = λ. In quantile regression

context, it is suggested to use Schwarz Information Criterion (SIC) [13], since the associated

minimization problem is fairly easy [12]. In our context of multiple quantile regression,the

Schwarz Information Criterion can be expressed as:

SIC(λ) = log

(
1

n

n∑
i=1

1

Ni

Ni∑
j=1

ρτ (Yij − q̂Yij (τ |Xij , tij))

)
+

log(N)

2N
pλ, (18)

where N =
∑n

i=1Ni and the quantity pλ is the effective degrees of freedom of fitted model.

In [14], it is stated that this quantity is similar as computing the number of zero residuals

for the fitted model. The quantity pλ is equal to the size of the elbow set ξλ [12], where:

ξλ = {(i, j) : Yij − q̂Yij (τ |Xij , tij) = 0}.

The optimal value of λ can be chosen by minimizing the SIC value from equation (18).

2.4 Simple Heteroscedastic Varying Coefficient Model

In this model, the variability function V (t) is not a constant and varies with variable t.

Refer to simple heteroscedastic model (13) for multiple linear regression, the τ -th level

conditional quantile of the response variable Y (T ) given (X(T ), T = t) is written as:

qY (t)(τ |X(t), t) = β0(t)X
(0)(t) + β1(t)X

(1)(t) + . . .+ βp(t)X
(p)(t) + V (t)aτ (t)

= [β0(t) + V (t)aτ (t)]X(0)(t) + β1(t)X
(1)(t) + . . .+ βp(t)X

(p)(t)

= XT (t)βτ (t), (19)

where βτ (t) = (βτ0 (t), β1(t), . . . , βp(t))
T with βτ0 (t) = β0(t) + V (t)aτ (t).

Now, it is not only desired to estimate the parameters by P-spline technique, but also

dealing with the crossingness issue. There are several methods proposed to accommodate

these both, such as stated in [11]. One of the proposed method that will be used in this

study is called adaptation of He’s approach. This method adapts the approach that is

suggested by [15] to overcome crossingness problem in quantile regression that we will

apply in varying coefficient model.

There are two crucial assumptions on the error structure stated by [11] by adapting

[15]:

1. The (conditional) median quantile of the error term ε(t) equals zero: qε(t)(0.5) = 0,

such that a0.5(t) = 0.

2. The (conditional) median quantile of the absolute value of the error term ε(t) equals

one: q|ε(t)|(0.5) = 1.

11
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The estimation procedure consists of three steps: (i) using the first assumption, estimate

the median quantile function; (ii) based on the second assumption and using the median

quantile function’s estimator from first step will allow us to estimate V (t); (iii) using the

estimation values from both previous steps, estimate the τ -th level conditional quantile of

the error term ε(t) and will infer to the quantile regression estimates.

In the first step, under the first assumption, the median quantile function under model

(19) can be written as:

qY (t)(0.5|X(t), t) = β0(t)X
(0)(t) + β1(t)X

(1)(t) + . . .+ βp(t)X
(p)(t)

= XT (t)β(t),

where β(t) = (β0(t), . . . , βp(t))
T . Then, by using P-splines estimation method with τ = 0.5,

such by minimizing the objective function (16) of homoscedastic model in section 2.3, we

obtain the estimated regression coefficient functions β̂0(t), . . . , β̂p(t). By this step, we have

the estimated median regression value:

q̂Y (t)(0.5|X(t), t) = β̂0(t)X
(0)(t) + β̂1(t)X

(1)(t) + . . .+ β̂p(t)X
(p)(t)

= XT (t)β̂(t).

The next step is estimating the variability function V (t) by using model (13). Leaving

only the variability function and error term on the right hand side of the equation and

applying absolute value for both side given V (t) ≥ 0, we have:

|Y (t)−XT (t)β(t)| = V (t)|ε(t)|.

Then, in term of median quantile regression and by the second assumption, we have:

q|Y (t)−XT (t)β(t)|(0.5|t) = V (t).

Based on the estimated median regression coefficient function β̂(t) from the first step

and using P-splines estimation technique, variability function V (·) can be estimated. Taking

repeated observations (Yij ,Xij , tij) of (Y (T ),X(T ), T ), we have |Y (tij)−XT (tij)β̂(tij)|, for

i = 1, . . . , n and j = 1, . . . , N . The approximation of the variability function V (·) will be

done by P-splines, we denote B-splines basis of degree νv with mv equal length intervals

of mv + 1 equidistant knots, by Bv
l−1(·; νv), l = 1, . . . , kv = νv + mv. The superscript v is

used to mark that this is the B-splines basis to estimate V (·). With (αv0, . . . , α
v
kv−1) as the

associated coefficient vector, the variability function V (tij) can be estimated as

V (tij) ≈
kv∑
l=1

αvl−1B
v
l−1(tij ; ν

v).

The estimators for the coefficient (α̂v0, . . . , α̂
v
kv−1) can be obtained by minimizing [11]

n∑
i=1

1

Ni

Ni∑
j=1

ρ0.5

(∣∣∣Y (tij)−XT (tij)β̂(tij)
∣∣∣− kv∑

l=1

αvl−1B
v
l−1(tij ; ν

v)

)
+

kv∑
l=dv+1

λv|∆dvαvl−1|, (20)

12
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with respect to αv = (αv0, . . . , α
v
kv−1). λ

v > 0 is the penalization parameter and dv is the

order of the differencing operator. Then, the estimator V̂ (t) is given by

V̂ (t) =
kv∑
l=1

α̂vl−1B
v
l−1(t; ν

v). (21)

Remark that the estimator V̂ (t) is not necessarily positive. One possibility, so that V̂ (t) ∈
R+, is by approximating log(V (t)) by B-splines instead of V (t).

In the final step, recall from model (13), by leaving only the variability function and

error term on the right hand side

Y (t)−XT (t)β(t) = V (t)ε(t),

then substitute β(t) with ˆβ(t) from the first step and V (t) with V̂ (t) from the second step.

The τ -th level quantile of Y (t)−XT (t)β̂(t) can be expressed as

qY (t)−XT (t)β̂(t)(τ |t) = V̂ (t)aτ (t).

The unknown (conditional) quantile aτ (t) of the error term ε(t) is estimated by kh B-spline

basis functions of degree νh. In other words,

aτ (tij) ≈
kh∑
l=1

αhl−1B
h
l−1(tij ; ν

h).

The superscript h is used to draw attention that this is the B-splines basis for estimation

of aτ (·).
The coefficients αh = (αh0 , . . . , α

h
kh−1) are obtained by P-splines approximation. The

minimization of the following objective function

n∑
i=1

1

Ni

Ni∑
j=1

ρτ

(
Y (tij)−XT (tij)β̂(tij)− V̂ (tij)

kh∑
l=1

αhl−1B
h
l−1(tij ; ν

h)

)
+

kh∑
l=dh+1

λh|∆dhαhl−1|,

(22)

with respect to αh, with λh > 0 is the penalization parameter and dh is the order of the

differencing operator in the penalty term for this quantile regression. Resulting with the

estimator α̂h for αh, the estimator of aτ (t) is

âτ (t) =

kh∑
l=1

α̂hl−1B
h
l−1(t; ν

h).

Eventually, the estimated τ -th level conditional quantile is given by:

q̂Y (t)(τ |X(t), t) = XT (t)β̂(t) + V̂ (t)âτ (t). (23)

13
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2.5 Statistical Software

The whole programming needs in this study are done by using R version 3.6.1 and viewed in

RStudio version 1.2.5019. Library QRegVCM that provided the codes for both homoscedastic

and heteroscedastic VCMs is used in this study. The outputs from this software include

the graphs, parameter estimates and desired certain values.
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3 Results and Analysis

3.1 Exploratory Data Analysis

Before going to the models, the behavior of the variables will first be checked. Figure 5

shows the density of the response variable and showing that the response is clearly right-

skewed. In this case, it is better to model using quantile regression than Gaussian regression

model.
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Figure 5: Histogram of dengue rate density

Relationship between dengue rate and the independent variables are shown in Figure

6. Figure 6a shows the higher the rainfall, the dengue rate becomes more variable. Even

though the dengue rate shows a positive linear relationship with the rainfall, but there are

still quite lot number of data with low dengue rate when they have high rainfall. The same

goes for temperature as it has positive linear relationship with dengue rate, but quite lot

of data are still have low dengue rate with higher temperature.
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(a) Plot of dengue rate vs. precipitation rate
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(b) Plot of dengue rate vs. temperature

Figure 6: Scatter plots between dependent vs independent variables
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The monthly characteristics for both dependent and independent variables are checked.

The plots are shown in Figure 7, with each years line and different color. There seems such

a high rainfall in the beginning and the end of year (See Figure 7a). This is due to the fact

that the climate in Bandung which has dry and wet seasons. Rain season is normally in

October to March, while dry season is happening in the other months.

The temperature seems to have the same pattern as the precipitation level. In Figure

7b, the lowest temperature in most of the years fall in august during dry season and tend

to have the hotter temperature during the beginning and end of the year. The relationship

is shown in Figure 8. This happens due to water evaporation during wet season. The heat

of the sunlight causes high humidity and yielding hotter climate in the city.
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(a) Monthly plot of precipitation level
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(c) Monthly plot of dengue rate

Figure 7: Monthly plots of independent and dependent variables for every year

The monthly dengue rate is shown in Figure 7c. In all years, it is clear that the dengue

rate’s trend is high in the beginning to the middle of the year and very low during the end

of the year. During the high rainfall in the beginning of the year, the mosquitoes tend to

breed faster and spread in high numbers. Meanwhile, in the end of the year, even though
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Figure 8: Scatter plot of rainfall vs temperature

the precipitation level is high, the dengue rate is low. This might be due to another factor

that is not measured in this study.

3.2 Homoscedastic Varying Coefficient Model

In our case, we take the year as the subject i and month as the time of measurement from

that subject (tij). Denote Yij as the dengue rate of year i in j-th month (tij), the τ -th level

quantile of dengue rate given both precipitation level and the temperature can be expressed

as:

qYij (τ |rainij , tempij , tij) = β0(tij) + β1(tij)rainij + β2(tij)tempij .

The estimation of β0(tij), β1(tij) and β2(tij) will be done by using P-splines. The

parameters used in this model are as follows:

• τ = {0.1, 0.5, 0.9};

• Number of subjects n = 5 and equal number of repeated measurements Ni = 12;

• B-spline of degree 3 (cubic spline), ν = 3;

• Using 3 and 5 knots, such that having m = 2 and m = 4 equal length intervals,

respectively;

• Number of B-splines is then k = 5 and k = 7;

• d = 2 and γ = 1;

• Choosing an optimal smoothing parameter from λ = {10−3, 10−2.75, 10−2.5, . . . , 100.75,

10}.
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The monthly estimates of the τ -th level quantiles of the dengue rate given the medians

of the precipitation level and temperature, denote X̃ = (1,Med(rain), Med(temp)), for both

3 knots and 5 knots are presented in Figure 9. The colored dots in red, blue, green, black

and magenta represent the observed dengue rate in year 2013, 2014, 2015, 2016 and 2017,

respectively. The optimal λs for 3 knots case with τ = {0.1, 0.5, 0.9} are {10, 10, 10−1}
respectively, while for 5 knots case are {10−0.25, 100.5, 1} respectively. From both graphs

in Figure 9a and 9b, there is a violation of quantile regression condition: non-crossingness

problem. The median quantile and 0.9 quantile are both crossing each other around the

the beginning of the year. This concludes that homoscedastic model is not suitable for our

data.
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Figure 9: Plots of monthly dengue rate and τ -th level quantile estimates for homoscedastic

VCM

3.3 Simple Heteroscedastic Varying Coefficient Model

In this model, the τ -th level quantile of the dengue rate given rainfall and temperature is

written as:

qYij (τ |rainij , tempij , tij) = β0(tij) + β1(tij)rainij + β2(tij)tempij + V (tij)a
τ (tij).

We use the same settings as homoscedastic model and adaptation of He’s approach.

In adapted He’s approach, the estimates of parameter functions are done with optimal

smoothing parameter λ, for both 3 knots and 5 knots settings, only for median quantile

are the same as homoscedastic model, they are 10 and 100.5 respectively. Figure 10 shows

the estimates of the coefficient functions β̂0(t), β̂1(t), and β̂2(t) for both 3 and 5 knots. For
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β̂0 on Figure 10a and Figure 10d, the baseline of the median quantile of the dengue rate

are rapidly increasing from month to month towards zero. Figure 10b and 10e show that

the rainfall effect on the median quantile of the dengue rate is decreasing over the months,

although the effect is increasing by a little bit until month 5 when using 5 knots. Lastly,

the temperature shows an exponentially decreasing effect on the median quantile of dengue

rate over the months based on Figure 10c and 10f.
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(f) β̂2(tij) with 5 knots

Figure 10: Regression coefficient functions estimates for 3 and 5 knots

Another term in this model is the variability function, which the estimates are shown

in Figure 11. Both Figure 11a and 11b show the variability is increasing at the beginning

of the year and exponentially decreasing until the end of the year. This due to the fact

that the variability in the dengue rate is higher around the beginning until the middle of

the year and less at the end of the year as shown in Figure 7c.

The τ -th level quantile of the dengue rate estimates, given the median of precipitation

level and temperature, are shown in Figure 12. The estimation is done simply by inputting

the median of the covariates value to equation (23). The estimates using 3 knots seem to

be smoother than 5 knots, which is more wiggly. The SIC of 3 knots model is −0.0773,

while 5 knots model is −0.0752. Based on the SIC value and smoothness, also since there

is no violoation of non-crossingness, heteroscedatic VCM with 3 knots is chosen as the best

model in this study.

Now, based on the best model, the pattern of the dengue rate will be discussed. For the
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Figure 11: Variability function estimates
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Figure 12: Plots of monthly dengue rate and τ -th level quantile estimates for homoscedastic

VCM

0.1 quantile, the estimated dengue rates has an almost flat pattern over the months and a

slight increase in the middle of the year. The estimated dengue rate lies around 2 to 4 at the

beginning to middle of the year and decrease towards around 0 in median quantile. Lastly,

the 0.9 quantile of the estimated dengue rates lies around 5 to 12 from January to July and

rapidly decreasing towards 1. Based on these lines, it is to confirmed that the dengue rate

in Bandung reaches the peak around April and May since they are the transition season

months.
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The estimated τ -th level quantile of the dengue rate in a certain month can be predicted

when we have the specific rainfall and temperature of Bandung. Note that the graph in

Figure 12a is representing the median of each covariates. We can say that when the rainfall

and the temperature values are the median of the data, we can predict that at the end of

the year, it has a 0.9 quantile of the dengue rate around 1 and median together with 0.1

quantile will have around 0 of dengue rate. Another example is when the rainfall and the

temperature values are the maximum values from our data, the pattern of 0.1, median and

0.9 quantiles will be formed as shown in Figure 13 below. We can see that at the beginning

of the year, the dengue rate are very high, such that the 0.9 quantile is falling around 20

and at the end of the year, the 0.1, median and 0.9 quantiles of dengue rate are falling

around 2.
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Figure 13: q̂Yij (0.1|max(X), tij), q̂Yij (0.5|max(X), tij), and q̂Yij (0.9|max(X), tij) for 3 knots

simple heteroscedastic VCM with max(X)= (1,max(rain),max(temp))

It is also interesting to define the monthly levels of the dengue rate for every years. We

will use the condition when the rainfall and temperature are both at the median value of

the data. There are 4 levels that will be used such that:

1. if Yij < q̂Yij (0.1|X̃, tij), low level (L) of dengue rate;

2. if q̂Yij (0.1|X̃, tij) ≤ Yij < q̂Yij (0.5|X̃, tij), medium low level (ML) of dengue rate;

3. if q̂Yij (0.5|X̃, tij) ≤ Yij < q̂Yij (0.9|X̃, tij), medium high level (MH) of dengue rate;

4. if Yij ≥ q̂Yij (0.9|X̃, tij), high level (H) of dengue rate.

Based on Figure 12a, the summary of the monthly dengue rate levels for 5 years can be

seen in Table 1.

Based on the summary from the Table 1 above, as the latest year, 2017 seems to have

dengue rate relatively lower than the others. Figure 14 shows the observations for dengue
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Table 1: Summary of dengue rate levels from 5 different years over 12 months given the

median of precipitation level and temperature of the data

Month

Year
2013 2014 2015 2016 2017

January H MH MH H MH

February MH ML MH H ML

March H ML MH MH ML

April MH ML MH MH ML

May ML MH MH H L

June ML ML ML H L

July MH L ML L L

August ML ML MH ML L

September MH ML ML ML L

October MH H MH H L

November MH H H MH L

December L L H H L

rate only in 2017 as well as the three estimated conditional quantiles. As seen, the dengue

rate is below the estimated conditional median line in most of the months. This confirms

across the months of 2017, the worst dengue rate level is medium high in January, even

though the highest dengue rate is in March. Since the data also shows the dengue rates in

September to December are zero, they will surely have low level of dengue rate.
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Figure 14: Plot of monthly dengue rate in 2017 and estimated conditional quantile curves
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4 Discussion

In this study, the goal is to investigate the pattern of the dengue rate over the months

in Bandung. To answer this research question, the analysis was done by considering the

dengue rate as the outcomes, taking into account the precipitation level and temperature.

There are five different years as the subject for this study with monthly dengue rate for

each years. Overall, the dengue rate has right-skewed distributed by the fact that dengue

fever is a vector-borne disease.

To build a robust model for non-Gaussian data setting, one of the statistical tool that

can be used is quantile regression. Given the dengue rate is measured monthly for five years,

this is a longitudinal data with year as the subject. One way to take longitudinal setting

into account in regression is by allowing the covariates to vary with a time variable, this tool

is called varying coefficient model (VCM). Lastly, it is desired to have an approach that will

give a good estimate to the regression coefficients functions and preferably more flexible

than polynomial regression. P-spline is chosen as the method to overcome the flexibility

and stability issues in polynomial regression.

These three statistical tools (quantile regression, VCM, and P-splines) are used to model

our dengue fever data with two different structures of the variability: constant and varying

with a time variable. The constant variability structure is then called as homoscedastic

VCM, while the other one is known as simple heteroscedastic VCM.

Homoscedastic VCM

Using the assumption of aτ (t) = 0, the τ -th level quantile of the response fully depends on

the regression coefficient functions. The estimated regression coefficient functions for each

τ -th level quantile are done with the objective function. The optimal smoothing parameter

λ, as the penalty to impose smoothness, is chosen by minimizing Schwarz Information

Criterion (SIC) value.

In the modeling of our data, B-splines of degree 3 with three and five knots are set in

order to estimate 0.1, 0.5 and 0.9 quantiles of the dengue rate. The results show there is a

violation in non-crossingness condition. Thus, this model is not suitable for our data.

Simple Heteroscedastic VCM

This model assumes the variability function to depend on time variable (V (X(t), t) =

V (t)). Thus, the τ -th level quantile of the response depends on the regression coefficients,

variability, and τ -th level quantile of the error term. Using the adapted He’s approach, the

estimation of the τ -the order conditional quantile (q̂Y (t)(τ |X(t), t)) is yielded by three steps

with two assumptions. These steps include estimations of median regression coefficient

function (β̂(t)), variability function (V̂ (t)), followed by τ -th level quantile of the error term

(âτ (t)), respectively.

The result by applying this model to the dengue rate data shows both precipitation
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level and temperature effects on the median quantile of dengue rate will decrease over the

months. The estimated variability functions illustrate that the dengue rate tend to widely

vary around the beginning to the middle of the year, but less vary at the end of the year.

The best model acquired by this model is when using three knots on P-splines approach

with λ = 10. The latest year from the data, 2017, consistently has low level of dengue rate

around the middle to the end of the year based on the best model.
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5 Conclusion

Overall, the estimation technique gives the flexible estimations to the conditional τ -th level

quantile of the non-Gaussian setting response, even though there are some restrictions

on the parameters in this study. Based on the results from homoscedastic and simple

heteroscedastic models, only simple heteroscedastic model is suitable for our dengue rate

data. This is caused by homoscedastic model estimations are only based on the individual

objective functions that are not tackling the crossingness problem. The results of estimated

τ -th level quantile showed in this study might be different with different settings, such as

the choice of number of knots and degree of the splines. The choice of τ will affect the

levels of the dengue rate due to the change of the quantile curves’ shape and position.
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6 Future Research Possibility

Some suggestions for future research are using better smoothing parameter selection method,

different values of γ, degree of B-splines and number of knots. Another model that can

be explored is a model that assumes the variability function to depend on the covariates

together with the time variable, this model is called general heteroscedastic VCM. In addi-

tion, since dengue fever is a vector-borne disease, it will be better if the monthly mosquitoes

or larva characteristic is taken into account
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