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Abstract: In the last years, the amounts of data have increased considerably and 

therefore, it is becoming more complex to handle these volumes of information. 

Measuring the data quality is a pivotal aspect to assess the classifier's discriminatory 

power as the classifiers accuracy heavily depends on the data used to build the model. 

Multi-label classification is one specific type of classification problem, which has 

generated an increasing interest in recent years. However, there are no quality measures 

for multi-label datasets implemented in cluster computing frameworks to evaluate large 

datasets. This work aims to implement a measure of data quality for multi-label datasets 

based on Granular Computing under the Apache Spark framework. As a result, it was 

possible to calculate the values of the quality measure for the datasets, and even in 

relatively short times. 
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1. Introduction 

Multi-label classification is a particular case of classification (Tsoumakas, Katakis, & 

Vlahavas, 2010), where each example patterns has associated a vector of outputs (or 

labels), instead of only one value. The dimensionality treatment in multi-label datasets is 
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a more complex topic than in traditional classification (Herrera, Charte, Rivera, & Del 

Jesus, 2016). At  present,  one  of  the  environments  in  which  this  type  of  data  is  

frequently generated,  characterized  by  a  large  amount  of  information,  is  the  Internet  

of Things (IoT), in which there are a large number of data generation sources (Babbar & 

Schölkopf, 2017)(Gonzalez-Lopez, Cano, & Ventura, 2017)(Gonzalez-Lopez, Ventura, 

& Cano, 2018) (Moyano et al., 2019). 

Apache Spark is a modern distributed computing framework, the basis of its architecture 

is a data structure which is a read-only multiset of data items distributed through a cluster 

of machines that is kept in a fault-tolerant environment. There are no algorithms or 

measures for the preprocessing stage of multi-label datasets in Apache Spark framework. 

Considering that the efficacy of the methods developed to solve multi-label classification 

problems depends on the quality of the data, it would be convenient to have a measure to 

do this. In this paper, we proposed a measure to overcome this issue on the framework of 

Apache Spark. 

 

2. A Quality Measure for Multi-label Dataset and its Implementation on the Apache 

Spark Framework 

From the perspective of the Granular Computing a relationship of interest is the 

relationship between the granulation of a universe according to the condition features and 

the granulation according to the decision classes. A measure that allows us to calculate 

this degree of similarity between two granulations is the Similarity Quality Measure 

(Cabrera, Pérez, Mota, & Jimenez, 2011). From this approach, new measures can be 

established. In Equation (1) we defined the multi-label datasets quality measure.  

𝑀𝐿𝑑𝑄𝑀 =
1

|𝑈|
∑

∑ 1 − |𝑓𝑠𝑖𝑚(𝑥, 𝑦) − 𝑑𝑠𝑖𝑚(𝑥, 𝑦)|∀𝑦∈𝑈

|𝑈|
∀𝑥∈𝑈

 
(1) 

where fsim and dsim represent the similarity degree between the objects x and y according 

to the condition features and decision classes respectively. The implementation as such 
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of the initial formulation results in an algorithm of high computational complexity. It is 

easily verifiable that the Equation (1) is equivalent to Equation (2):  

𝑀𝐿𝑑𝑄𝑀 = 1 −
1

𝑁2
∑ ∑ 𝐴(𝑥, 𝑦)𝑁

𝑦=0
𝑁
𝑥=0 , 𝐴(𝑥, 𝑦) = |𝑓𝑠𝑖𝑚(𝑥, 𝑦) − 𝑑𝑠𝑖𝑚(𝑥, 𝑦)|     (2) 

The implementation of the proposed data quality measure brings embedded the 

calculation of the similarity of all pairs of objects. We use the DIMSUM (Zadeh & 

Carlsson, 2014) algorithm for avoid computational complexities dependent on the 

dimension of the data. The sum of all the values in the matrix A is a reduction that is 

solved via partial sums that partially add data collaboratively, this operation is known as 

treeAggregate (Meng et al., 2016). 

 

3. Results and discussion 

The implemented algorithm was tested using three multi-label datasets taken from the 

MULAN repositories. For all datasets we used a Big Data cluster with Spark 2.3 in YARN 

mode as execution environment, using 10 nodes and 2 GB of RAM memory in each of 

these. The MLdQM values are obtained in relative short times. For example, in the case 

of the bibtex dataset to calculate the MLdQM value without a distributed computing 

approach takes approximately 48 hours on a computer with an Intel i5 (7th generation) 

and 16 GB of RAM while using the proposed algorithm takes 28 minutes. 

 

4. Conclusions 

In this work, the case of how to implement in the Spark environment the calculation of a 

measure of data quality for multi-label datasets developed from the perspective of 

Granular Computing is addressed. The proposed implementation is based on the 

programming primitives of Spark, and the experimentation shows how to work with 

multi-label datasets for which a local implementation is unaffordable. 

For future work, we propose to develop alternatives to DIMSUM for other similarity 

measures. 
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