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Abstract  
 

Treatment of lung cancer is still a challenge, partly due to late-stage diagnosis of patients. 

Focusing on non-small cell lung cancer (NSCLC), metabolic biomarkers from blood plasma 

(metabolomics) and features from medical images (radiomics) are examined. This study 

combines metabolomics and radiomics datasets from NSCLC patients, unravels the underlying 

correlations and generate discriminative models based on radiomics features. 

Two patient cohorts of (i) 39 patients and (ii) 85 patients were used. All patients were 

diagnosed with early-stage, locally advanced NSCLC and underwent a chirurgical resection of 

the lung tumor. PET/CT images of all patients were collected and segmented. From each 

volume of interest, 483 parameters are extracted. From 39 patients, 238 metabolic 

parameters representing 62 plasma metabolites are determined using proton nuclear 

magnetic resonance (1H-NMR) spectroscopy. A correlation test is used on the total omics-

dataset of 39 patients. Logistic regression is used to generate the discriminative models based 

on radiomics parameters from 85 patients.  

The correlation matrices show that glucose and glycerol are strongly correlated with specific 

radiomics features. These results suggest new insights in PET/CT interpretation and that more 

plasma metabolites might be correlated with features out of PET/CT images. The 

discriminative models are built using two radiomics features and can distinguish between 

malignant/non-malignant PET-positive lung nodules, and between adenocarcinoma/ 

squamous cell carcinoma. 

  



 
 

 
  



 
 

Abstract (in Dutch) 
 

De behandeling van longkanker is en blijft een uitdaging, deels doordat de diagnose laattijdig 

wordt gesteld. Gefocust op niet-kleincellige longkanker worden metabole biomarkers vanuit 

het bloedplasma (metabolomics) en parameters van medische afbeeldingen (radiomics) 

onderzocht. Dit onderzoek combineert metabolomics en radiomics datasets om correlaties te 

ontdekken en genereert discriminerende modellen op basis van radiomics parameters. 

 

Twee patiëntengroepen van (i) 39 patiënten en (ii) 85 patiënten zijn gediagnosticeerd met 

niet-kleincellige longkanker en ondergingen een chirurgische verwijdering van de longtumor. 

PET/CT beelden worden verzameld en gesegmenteerd. Uit elke volume of interest worden 

483 parameters geëxtraheerd. Bij 39 patiënten worden 238 metabole parameters, 

representatief voor 62 plasma metabolieten, bepaald door proton nucleaire magnetische 

resonantie (1H-NMR) spectroscopie. Een correlatietest is gebruikt op de twee omics-datasets 

van 39 patiënten. Logistische regressie is toegepast om de modellen te genereren op basis van 

de radiomics dataset van 85 patiënten. 

 

De correlatiematrices tonen dat glucose en glycerol sterk gecorreleerd zijn met specifieke 

radiomics parameters. Deze resultaten suggereren nieuwe inzichten in interpretatie van 

PET/CT beelden en dat meerdere plasma metabolieten correleren met parameters uit PET/CT 

beelden. De discriminerende modellen worden gebouwd op basis van twee radiomics 

parameters, en kunnen maligne/benigne longletsels en adenocarcinoom/spinocellulair 

carcinoom onderscheiden. 

 

  



 
 

  



 
 

1 Introduction 
 

One of the most common causes of cancer death for men and women worldwide is lung 

cancer, with almost 25% of all cancer deaths (1). This is partly due to the late-stage diagnosis, 

which makes the treatment of lung cancer challenging (2). This Master's thesis will focus on 

the most common type of lung cancer, named non-small cell lung cancer (NSCLC) and, more 

specifically, stage I-IIIA NSCLC.  

This research is part of the ProLUNG study, which is a study at the hospital Ziekenhuis Oost-

Limburg (ZOL) in cooperation with UHasselt and funded by ‘Kom op tegen kanker’. The 

ProLUNG study focuses on patients with NSCLC who undergo surgery to remove the primary 

lung tumor, specifically a lobectomy, as part of their standard-of-care treatment plan.  

This study examines the discriminative potential of combining specific metabolic biomarkers 

from blood plasma (metabolomics) with features out of medical images (radiomics). This way, 

metabolomics and radiomics might be at the base of developing a more personalized 

treatment plan for lung cancer patients. This research aims to combine metabolomics and 

radiomics datasets from NSCLC patients, unravel the underlying correlations between these 

techniques, and use the radiomics features to generate models to discriminate between 

malignant and non-malignant lung lesions, and between the pathology of an adenocarcinoma 

and a squamous cell carcinoma.  

To find the correlations between metabolomics and radiomics, a patient cohort was formed 

with 39 patients, all diagnosed with early-stage and locally advanced NSCLC. All these patients 

underwent a lobectomy. PET/CT images were collected from these patients using 18F-FDG and 

the Biograph Horizon camera from Siemens Healthineers. The PET/CT images of all patients 

were collected and saved in the Picture Archiving and Communications Systems (PACS). 

These PET/CT images were then all segmented using a semi-automatic tool (ACCURATE), 

creating specific volumes of interest (VOIs) of the lung lesions for each patient. By loading the 

VOIs into the second tool (RADIOMICS), 483 radiomics parameters were extracted from each 

VOI. The research team of Prof. dr. Boellaard (Amsterdam, VUmc) developed both tools. The 

segmentation was done in three different ways. Simultaneously, 238 metabolic parameters 

representing 62 plasma metabolites were determined from the same patients using proton 

nuclear magnetic resonance (1H-NMR) spectroscopy. A correlation coefficient test was used 

on the total omics dataset to find correlations between these two sets of parameters.  

 

For the second goal, generating the models to discriminate between a malignant lung lesion 

and a non-malignant lung lesion, and between the pathology of an adenocarcinoma and a 

squamous cell carcinoma based on radiomics features, a second patient cohort was used. This 

cohort consisted of 85 NSCLC patients who also underwent lobectomy and had a PET/CT scan 

using 18F-FDG with the same camera. To generate the model based on adenocarcinoma and 

squamous cell carcinoma, the patients with a different diagnosis were excluded from this 

dataset. The resulting dataset contained 66 patients.
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The same method for segmentation of the lung lesions as in the first patient cohort was used: 

483 parameters per VOI per patient were extracted from the PET/CT images. A Spearman 

correlation test was used on the radiomics data from the 85 NSCLC patients to determine 

which parameters can be excluded from the dataset. The threshold for this exclusion is 0.9. 

This parameter reduction is necessary before building the model.  

After the exclusion, 56 radiomics features remained in the dataset. The dataset is split into a 

75% training dataset and a 25% test dataset. This is done for all 85 patients and for the 66 

patients diagnosed with adenocarcinoma and squamous cell carcinoma. First, forward 

selection regression is used on the training dataset with a threshold of 0.2 to build the model 

one variable at a time. After this, backwards stepwise selection regression is used on this 

model with a threshold of 0.05 to refine it. With these logistic regression methods, the new 

model differentiates between malignant and non-malignant lung lesions, and between the 

pathology of an adenocarcinoma and a squamous cell carcinoma.  After building this model 

with the training dataset, the test dataset is used to test the accuracy of the models. 

To understand this research, there must be an understanding of what cancer is, how the 

metabolism in a normal cell differs from that in a tumor cell, and which role this plays in 

diagnosing cancer. This is explained in chapters two to four.  

Chapter five will focus on non-small cell lung cancer, the diagnosis and treatment of NSCLC, 

and the difficulties that arise with NSCLC. 

Chapters six and seven describe the most used imaging techniques for diagnosing NSCLC, PET 

and CT. The physical process, the tracer, detector, scintillator, and important parameters are 

explained in the chapter about PET. Then, the link between a PET image and NSCLC is 

described. The chapter about CT handles the x-ray production, x-ray tube, the data acquisition 

with some important CT parameters and reconstruction of the images. A short explanation is 

given as to why combining these two techniques is useful for diagnosis.   

In chapter eight, radiomics is discussed thoroughly. After a short introduction to this topic, the 

paper gives an overview of the results obtained with radiomics in oncological and non-

oncological applications. After this, the whole process of radiomics is explained. 

Chapter nine and ten both describe statistic methods to reduce parameters and how they 

work. These methods are respectively Factor Analysis and Principal Component Analysis. The 

next chapter handles the Pearson test and the used correlation test, the Spearman correlation 

test. The statistics and use of this method are clarified in this chapter. Chapter twelve will 

focus on the Chi-square test, used to give an indication of the deviation between two sets. To 

close the literature study of this research, chapter thirteen describes the logistic regression 

method to obtain the discriminative model for NSCLC patients.  
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After this, the transition is made to the actual research, starting with the ProLUNG study. 

Chapter fourteen explains the study as a whole and focuses on the study’s research goals, 

followed by the section describing the materials and method. The patient cohort, inclusion 

and exclusion criteria, the specifications of the Biograph Horizon PET/CT camera from Siemens 

Healthineers and the used 18F-FDG PET/CT protocol are explained.  

Next, the radiomics parameters and used tools are discussed, together with the correlation 

test, used methods for data reduction and the building of the discriminative models. The 

datasets, which are divided into the datasets for the correlations and the datasets for the 

discriminative models, are discussed last.  

Chapter sixteen shows the results of the research, beginning with the data from all patients. 

The correlation results are discussed for data from the segmentation of the lung lesions on 

PET/CT images with a poorly lined lesion on the CT. These results are then compared with the 

data from the segmentation of the lung lesions on PET/CT images with a properly lined lesion 

on the CT and the segmentation of the lung lesions based on only the PET images of the 

patients. There will be looked at the similarities and differences between the three correlation 

matrices. 

Then, the results of the discriminative models are shown. The accuracy and precision of the 

discrimination between malignant and non-malignant lesions, and between the pathology of 

an adenocarcinoma and a squamous cell carcinoma are discussed.  

Chapter seventeen discusses the possibility to extend this research, the problems, and 

potential solutions for these problems. At last, chapter eighteen contains the conclusion of 

this research. 
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2 The origin of Cancer 
 

Cancer is a disease mainly characterized by uncontrolled cell division and leads to abnormal 

tissue growth (3). 

The two large categories when looking at tumor types are benign tumors and malignant 

tumors. Between these two, the most apparent difference is that a benign tumor does not 

spread to or invades other parts of the tissue. This means that this type of tumor is not life-

threatening in most cases.  

The other type, a malignant tumor, does invade and destroy surrounding tissue, another 

typical characteristic of cancer. It even spreads to different tissues in the body, a process called 

metastasis, and can become life-threatening (4). 

Cancer cells are derived from normal cells in the body. There are multiple ways that cancer 

can be established, but cells also have multiple systems to prevent cancer from forming.  

The evolution of cancer, carcinogenesis, is influenced by several disruptions such as 

interferences in growth factors or resistance to apoptosis (5). Carcinogenesis is a multi-step 

process that can be summarized by several Hallmarks, as shown by figure 1.  We will take a 

deeper look into one of these hallmarks for this research: the deregulation of cellular 

energetics or the metabolism (6). One of the primary roles of the metabolism that appears in 

a cell is to convert nutrients into energy. 

 

 

Figure 1: The Hallmarks of Cancer. This figure shows the hallmarks obtained by most tumors (7). 
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3 Metabolism in a cell 
 

Cells obtain energy through their metabolism. Food that we eat is converted into cellular 

energy or adenosine triphosphate (ATP). Figure 2 shows one of the most essential and well-

known pathways that leads to ATP production in cells (5).  

 

 

Figure 2: The metabolism in a cell. This figure displays how cellular energy is formed from metabolism (5). 

 
 

3.1 Glycolysis 
 

First, a deeper look into the glycolysis that takes place in the human body is needed. At first, 

carbohydrates are broken down to glucose. This is converted to pyruvate and then oxidizes to 

acetyl-coenzyme A (acetyl CoA). The pathway that comprises the complete conversion of 

glucose to pyruvate is called glycolysis. Glycolysis is mainly an energy provider for other 

metabolic pathways, such as nucleic acid synthesis or protein synthesis (5, 8). The oxidation 

of pyruvate to acetyl CoA is the link between glycolysis and the Krebs cycle. A small amount 

of ATP is formed during glycolysis. Figure 3 shows the production of pyruvate and lactate via 

glycolysis in a tumor cell (8). As shown in this figure, glycolysis can be explained in ten steps. 

The first five steps displayed all use ATP, and the last five all produce ATP (8, 9). 

In the first step, the enzyme hexokinase (HK) uses ATP as a source for phosphates and forms, 

together with glucose, glucose-6-phosphate (G-6P). Secondly, this molecule is converted into 

one of its isomers, fructose-6-phosphate. This happens with the help of an isomerase, an 

enzyme that enables the conversion of a molecule in an isomer of that specific molecule (5, 

9). 

Using another enzyme, phosphofructokinase, and another ATP molecule, fructose-1,6-

biphosphate is produced. In the fourth step, the 1,6-biphosphate molecule is split into two 

three-carbon isomers: dihydroxyacetone-phosphate and glyceraldehyde-3-phosphate. The 

last step of this first part of glycolysis is converting the dihydroxyacetone-phosphate molecule 

into another glyceraldehyde-3-phosphate (GAPDH) molecule (5, 9). 
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In this first part, two ATP molecules are used. The following five steps start with two 

glyceraldehyde-3-phosphate molecules. These two molecules are oxidized and then 

phosphorylated. The product of this step is 1,3-bisphosphoglycerate. High-energy electrons 

are extracted from the sugar (glyceraldehyde-3-phosphate) and picked up by nicotinamide-

adenine-dinucleotide (NAD+) during the oxidation. This reduces the molecule and thus forms 

NADH. 

1,3-bisphosphoglycerate then gives a high-energy phosphate to adenosine diphosphate (ADP) 

molecule, forming one ATP molecule. This reaction takes place with the help of another 

specific enzyme, phosphoglycerate. In the same step, a carbonyl group on the 1,3-

bisphosphoglycerate molecule is oxidized to a carboxyl group. The product of this oxidation is 

3-phosphoglycerate.  

The eighth step shows the formation of 2-phosphoglycerate by moving the phosphate group 

in 3-phosphoglycerate to the second carbon, using a mutase, which is also an isomerase.  

Next, 2-phosphoglycerate dehydrates to produce phosphoenolpyruvate (PEP) as a product of 

this step. Enolase is the enzyme used in this step (5, 8, 9).  

Lastly, a second ATP molecule is produced by phosphorylation of PEP with the enzyme 

pyruvate kinase (PK), and a pyruvate molecule is formed. Pyruvate is a critical metabolite of 

glycolysis when looking at the metabolism of a normal cell versus a cancer cell. In cancer cells, 

pyruvate preferably forms lactic acid or lactate catalyzed by lactate dehydrogenase (LDH) in 

cells (5, 8, 9). 

 

 

Figure 3: Glycolysis in a normal cell (8). The terms shown in orange are enzymes that catalyze the different steps in 
glycolysis. The pathway starting from glucose to lactate is shown in this scheme. The last step is more prominently used in a 

tumor cell.  
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3.2 Krebs cycle 
 

The glycolysis is only the start of the energy metabolism. The following mechanism is the Krebs 

cycle. The formed acetyl CoA is then metabolized to the Krebs cycle, also known as the citric 

acid cycle or the tricarboxylic acid cycle (TCA) (10). The remaining energy from the original 

glucose molecule will be extracted in this cycle. Acetyl CoA enters the TCA cycle and is 

converted into citric acid during the first step by combining oxaloacetic acid. 

Citric acid is oxidized during several steps, and oxaloacetic acid is again generated. During the 

oxidation steps, CO2 and H2O are formed. Other products of the TCA cycle are NADH, the 

hydroquinone form of flavin adenine dinucleotide (FADH2), and  ATP or guanosine 

triphosphate (GTP) (depending on the cell type) (10, 11). Figure 4 shows the schematic 

representation of the citric acid cycle. 

 

 

Figure 4: The tricarboxylic acid cycle. The acetyl group from acetyl CoA is attached to a four-carbon oxaloacetate molecule 
to form a six-carbon citrate molecule. This citrate is then oxidized through multiple steps (14). 

 

While some ATP is produced directly during this cycle, it produces ATP indirectly through 

NADH and FADH2. These two molecules are electron carriers and pass their electrons into the 

electron transport chain. In this chain, electrons are transferred through a series of electron 

acceptors. During each transfer, energy is released (11, 12). 

This energy is used to create an electrochemical gradient across the membrane in the next 

step, chemiosmosis. Due to this gradient, ions can flow across the membrane. In ATP 

formation, hydrogen ions flow across this membrane throughout cellular respiration (13). 

Then, ATP is generated through the stored energy in the gradient (12). This process, the 

electron transport chain and chemiosmosis, is called oxidative phosphorylation.   
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4 Metabolism in a cancer cell 
 

In a tumor cell, the same metabolic pathways generate ATP, but the pathways are 

reprogrammed to meet the requirements for tumor cell proliferation and survival. A tumor 

cell needs larger amounts of ATP, NADPH, and NADH to survive (14). 

One of the main alterations of the pathways occurs during glycolysis. Tumor cells enhance 

glycolysis to generate more ATP, and they produce lactate despite the abundant presence of 

oxygen to oxidize the glucose completely. During this process, the formed pyruvate is 

converted to lactate. A tumor cell uses the same process as displayed in figure 3. In figure 3, 

the last step shows the conversion from pyruvate to lactate. A tumor cell produces more 

lactate than a normal cell. This particular phenomenon is called the Warburg effect or aerobic 

glycolysis (8).  

Figure 5 compares the metabolism of a normal cell (left) and the metabolism of a tumor cell 

(right). It is visible that the glucose in a tumor cell does not fully oxidize and therefore produces 

lactate and pyruvate (14). 

 

 

Figure 5: Comparison between the metabolism of a normal cell and a tumor cell. In a tumor cell, more lactate is formed 
compared to in a normal cell (14). 

 

The ATP yield is less during glycolysis than during the Krebs cycle, but tumor cells still choose 

this process and make up for the inefficiency by going through the glycolysis much faster than 

normal cells. One of the consequences of this is that tumor cells need more glucose import 

(8).  

To meet these requirements for a tumor cell, specific transporters are overexpressed. 

Examples of these transporters are glucose transporters (GLUTs), like GLUT1 and GLUT 3. Both 

GLUT1 and GLUT3 have a high preference for glucose, 2-deoxyglucose, and 2-[18]F 

fluorodeoxyglucose (18F-FDG) (15). Further, in this literature study, it will become clear that 

one reason for using positron emission tomography (PET) to stage cancers is that PET 

measures the FDG uptake in vivo (16). Pyruvate transport in a tumor cell is less than in a 

normal cell because a tumor cell focuses more on aerobic glycolysis instead of the Krebs cycle.  
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In conclusion, a tumor cell uses the same metabolic pathways as a normal cell but focuses 

more on glycolysis. A couple of metabolites, succinate, itaconate, fumarate, 2-

hydroxyglutarate (2-HG), and acetyl-CoA, which occur in the Krebs cycle, are further 

investigated by Ryan et al. (17). This research shows that these play a vital role in the disrupted 

metabolism of a cancer cell.  Vanhove et al. researched the important metabolite glutamate 

(16). Their research proves that this metabolite seems indispensable for lung tumors and is 

also overexpressed to meet their metabolic requirements. Thus, the main consequence of the 

disturbed metabolism in a cancer cell is that the concentration of specific metabolites in the 

pathways and the concentration of certain end products will differ in a cancer cell compared 

to a normal cell. In the next section, this knowledge will be applied on the topic of non-small 

cell lung cancer. 

 

  



31 
 

5 What is lung cancer? 
 

Lung cancer is still one of the most common causes of cancer death for men and women 

worldwide. In Belgium alone, 14.4% of the newly reported cancer cases for men and 8.3% for 

women were due to lung cancer in 2018 (18). Several risk factors for lung cancer are identified, 

with smoking being the most important (19). 

Primary lung cancer starts in the lungs and can metastasize further in the body to other organs. 

Lung cancer can be divided into two large groups, small cell lung cancer (SCLC) and non-small 

cell lung cancer (NSCLC). The last one is the most common type of lung cancer, which is the 

type of focus in this research (20).  

NSCLC can be subdivided into different types: squamous cell carcinoma, large cell carcinoma, 

and adenocarcinoma being the three most common ones (19).  

NSCLC can exist in different stages (stage 0 to stage IV). The stage is determined by TNM 

staging, where T stands for 'size and extent of the primary tumor,' N stands for 'involvement 

of lymph nodes in the region of the lungs,' and M stands for 'metastatic involvement or spread 

to distant organs’ (21). The M category can be subdivided into M0 and M1. In subcategory M1, 

cancer has metastasized to distant organs or tissues. Subcategory M0 means that cancer has 

not spread out to different organs or tissues (22). This research focuses solely on subcategory 

M0 tumors.  

The diagnosis of lung cancer can be determined in different ways, depending on the situation. 

For example, the patients can undergo a biopsy, where fluid is retracted from a dubious area 

or the area surrounding the lung, using a needle or surgery. Another way is to examine the 

secretions of the lung. A PET/CT examination is of crucial importance in the process of lung 

cancer diagnosis (23-25). 

The standard-of-care treatment for patients with early-stage and locally advanced lung cancer 

(TNM I - TNM IIIA) diagnosis is surgery or lobectomy. During this operation, a whole lobe of 

the lung that contains the tumor is removed, like shown in figure 6  (19, 26, 27).  

Figure 6: The process of surgery called a lobectomy. A part of the lung lobe that contains the tumor and a small part of 

healthy tissue surrounding the tumor is removed. 
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A common problem that arises with the diagnosis and treatment of lung cancer patients is the 

heterogeneity of tumors. A big reason for the different responses of every patient to 

treatments is the molecular heterogeneity between lung cancer patients diagnosed with the 

same histology (28).  

The survival rate over five years for patients diagnosed with NSCLC overall is 14% (29). When 

looking at the different stages of NSCLC, the survival rate can differ drastically. For a patient 

diagnosed with stage I NSCLC and where the tumor is surgically removed, the survival rate 

over five years goes up to 70%. In contrast to this, when a patient is diagnosed with an 

inoperable NSCLC, the survival duration drops to nine months. 

It is essential to get an early diagnosis of NSCLC before the tumor metastasizes. Only in this 

stage, an operation is helpful for the patient and will increase the patients' survival rate (27).   
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6 PET 
 

One of the many Positron Emission Tomography (PET) applications, a functional imaging 

technology, is to obtain a non-invasive method for lung cancer imaging. Before a PET 

examination, compounds labeled with short-living positron-emitting radioisotopes are 

injected intravenously. Depending on the carrier molecule (isotopic labeling), the injected 

isotope will distribute to different tissues. External detectors orientated in various directions 

will detect the radiation emitted from these injected radiopharmaceuticals (30).  

 

 

6.1 Physical process 
 

More specifically, the injected radiopharmaceutical will undergo positron decay, also known 

as beta plus decay. A proton will be converted into a neutron during this process and release 

a positron, also known as a beta particle, and an electron neutrino. Formula 1 describes the 

process of beta plus decay.  

  𝑝1
1  →  𝑛0

1  +  𝑒+1
0  +  𝜈  + energy    (1) 

This physical conversion occurs particularly for proton-rich isotopes, such as 102Pd, to correct 

the imbalance between protons and neutrons (31).  

The created positron will interact with a surrounding electron. This complete annihilation will 

create energy in the form of two photons that speed off in opposite directions (32). The two 

photons both carry an energy of 511 keV and will be measured by a ring of detectors around 

the patient during the PET examination. The origin of the photons can be determined using 

the direction of the annihilation photons; hence, the radioactive decay process that created 

them can be localized. This process is visualized in figure 7 (33).   

 

 

Figure 7: Positron emission tomography process. This figure visualizes the physical process that occurs during a PET-scan. 

The positron annihilation is shown in yellow, with two photons of each 511 keV that speed in opposite directions. 

Furthermore, the atomic structure of fluorodeoxyglucose is described. 
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The annihilation of the positron depends mainly on the range of the positron, which is affected 

by the electron density of the medium. The typical range of positrons emitted from 

radionuclides used in PET is about one to two millimeters. Here, the medium is considered 

water because a significant part of biological tissue consists of water (34). As discussed, 18F is 

a proton-rich isotope, which is one reason it is generally used as a tracer in PET examinations. 

Sequentially, it will be explained how this isotope can be used as a tracer in the next section. 

This will first be described in general and then specific for NSCLC. 

 

 

6.2 Tracer (18F-FDG) 
 
18F-labeled FDG (18F-FDG) is a commonly used radiopharmaceutical in nuclear medicine and is 

thus also used during a PET-scan in the nuclear medicine department of the hospital of Genk. 
18F-FDG will undergo positron decay for 97% (35). The half-life of 18F-FDG is 110 minutes (30). 

It is noteworthy that the half-life is relatively short to limit radioactivity in the patient but is 

long enough to obtain a medically qualified pet scan. 

The atomic structure of 18F-FDG is approximately the same as the atomic structure of glucose, 

and both are represented in figure 8. The difference is that a fluor-18 atom replaces one 

hydroxyl group of glucose. Because the difference in the atomic structure is small, the 

characteristics of the chemical components are very similar (36, 37). 

 

 

Figure 8: Atomic structure glucose and FDG. This figure gives the atomic structure of both glucose and fluorodeoxyglucose.  

 

Normal cells have a lower glucose consumption than malignant cells. Thus, a typical 

characterization of malignant cells is a higher uptake of glucose with the consequence that 

those cells also have a higher uptake of FDG (38). 18F-FDG PET has the significant advantage 

that a change in cellular metabolism is visible more quickly than a change in tumor size (39). 

Small compact medical cyclotrons are created to produce most positron-emitting isotopes, 

such as 18F-FDG, by starting from [18O]water (40). The energy required to create these isotopes 

is relatively moderate, and that way less than 20 MeV for protons (35). In a cyclotron and 

other accelerators, both a magnetic field and an electric field are used. The electric field will 

accelerate the ions, and the magnetic field is applied to make the ions move in a preferable 

direction.  
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The amount of 18F-FDG that is injected is a vital parameter to obtain a medically qualified PET-

scan. Another necessary characteristic of 18F-FDG is that it is nontoxic, or it does not harm the 

patient. Besides, 18F-FDG is chemically incorporated into the specific physiological process, but 

it will not influence or modify this metabolic process (41).  

In the European Association of Nuclear Medicine (EANM), clinical guidelines are published 

based on standards for the doses of specific radiotracers and their specific applications (36). 

The dosage of 18F-FDG depends on the used system and the patient's weight (42). The amount 

of 18F-FDG that is injected into the patient's body, injection administration (IA), is calculated 

by Boellaard et al. by the following formula 2 (42): 

𝐼𝐴 =  7.2 𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑘𝑔) / 𝑠𝑐𝑎𝑛 𝑡𝑖𝑚𝑒 (𝑚𝑖𝑛)  ±  10     (2)  

In this research, the injected 18F-FDG dose in the hospital ZOL of Genk is described by the 

following formula 3. Here, the dose is first expressed in millicurie and multiplied by 37 to 

obtain the dose in megabecquerel. The weight of the patient is, in both formulas, an 

indispensable parameter. 

𝐷𝑜𝑠𝑒 =  (𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑤𝑒𝑖𝑔ℎ𝑡 (𝑘𝑔) /10)  −  1 ∙  37                                  (3) 

To optimize the image quality, the patient will undergo a complete fasting for a minimum of 

6 hours before the scan, whereby only drinking plain water should be allowed (43). This 

fastening aims to minimize the competition between glucose out of food and the 18F-FDG 

uptake (43). Furthermore, high-intensity activities should be avoided for a minimum of 24 

hours before the injection (43).  

 

  



36 
 

6.3 FDG and a cancer cell 
 

The localization of biological mechanisms visible with the help of 18F-FDG and other 

synthesized radiopharmaceuticals is known as metabolic trapping. This principle is based on 

the metabolic activity of the tissues in the human body (44). Together with the uniform 

distribution of 18F-FDG, specific organs have a significantly higher uptake level than others. For 

example, the brain and heart both have a higher uptake after two hours past injection 

compared to the lungs (45). In general, this can be summarized by the phosphorylation of 

glucose, as explained in section 'Glycolysis' (45). 

As explained in the section 'Metabolism in a cancer cell', the same metabolic pathways as in a 

normal cell are used to generate ATP. The difference is that the pathways are reprogrammed 

for a tumor cell (14).  

Furthermore, glycolysis appears to happen much faster in a tumor cell than in a normal cell. 

As explained, this results in a higher need for glucose to optimize the working of a tumor cell 

(8). Because of the similar anatomic structure and the corresponding similar characteristics of 

glucose and 18F-FDG, a higher glucose uptake will also lead to a higher 18F-FDG uptake (36). 

Another reason why 18F-FDG is used for the staging and imaging of cancer is that specific 

transporters have a high preference for 18F-FDG, par example, GLUT1, and GLUT3 (15, 16). 

Kaira et al. concluded that the uptake and accumulation of 18F-FDG within lung cancer cells is 

determined by the metabolism of glucose, hypoxia, and angiogenesis (46).  

This leads to a further specification of FDG and non-small cell lung cancer. 

 
 

6.4 FDG and NSCLC 
 

As explained in the section 'Cancer' and the section 'Lung cancer,' the three main subtypes of 

NSCLC are squamous cell carcinoma, adenocarcinoma, and large cell carcinoma (20). Smoking 

history and squamous cell carcinoma are predominantly associated with each other (47). The 

subtypes differ in their cell of origin, location in the lung, and growth pattern (48). An essential 

difference between those three major subtypes of NSCLC is reflected in the 18F-FDG uptake. 

This uptake of the radiopharmaceutical tracer is related to the SUVmean. De Geus-Oei et al. 

have shown that the 18F-FDG uptake is the highest in squamous cell carcinomas, followed by 

adenocarcinomas with significantly higher uptake in 18F-FDG than large cell carcinoma (49). 

Furthermore, the plasma glutamate concentration seems to have a complementary role. With 

the help of the plasma glutamate concentration, a differentiation can be made between 

inflammation and cancer in the lung (50). 1H-NMR spectroscopy can be used as a tool to 

determine this difference in concentration. Vanhove et al. showed that a relative glutamate 

level, in PET-positive patients, less than or equal to 0.31 indicates lung cancer diagnosis, and 

a level above 0.31 is correlated to inflammation (50). 

In the following sections, the device of a PET scanner, the processing of an image, and data 

acquisition to obtain a medically qualified PET scan will be explained more in detail. 
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6.5 Device and image processing/ data acquisition 

6.5.1  Detector 
 

Around the patients, a ring of detectors made of lutetium oxyorthosilicate crystals will detect 

the photons emitted back-to-back from the positron annihilation.  

The detectors are all electronically coupled with each other. That way, opposite detectors 

simultaneously identify a pair of emitted photons using coincidence detection circuits (30). 

Alignment is obtained due to the electronic coincidence detection, which results in no need 

to use collimators. This is why PET has a better detection efficiency than single-photon 

emission tomography (SPECT) (34). The first step of four for data acquisition of PET is to 

generate a list mode of the two detectors that measure a photon. A pair of detectors 

registering a coincidence will be included in an event list or list mode (51). 

A line can connect two detectors that measure a pair of photons simultaneously, and this line 

is called a line of response (LOR). This is the second step for data acquisition. On this line, the 

annihilation must have occurred. 

The annihilation will be localized along the LOR in conventional PET, but there is no 

information about where the annihilation has occurred. This indicates an even distribution of 

events along the LOR and adds noise to the image (52). That is why modern PET scanners rely 

on the effect of time-of-flight (ToF), where information about the time is directly incorporated 

to reconstruct the image. ToF was for the first time identified around 1980 (53).  

The correlation of two physical events is an essential part of the reconstruction of an image. 

This will be done with the help of a coincidence window. First, a detected photon will be linked 

to a specific detector and detection time (53). This is done for all the detected photons. The 

difference between two detected photons will be compared to a set coincidence window of 

540 picoseconds (54). If this difference in time is more significant than the coincidence 

window, the two detected photons are considered physically uncorrelated. If the difference 

in time is smaller, the two events are correlated (53). 
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Characterization of the LOR is the smallest angle between the LOR and the center of the gantry 

(55). This characterization can be visualized in a graph and is known as the third important 

step in the process of data acquisition, where the x-axis is known as the shortest distance 

between the line of response and the center of the gantry, while the angle is plotted on the y-

axis (51, 55). Figure 9A is a visual representation of four LORs. 

 

Figure 9: Sinogram formation. Each LOR of coincidence events is plotted as a function of its angular orientations and its 
displacement from the gantry center. In part A of the figure, the gantry center is marked by a cross (X). The 4 LORS are 

plotted where the angular orientation is plotted on the y-axis, and the displacement from the center of the gantry is plotted 
on the x-axis. Half of a sine wave is displayed if all possible LORs pass through the point where the 4 LORs are crossing. 

When this is plotted for many LORs from the same point or pixel, half of a sine wave can be 

obtained. This resulting figure is known as a ‘sinogram’, where PET data are directly acquired 

and is visualized in figure 9B (55).  

A sinogram consisting of a significant number of sine waves overlapping is the result of a more 

complex object and is visualized in figure 10. The sum of parallel LORs at a specific angle is a 

projection and is represented by a specific horizontal row in the sinogram. The sinogram of a 

PET will take into account all the projection angles and represent the data acquired per slice 

(55). This indicates that raw PET can be represented as a series of sinograms or as a series of 

projections, this for respectively a sinogram per slice and a separate view per projection angle. 

Step four of the data acquisition indicates that the transverse images are reconstructed with 

the help of the PET system's computer from the sinogram of projection data (30). 

 

Figure 10: Complicated sinogram. This figure visualizes a series of sinograms of more complicated objects. This results in 
many overlapping sine waves. This is an example of a sinogram from a brain scan. 
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6.5.2  Scintillator 
 

PET detectors are mostly inorganic scintillators. Around the scintillation crystal, an optical 

reflector is located to optimize the amount of interaction within the crystal. Rayleigh, 

Compton, and photoelectric effects will cause interaction of the annihilation photons within 

the scintillator. A PET scan will focus on events based on Compton and photoelectric effects 

due to the more considerable energy released in these effects (34). The photoelectric effect 

appears when a photon collides with a bound orbital electron and ejects the electron from 

the atom, and the Compton effect appears when a photon interacts with a loosely bound 

electron (56). A part of the energy from the initial photon is imparted to the electron, and the 

initial photon is scattered (56). If the annihilation energy is deposited in one location, it is 

known as the photoelectric effect. In contrast to Compton interactions, where the energy is 

deposited in several points of the crystal block (34). Because both effects are related to the 

atomic number, a crystal block with a high atomic number is preferred. 

 

The scintillation process is based on the absorbed energy of the annihilation that results in a 

higher state of the crystal lattice. This characteristic state will emit lower-energy photons, also 

known as the scintillation photons, due to the decay that has taken place after a characteristic 

time (34). A photomultiplier tube (PMT) photocathode detects the scintillation photons, 

whose amplitude is a linear relationship with the electronic signal. At the front-end, 

electronics, such as pre-amplifiers, are located to process the signal further. Other properties 

will influence the detector's efficiency, such as the detector's energy resolution (34, 51). 

 

Figure 11: Electronics of a PET detector. A visualization of the electronica in a PET detector. As main parts the scintillation 
crystal, photomultiplier, pre-amplifier, and other electronics. 

During a PET scan, essential parameters can be extracted and analyzed for further research. 
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6.5.3  PET parameters 
 

An essential parameter during a PET is the relative measure of 18F-FDG uptake, referred to as 

the Standard Uptake Value (SUV) (56). This is known as the ratio of the activity concentration 

measured by the PET scan relative to the initial injected activity of 18F-FDG that is decay 

corrected. This initial activity is divided by the mass of the patient expressed in milliliter (42, 

51). Formula 4 describes the ratio that SUV defines. This parameter is dimensionless. 

 

𝑆𝑈𝑉 =  
𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑎𝑡 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑃𝐸𝑇 [𝐵𝑞/𝑚𝑙]

𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑 [𝐵𝑞] / 𝑝𝑎𝑡𝑖𝑒𝑛𝑡 𝑤𝑒𝑖𝑔ℎ𝑡 [𝑚𝑙]
   (4) 

 

The SUVmean is defined as the average of the SUV in a region of interest. Because of image 

noise and a limited resolution, defining the boundaries of the region over which the average 

is computed will be challenging (56). Due to this challenge, simply taking the average of the 

SUV for a region of interest (ROI) is not a reasonable estimate for the SUVmean (56). Accurate 

measurements of the SUVmean are only good when the central region of a relatively large 

lesion is used. In addition, a uniform SUV is needed over the region of interest (56). 

This leads to a need for a more accurate value, the SUVmax. In contrast to the SUVmean, the 

SUVmax is invariant to a slight shift of the region of interest. That way, the SUVmax is more 

stable than the SUVmean. However, a single value of a pixel will bias the SUVmax and lead to 

more noise than the SUVmean (56). 

18F-FDG represents the whole body total metabolic tumor volume (MTV) and thus represents 

the volume of tumor tissue. More specifically, it is a quantitative measurement of tumor cells. 

Higher glycolytic activity is an evident characteristic of tumor cells (57). It is a commonly used 

parameter to give information about the tumor. 

The product of the SUVmean and the MTV is known as the total lesion glycolysis (TLG) (58). 

This is an exciting parameter because it combines the volumetric as the metabolomic 

information of the patient obtained by a PET/CT-scan (57). Several studies have shown the 

importance and usefulness of TLG, especially for the treatment response, not only for lung 

cancers (59-61). After the explanation of PET and the corresponding parameters, the next 

chapter will focus on CT. 
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7 Computed tomography 
7.1 X-ray production 

 

X-rays result from converting the kinetic energy of accelerated charged particles into 

electromagnetic radiation by multiple collisions with a target (62). 

Bremsstrahlung falls under the category of electromagnetic radiation and is released when a 

charged particle (e.g., an electron) loses energy due to collisions with atomic particles (63). 

This phenomenon is shown below in figure 12, where multiple electrons are deflected by a 

nucleus and lose kinetic energy together with the emission of energy (bremsstrahlung photon) 

(63). The output that is generated is a continuous spectrum of different x-ray energies (62).  

 

Figure 12: X-ray production. Numbers 1,2, and 3 show incident electrons that interact nearby the nucleus. This results in 

bremsstrahlung production. Number 4 shows characteristic radiation emission (62). 

 

Another interaction of the accelerated electrons with the atomic shell that can occur, is the 

ejection of an inner shell electron. This is also shown in figure 12. A K-shell electron has the 

highest binding energy and lowest number of electrons on the shell. When an incident 

electron removes a K-shell electron, a vacancy is created. This vacancy is then quickly filled 

with an electron from a lesser bound shell. During this process, characteristic energy is 

released. Figure 13 shows the resulting output spectrum of both bremsstrahlung and 

characteristic radiation. The continuous spectrum of bremsstrahlung is visible, and the 

characteristic radiation is represented by the monoenergetic spikes on the continuous 

bremsstrahlung spectrum (62).  

 

 

 

 

 

Figure 13: Radiation spectrum with bremsstrahlung and characteristic radiation for a tungsten anode (64). 
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7.2 X-ray tube 
 

Computed tomography (CT) is a computerized x-ray imaging procedure (65). An x-ray tube is 

used as the source for x-rays. The x-ray tube is shown in figure 14.  

 

 

 

Figure 14: X-ray tube equipment (66). 

 

The two most important parts of the tube are the filament and the target. The filament 

(cathode) is electrically heated and generates electrons, due to this heat. These electrons are 

accelerated towards the target (anode) through a high voltage tube. The target is a high 

atomic number material (e.g., tungsten), so that much bremsstrahlung is produced when the 

electrons from the heated filament hit the target (67-69).  

The collision of electrons from the cathode with the anode is called the focal spot (70). The 

intensity or electron flow in the x-ray tube is expressed as a current in units of milliamperes 

(mA).  

A vacuum chamber is placed around the filament and target. This makes sure that the 

electrons can travel from the filament to the target without disappearing by reacting with the 

air molecules. 

The window is used to focus the x-ray beam that leaves the tube. A lead casing surrounds this 

whole structure to ensure minimal unwanted exposure from the x-ray beam to the 

environment and for extra filtration (68, 69). 

The following section discusses the acquisition of data, followed by the reconstruction of an 

image. Last, the combination of PET and CT will be shortly discussed. 
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7.3 Data acquisition 
 

When using x-ray beams for CT imaging of a patient, a couple of other elements are necessary 

between the x-ray tube and the patient, like a collimator to shape the beam and a detector 

for dose validation.   

An x-ray tube's image is created due to a difference in attenuation between different tissues 

inside the patient (67).   

The attenuation of the x-ray beam is associated with the density of that specific tissue. When 

the density of tissue is high, the possibility of detecting a photon by the detectors is lower, 

then when the density of tissue is low. This is because the probability of interaction with the 

atoms in the tissue rises linearly with the density of the tissue (71).  

The attenuation in a specific tissue is expressed by its attenuation coefficient μ and is also 

directly related to the density of the tissue. This is, however, not the only factor where μ 

depends on. Two other factors are the thickness of the respective tissue and the energy of the 

x-ray beam (71).  

With computed tomography, the x-ray tube is installed in the gantry, where multiple detectors 

are installed. This is illustrated in figure 15.  

 

 

Figure 15: Schematic figure of a CT scanner (72). 

 

During a CT scan, μ is measured in each detector at a certain angle of the gantry to get a 

projection at this specific angle. Then, the gantry is rotated over a small angle, and the 

measurements are done again to get another projection at this angle. The combination of all 

these projections forms a sinogram, as explained in the section about PET.  
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7.4 Reconstruction 
 

Image reconstruction aims to map the attenuation coefficient distribution of a specific tissue 

through a volume. The first step of reconstruction is to calculate the CT-number, expressed in 

Hounsfield units (HU). It can be calculated with the following formula: 

𝐶𝑇 𝑛𝑢𝑚𝑏𝑒𝑟 [𝐻𝑈] =  
𝜇𝑡𝑖𝑠𝑠𝑢𝑒 − 𝜇𝑤𝑎𝑡𝑒𝑟

𝜇𝑤𝑎𝑡𝑒𝑟
× 1000 

As displayed in this formula, the calculated CT-number is the relative attenuation compared 

to the attenuation in water, set to 0 HU (70). 

A crucial reconstruction technique within this field is the filtered back-projection (FBP). This is 

an analytical technique. By back-projecting each available attenuation measurement for each 

point in space, an image is obtained. It is also called the convolution method since it applies a 

convolution filter to remove the blurring present in the image with the conventional back-

projection method (70, 73).  

Since the computational power increased over the last few years, iterative reconstruction 

techniques were implemented to reconstruct images. The basic idea of this technique is that 

various reconstructions are necessary to obtain a more accurate image (64, 70). A general 

flowchart of how these algorithms may look, is shown in figure 16. The first step of this 

technique is to start with an estimate of the image. Then, the projections are calculated and 

compared with the actual projections. Last, the result of the calculations is used to modify the 

current estimate (67). This technique is currently not efficient enough to replace the FBP 

technique.  

 

 

 

 

 

 

 

 

Figure 16: Visualization of the iterative reconstruction algorithm (64). 

 

There can be many artifacts when an image is reconstructed from a CT scan. There are two 

big categories: physics artifacts and patient-based artifacts. Most of them are fixed with 

filtration, calibration correction, and correction software use (67). 
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A combination of positron emission tomography and computed tomography has the 

significant advantage of collecting, in one scanning, both anatomic analyses and metabolomic 

or functional images in vivo (74). CT, PET, and their parameters lead to the central part of this 

research, radiomics. 

  



46 
 

  



47 
 

8 Radiomics 
 

In 2012 the concept of radiomics was presented by Lambin et al. (75). The extraction and 

analysis of quantitative medical imaging features with high throughput is known as radiomics. 

A medical image can carry much information. This information can reflect underlying 

pathophysiology with the help of quantitative image analysis (72). Digital clinical images are 

obtained for almost every cancer patient, a significant strength of radiomics because all these 

images are potential radiomics databases (72). These digital images might be the foundation 

of a specific discriminative clinical model, in this case, for NSCLC. 

The main goal of radiomics is to create mineable databases to develop descriptive and 

predictive models for valuable diagnostic, prognostic, or predictive information (76). This 

means that these systems provide support to make the best clinical decisions to optimize the 

individual treatment. Combining radiomics data and other patient characteristics may lead to 

the development of evidence-based clinical decision support tools and models (72).  

Radiomics is a reasonably fast-growing, recent, and multidisciplinary technique that will play 

an increasingly important role in the medical world by combining data, most of all obtained 

out of images, in combination with genetics and bioinformatics (75). In the next section, an 

overview of results in radiomics will be explained for both oncological and non-oncological 

applications. 

 
 

8.1 Overview results radiomics in oncological and non-oncological applications  

8.1.1 Non-oncological applications  
 

Radiomics can have some non-oncological applications. For example, when characterizing 

damage in the lung due to radiation pre-radiotherapy and post-radiotherapy, CT scans can be 

used. More specifically, the variation in texture features and corresponding values between 

those CT scans are used (77). 

Imaging features are also often used in neurological applications. This way, Alzheimer's and 

multiple sclerosis can be diagnosed, staged, or prognosed with the help of imaging features 

(78, 79). Computed tomographic angiography has been used to analyze textures, more 

specifically after endovascular prostheses, to predict endovascular leak (80). 
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8.2 Oncological applications 
 

Several studies have hypothesized a link between tumor characteristics at the cellular level, 

genetic level, and the phenotypic pattern (81-83). This link can be captured by medical 

imaging, such as PET and CT (75).  

If we take a better look at studies done with 18F-FDG and a PET scan, it is proposed that a non-

uniform distribution of 18F-FDG is linked to tumor heterogeneity (81, 84, 85). This gives better 

insights into the volume and treatment of a tumor. 

 

 

8.2.1  Breast 
 

Genomic features as microRNA expressions were associated with radiomics phenotypes by a 

radiogenic study (86). More specifically, the radiomics features showed associations with 

microRNA expressions and transcriptional activities of pathways (72). These microRNAs 

expressions were linked to the size of the tumor (87). 

The combination of genomics and radiomics data of magnetic resonance imaging (MRI) 

resulted in a significant improvement in prediction performance compared to analyses done 

by genomics or radiomics alone (88). 

 

  

8.2.2  Glioblastoma (GBM) and prostate 
 

Immunohistochemically identified protein patterns of glioblastoma multiforme (GBM), which 

were predicted with the help of radiomic features obtained from magnetic resonance MR (82). 

Radiomics features were correlated with a compelling prognostic factor for prostate cancer, 

the Gleason score. Furthermore, these radiomics features were also related to biochemical 

recurrence following prostate radiotherapy (89). 

 
 

8.2.3  Vulvar cancer 
 

In 2019, Collarino et al. examined vulvar cancer based on radiomics with the help of 18F-FDG 

PET/CT images (90). These radiomics features were identified by principal component analysis 

(PCA) for 40 women with a primary tumor of at least 2.6 cm in diameter. Furthermore, each 

woman received an 18F-FDG PET/CT scan followed by surgery. The study concluded that PCA 

could be used to perform dimensionality reduction for radiomics. This statistical step is 

essential when a large radiomics database is extracted from PET or CT images. Only the 

parameters that significantly contribute to the predictive model should be considered and, 

therefore, be identified using PCA. PCA goes further than radiomics features used in the 

present clinical workspace (e.g., SUVmean or Grey levels) (90). In this study, the PCA analysis 

showed that both known (e.g., SUVmean) and unknown parameters (e.g., Moran's I) are 

essential for the creation of this predictive model (90).  
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8.2.4  Lung 
 

NSCLC is broadly studied and characterized with the help of radiomics (87). The focus to obtain 

the images needed for radiomics until now is CT, which is also helpful in treating a patient. 

Studies show that these radiomics features are related to the tumor stage and histopathology 

(79, 91).  

Conventional, radiomics and combined features are based on multivariate predictive models 

to create, at the time of surgery, predicting pathological response to neoadjuvant 

chemoradiation assessed (88).  

A radiomics signature as a combination of four features was built by Aerts et al. (92). This 

combination of features consists of 'statistics energy,' which gives more information about the 

overall density of the tumor. A second feature is the ‘shape compactness,' which indicates 

how compact the tumor is. The third feature is a measure of wavelet and heterogeneity and 

is described in 'gray level non-uniformity.' The last feature describes the intra-tumor 

heterogeneity and is known as 'gray level non-uniformity HLH.' Importantly, this last feature 

can only be extracted after decomposing the images in mid-frequencies (87). The most stable 

features were selected by using the RIDER dataset on a set of 422 lung cancer patients (87). 

Aerts et al. concluded that the radiomics signature was predictive for survival due to a 

confidence interval of 0.65. 

Furthermore, the signature was successfully tested on different cancers, such as lung, head, 

and neck cancer (92). Out of multi-center data of 201 patients, Ohri et al. published a 

predictive radiomics model (93). With the help of the Lasso procedure, one textural feature 

was identified. This feature was calculated from GLCM and SumMean to predict overall 

survival, complementary to MTV with an optimal cut point of 9.3 cm (93). 

The general process of radiomics, explained in the next section, will provide insight into how 

these radiomics features related to specific organs can be obtained. 
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8.3 Process 
 

This process can be defined in several steps, starting 

with the acquisition of images. This step is followed by 

segmenting volumes, such as a tumor located in the 

lungs, as will be performed in this study. Out of these 

essential features, more specific radiomics-image 

properties are extracted. The last step includes 

developing, analyzing, and validating models obtained 

by this process (75). The basic idea is to collect as 

much data and information as possible at the front 

end and use databases to identify radiomics features 

of which the prognostic value is the highest (72). This 

philosophy leans on process engineering. A more 

detailed overview of this process can be found in 

figure 17 (76). 

In general, the first step is to obtain clinical images of 

study patients. This study is done with the help of 

PET/CT. Information about tumor phenotype and 

microenvironment can be extended from image 

features such as intensity, shape, size, volume, and 

texture (72). The detailed information about the 

PET/CT images can be found in the sections describing 

PET and CT. The images are obtained by using a 

standard protocol.  

Furthermore, the obtained images must be de-

identified; this is done by anonymizing the images 

linked to one patient by a specific code.  

The second step, including segmentation of images 

into volumes of interest (VOIs), is crucial. This is a very 

challenging step because the borders of tumors are 

often indistinct. Segmentation of the VOIs should be 

accurate and reproducible to be time-efficient and 

reduce the interaction of operators, such as medical 

experts or doctors (76). 

  

Figure 17: The process of Radiomics. This 
scheme visualizes the four essential steps 
starting from the image data, followed by 
image segmentation, feature extraction, and 
qualification, and ending with analysis and 
database; Picture Archiving and 
Communications Systems (PACS).  
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The third step is feature extraction and qualification, where semantic and agnostic features 

are extracted. On the first hand, the features that are commonly used to describe regions of 

interest are semantic. On the other hand, the features which describe lesion heterogeneity 

are known as agnostic features. The potential of radiomics to measure intra- and intertumoral 

quantitative heterogeneity is a central driver for radiomics research (76). 

The most systematic approach is first to identify redundant features (76). The extracted 

features are often visualized in a covariance matrix, where highly correlated features are 

indicated in the same color. Figure 18 shows an example of 219 features extracted from CT 

scans in 143 patients diagnosed with NSCLC (64, 76). Highly correlated features can form 

clusters and can be collapsed into one representative feature. Aerts et al. further ranked 

features based on different agnostic and semantic classes of features (92). Models can be built 

out of the two or three features of each class with the highest priority. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18: Radiomics features in a covariance matrix. This matrix is an example of 219 features that were extracted from 

NSCLC tumors in 235 patients. With the help of regression analysis, the features were compared, and correlation coefficients 

(R²) were generated. Features with high correlation were clustered and plotted along both axes and shown in red. 
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The last step of the process is to construct these models and analyze the outcoming results. 

Important in this step is to minimalize the risk of overfitting (75). When this is the case, this 

will lead to models that are only specific for the given set of data, and those models will not 

perform well on a new, independent set of data. Data mining is known as discovering patterns 

in large data sets and is necessary to develop a model (75). This can be done via artificial 

intelligence, machine learning, or with the help of a statistical approach (72). 

Notably, the model must be validated before it can be used in a clinical setting. Thus, it is 

essential to test the model using an independent validation dataset and document the 

statistics methods carefully (75). An overview of the different steps of radiomics is given in 

figure 19 (64). 

 
Figure 19: Flowchart of a Radiomics process. Medical images obtain information about the patients. Secondly, the region of 

interest is identified. Afterward, these are segmented with operator edits and eventually rendered in three dimensions. From 

these rendered volumes, quantitative features can be extracted. Finally, these data are ready for developing, predicting, or 

prognostic models; Region of Interest (ROI). 
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9  Factor analysis 
 

To reduce and correlate the parameters obtained from radiomics techniques, Factor Analysis 

(FA) is often used. It is a statistical tool to observe a correlation between the initial parameters 

and combine and reduce these by representing a common factor (94). With the help of factor 

analysis, the dimensions and structures within the data are also identified. 

The technique is based on finding a common variable (e.g., factor I). This factor is responsible 

for creating two or more variables (e.g., S1, S2, and S3). This indicates that factor I is the reason 

behind the correlations and association between S1, S2, and S3 (94). Figure 20 gives a 

visualization of the common factor, variables, and the relationship between these two. Here, 

factor I and factor II are the common factors, introducing three variables (respectively S1, S2, 

S3 and S4, S5 and S6). The three variables are reciprocally correlated, indicating a line between 

the variables (94). 

 

Figure 20: Common factors, variables, and underlying correlation. The common factors are named factor I and factor II. 
Furthermore, the variables are named from S1 up to and including S6. The correlation between the variables is indicated 

with a line between the concerned variables. An arrow between the factor and variable indicates that this factor introduces 
these variables. 
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Identifying a common factor starts from the correlation matrix, which is filled by variables. 

The common factor that will be determined first is the one that will explain the most 

correlation in the matrix with variable. This way, the common factor is generated by a 

theoretical procedure (94). The correlation matrix can be expressed in the form of a heat map. 

This is represented in figure 21 (95). 

 

 

Figure 21: Heat map of the absolute values of the correlation matrix. If the absolute value of correlation increases, the spot 
will be a deeper red. If the correlation between the variables is less, the spot will turn into a soft spot of red. 
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10  Principal Component Analysis 
 

Because Principal Component Analysis (PCA) is also often used in literature to reduce 

parameters, an explanation is given in this section. 

PCA, a mathematical algorithm known as Karhunen-Loeve expansion, is based on orthogonal 

transformations where a conversion of a set of possibly correlated variables into a set of 

values that are linear correlated occurs (96, 97). The reduction of parameters can be 

accomplished by identifying directions, which are named principal components (PCs) (97). 

These principal components are directed to where the variance in data is maximum. That way, 

PCA requires knowledge of linear algebra and statistics (96). 

PCA is based on Eigen vectors and Eigen values. An Eigen vector is a type of vector that does 

not change after a transformation is applied (98). PCA calculates the Eigen vectors of the 

covariance matrix. These project the original data onto a feature space with lower dimensions. 

Eigen vectors define this space with large Eigen values (99). An Eigen value is a scalar that 

transforms an Eigen vector, and this can be visually seen by stretching the Eigen vector with 

an own direction and magnitude. In other words, the new Eigen vector is a scaled version of 

the original vector (98). Figure 22 illustrates an Eigen vector (x), Eigen value (λ), and matrix A 

(100). 

Figure 22: Visualization of an Eigen vector and Eigen value. A is a matrix that stretches the Eigen vector X. There is no 
change in direction, only in the scale of the Eigen vector. 

 

Relatively few numbers can represent a set of relatively large values by using a few 

components. After that, the remaining parameters will be plotted to visually asses similarities 

and differences and determine whether parameters can be grouped together or not (97). 



56 
 

The principal component that is chosen first is the one that minimizes the total distance 

between the original data and their projection onto the principal component. A 

minimalization in this distance results in a maximization of the variance of the projected points 

(101).  The second and subsequent components are selected the same way. Each time,  there 

is one additional requirement for these principal components, which indicates that they are 

not correlated with all the previous PCs (101). Figure 23 provides a visual representation of 

the data set before and after the principal component analysis (102). 

Figure 23: Example of Principal Component Analysis. The left graph represents the original date, and on the right, 
the transformed dataset is graphically represented. In this example, the PCA is performed on five points.  

PCA; Principal component analysis. 

 

Like any other statistical technique, PCA has its advantages and drawbacks. A couple 

advantages are low noise sensitivity and decreased used memory and increased efficiency, 

both are logical consequences of the smaller dimensions of the data after PCA (99, 103). 

Furthermore, a lack of redundancy of the data given the orthogonal components is a key 

advantage. Another essential advantage of PCA is the switch from a difficult evaluation of the 

covariance matrix to a visual representation accurately. A disadvantage is that the training 

data explicitly needs every information of the simplest invariance. Otherwise, this invariance 

could not be captured (99, 103). 

When using radiomics to build predictive or discriminative models, PCA can be used right 

before the actual data analysis. This step is called 'Post Processing.' With the help of PCA, the 

original features are combined through the transformations explained above, to form new 

features. These new features are then processed into a model during the actual data analysis 

(104). 

A difference with FA is that in the PCA technique, the common variance, represented by factor 

I in figure 20, becomes maximized and is not unique for each variable (94). In contrast to FA, 

where there is assumed that there are a substantial number of unique variances. 
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11  Correlation tests 
11.1 Pearson correlation test 

 

A frequently used method to examine a correlation between two normal continuous 

distributed datasets is the Pearson correlation coefficient. This statistical method is known as 

a linear correlation technique (105).  

Karl Pearson defined formula 6 as Pearson's correlation coefficient, whereby X and Y are two 

normal continuous distributed parameters of two different datasets. Random samples of size 

n for variables X and Y are denoted, respectively 𝑋1,…, 𝑋𝑛, 𝑌1,…, 𝑌𝑛 and 𝑋̅ and 𝑌̅ (106). 

                                         𝑟 =  
∑ (𝑋𝑖−𝑋̅)(𝑛

𝑖=1 𝑌𝑖−𝑌̅)

√[∑ [(𝑋𝑖−𝑋̅)𝑛
𝑖=1

2
][∑ (𝑌𝑖−𝑌̅)𝑛

𝑖=1
2

]

                                                 (6) 

The solution of the Pearson correlation analysis is a numerical value that indicates how well 

all variables of the different datasets are correlated two by two (107). 
 

The Pearson correlation coefficient can take a value starting from -1 to +1. Where a perfect 

positive correlation is known as +1, and a negative correlation is represented by -1. A 

correlation value of 0 equals to no correlation between the two variables (108). 

 
 

11.2 Spearman correlation test  
 

If the two datasets are not normally distributed, another method is needed to obtain a 

correlation coefficient based on the datasets. An often-used method is the Spearman 

correlation test. This method is based on the ranked values for each variable and, that way, 

not based on the raw, original data (109).  

No assumptions of the distribution of the data are known and carried by the Spearman 

correlation test. In addition, it needs an ordinal scale of variables to run the correlation 

analysis (110). 

The Spearman rank correlation is calculated with the help of formula 7. In this formula, 𝜌 

stands for the Spearman rank correlation, 𝑑𝑖 for the difference between the ranks of 

corresponding variables and the number of observations is denoted as n. 

                                                           𝜌 = 1 −  
6 ∑ 𝑑𝑖

2

𝑛 (𝑛2 − 1)
                                                      (7) 

Like the Pearson correlation test, the Spearman correlation test returns a value from -1 to 

+1. A perfect positive correlation is denoted by +1, a perfect negative correlation is linked to 

a correlation value of -1, and when there is no correlation, the correlation value is similar to 

0 (111). 
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12  The Chi-square test 
 

A statistical test that was used during this study is the Chi-square (𝜒²) test. This method is a 

nonparametric statistical analysis, that is often used to decide if the classifications of two 

samples is dependent or not. That way, the result of a Chi-square test is an indication of the 

deviation or distance between two sets (112).   

 

To use a chi-square test, the following requirements need to be fulfilled (113): 

1. The measurements levels of all variables need to be nominal or ordinal. 

2. The sizes of the sample of the study groups are not equal and the groups of 𝜒² may be 

equally or unequally sized.  

3. The original data are measured at an interval or ratio level, but violate one assumption 

of a parametric test, which are listed below: 

a. The researcher uses a distribution free statistical analysis instead of a 

parametric analysis, due to a seriously peaked or skewed distribution. 

b. The condition of an equal variance or homoscedasticity could not be met. 

c. The data are no longer a ratio or interval, because the continuous data are 

collapsed into a smaller number of categories. 

 

The method to look at the association between datasets is based on the difference between 

the observed and expected frequencies, respectively O and E (114). The actual count of cases 

is equal to the observed frequencies. The expected value is determined with the help of the 

row marginal for that cell 𝑀𝑅, the column marginal for that cell 𝑀𝐶  and the total sample size 

𝑛. Formula 8 represent the expected value and formula 9 describes the Chi-square test (113, 

114).  

 

 

𝐸 =  
𝑀𝑅 × 𝑀𝐶  

𝑛
                                                                (8) 

 

𝜒² =  ∑
(𝑂 − 𝐸)²

𝐸
                                                             (9) 
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13  Logistic Regression 
 

To go from the dataset with parameters to a discriminative model based on these parameters, 

a logistic regression model is often used. This is a statistical method used on parameters to 

classify a malignant lung tumor and a non-malignant lung tumor, or to classify two histology’s, 

based on these parameters. This method is chosen because of its success in prediction and 

diagnosis in medicine (115). 

 

The logistic function used in this logistic regression model is defined by formula 10. 

 

𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝜂) =  
1

1 + exp (−𝜂)
                                                             (10) 

 

The output of this logistic regression model is probabilities between 0 and 1. The equation to 

interpret these probabilities is given by formula 11. 

The term in the log() function describes the probability of an event divided by the probability 

of no event (116). This way, every feature that is used to base the model on gets a certain 

weight. 

 

log ( 
𝑃(𝑦 = 1)

1 − 𝑃(𝑦 = 1)
) = log ( 

𝑃(𝑦 = 1)

𝑃(𝑦 = 0)
) = 𝛽0 + 𝛽1𝑥1 + ⋯ 𝛽𝑝𝑥𝑝                  (11) 

 

In the case of discrimination between a non-malignant lung lesion and a malignant lung lesion, 

the logistic regression model works with two classes or possible scenarios, the two types of 

lesions. One is labeled 0, and the other is labeled 1, or respectively ‘no event’ and ‘event’ 

(117). The same method can be used when building a discriminative model for two histology 

types, where one of the types is labeled ‘0’, and the other one is labeled ‘1’. 

Another frequently used predictive algorithm is linear regression, but a logistic regression 

model is chosen in this study. This because a linear regression model can only represent linear 

correlations. The interpretation of the outcomes of a linear regression model is often more 

complex since one feature depends on all other features. For the goal of this study, a logistic 

regression model works best to make the classification between a non-malignant lung lesion 

and a malignant lung lesion, and between the pathology of an adenocarcinoma and a 

squamous cell carcinoma (116, 118).  
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14  The ProLUNG Study 
 

This research on non-small cell lung cancer (NSCLC) patients using radiomics is part of a study 

named the ProLUNG study, which has two main branches: metabolomics and radiomics. In 

this ongoing research, metabolomics is used to predict the therapy response of patients with 

phase I-IIIA NSCLC. More specifically, this means that with the help of a blood sample and 

proton nuclear magnetic resonance (1H-NMR) spectroscopy, specific metabolites are 

analyzed. The main goal of the ProLUNG study that focuses on metabolomics is to develop a 

biomarker based on the metabolism, a so-called metabolic profile, which may predict a 

possible relapse after surgery for a specific patient. This can optimize the treatment of NSCLC 

and make it more specific for the patient as an individual. This part of the study is visualized 

in the central part of figure 24. 

 

 

 

 

 

 

 

 

 

Figure 24: Schematic representation of the ProLUNG study. This scheme visualizes an overview of the different aspects that 
are being studied in the ProLUNG study. The focus is on radiomics (left) and metabolomics (right). 

The patient cohort in the metabolomics study exists of 142 patients. These patients have been 

diagnosed with stage I-IIIA lung cancer or early-stage and locally advanced NSCLC. The tumor 

has not metastasized in these stages and all patients received a lobectomy as part of their 

standard-of-care treatment plan. 

 

This research focuses on the radiomics part of the ProLUNG study, as displayed in the left part 

of figure 24. The first goal of this research is to find underlying correlations between the 

metabolomics data of the patients and the radiomics data of these same patients. Another 

aim of this study is to see if radiomics can provide specific markers to generate models to 

discriminate between malignant and non-malignant lung lesions, and between the pathology 

of an adenocarcinoma and a squamous cell carcinoma and optimize the patient treatment 

plan (e.g., is an operation necessary, does the patient need chemotherapy afterward). This 

part aims to examine if a combination of metabolomics and radiomics can obtain a better 

discriminative model. The main goal of metabolomics and radiomics in the ProLUNG study is 

the same. The main difference between these two research fields is that radiomics uses 

parameters extracted from PET/CT images of the patients instead of extracted parameters out 

of the plasma metabolic profile of the patients.  

 

 

1H-NMR Spectroscopic analysis 

Multivariate statistical analysis 

Blood sampling PET-scan Analysis  



64 
 

  



65 
 

15  Materials and method 
 

Two patient cohorts are used in this study. The first patient cohort consists of 39 patients, and 

the second cohort consists of 85 patients. All patients are diagnosed with NSCLC stage I-IIIA. 

The patients' tumor has not metastasized, so the TNM-staging is M0 for all the patients 

included in this research. Furthermore, all the patients underwent a lobectomy as part of their 

standard-of-care treatment plan. The included patients underwent treatment in Ziekenhuis 

Oost-Limburg (ZOL), located in Genk, and gave written informed consent. A patient can drop 

out of the study at any time.  

To limit external influences on the study, exclusion criteria are also introduced. The inclusion 

and exclusion criteria for the ProLUNG study are shown in table 1.  

 
Table 1: Inclusion and exclusion criteria of the ProLUNG study 

Inclusion criteria Exclusion criteria 

Stage I-IIIA NSCLC tumor  No fasting starting 6 hours before PET/CT 

Lobectomy Medication intake in the morning of PET/CT 

Signed written informed consent Fasting blood glucose concentration ≥ 200 mg/dl in the 
morning of PET/CT  
History of cancer during the past five years  
Treatment for cancer during the past five years 

 

All included patients had a PET/CT scan, according to the European Association of Nuclear 

Medicine (EANM). All the patients were imaged using a Biograph Horizon PET/CT scanner from 

Siemens with a 16 slice CT in this research. The CT scans are used to correct the PET images 

for attenuation.  

This specific PET/CT scanner uses lutetium oxyorthosilicate (Lu2(SiO4)O, LSO) crystals. These 

crystals have very high stopping power, high light yield, fast decay time, and good radiation 

hardness against gamma rays (54, 119). There are other crystals available, but LSO crystals 

provide better image quality (54).  

The Biograph Horizon detectors use 4 mm LSO crystals, placed with no gap between two 

detector blocks to guarantee high spatial resolution and lesion visualization (54). 

Due to the high-quality LSO crystals, ToF is supported, which improves the signal-to-noise ratio 

and the speed of the scans. Not only this, the injected dose is lowered, which is an excellent 

quality when looking at the ALARA principle (54). 

In the software of the CT technology of Siemens, SAFIRE3 is included to lower the dose by 

60%, and iMAR3 reduces metal artifacts of the CT images (54). 

Technical specifications are listed in table 2. All the images obtained from the scan are saved 

in the Picture Archiving and Communications Systems (PACS). 
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Table 2: Specifications PET/CT Biograph Horizon from Siemens Healthineers 

Gantry 

Bore diameter 70 cm 

Tunnel length 130 cm 

Table capacity 227 kg 

CT 

Generator power 55 kW 

Rotation times 0.48, 0.6, 1.0 and 1.5 s 

Tube voltages 80, 110, and 130 kV 

Iterative reconstruction SAFIRE 

Metal artifact reduction iMAR 

Slices 16, 32 

PET 

Axial field of view 16.4, 22.1 cm 

Crystal size 4 x 4 x 20 mm 

Time of flight performance 540 
 
 
 

15.1 18F-FDG PET/CT protocol 
 

The radiopharmaceutical is delivered by UZ Leuven, where the production of 18F-FDG is 

performed. With the help of an autoinjector, more specifically an Iris automated multidose 

injection system from Comecer, 18F-FDG is injected in the patient to limit the radiation dose 

to the present medical staff. The medical images of all the included patients were obtained 

one hour after the administration of 18F-FDG. After presetting and determining the imaging 

field, a CT (25 mA, 130 kV) was performed. This CT ranged from the midthighs to the base of 

the skull. A 512-512 matrix was reconstructed with the obtained CT images. Next, a PET-scan, 

which covers the same axial field as the CT-scan, was performed for 15 to 20 minutes. The 

emission time per bed position ranged from one to two minutes depending on the concerned 

patient's body mass index (BMI) (120). More specifically, a patient with a weight less than 50 

kg, a weight between 50-80 kg and a patient with a weight above 80 kg are scanned 

respectively one minute, a minute and half and two minutes. 
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Figure 25: Examples of the 'Accurate' tool and segmentation of a lung lesion. 

15.2 Radiomics and metabolomic parameters 
 

First, the obtained PET/CT images of the included patients are retrieved from the PACS and 

made anonymous. Then, the images are loaded into the Accurate tool, developed by the 

research team of Prof. dr. R. Boellaard (Amsterdam, VUmc). After this step, the segmentation 

is done in the Accurate tool with the semi-automatic help of the tool itself and afterward 

controlled and corrected by doctor Mesotten of the nuclear medicine department of ZOL 

Genk. Examples of this tool and segmentation process are given in figure 25. In the last step 

of this part, the volumes of interest (VOIs) are saved. These are the VOIs based on the first 

segmentation method. This method of segmentation is only used for the first patient cohort, 

consisting of 39 patients. 

These steps are then repeated to create new VOIs, based on the same PET/CT images. The 

difference with the previous VOIs is that the lesion was lined differently by doctor Mesotten 

on the CT image to fit the lung lesion's outline better. These VOIs are saved again. These are 

the VOIs based on the second segmentation method. This segmentation method is used for 

the two patient cohorts. 

All the steps are done a third time, now only focusing on the PET-images of the patients. The 

segmentation to create the VOIs is done only on the PET images, and the VOIs are saved. These 

are the VOIs based on the third segmentation method. This method of segmentation is only 

used for the first patient cohort, consisting of 39 patients. 

These saved VOIs are then loaded into a second tool, named Radiomics, which was also 

developed by the research team of Prof. dr. R. Boellaard (Amsterdam, VUmc). After the 

analysis of the VOI, new radiomics parameters are extracted from each VOI. These 483 

parameters per VOI are saved in an Excel file per patient. After the 483 parameters are 

extracted for all the patients in the cohort, they are put together in one Excel file per method 

for segmentation. 

 

Simultaneously, 238 metabolic parameters representing 62 plasma metabolites were 

determined from the same patients using proton nuclear magnetic resonance (1H-NMR) 

spectroscopy. These parameters were also saved in an Excel file. 

 
 

  
Confidential Confidential 
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15.3 Datasets 

15.3.1 Correlations 
 

Per method of segmentation, the datasets are created the same way. First, the metabolomics 

dataset and the radiomics dataset of the first patient cohort were used to look at any 

underlying correlation between the metabolomics data and the radiomics data. The dataset 

contained 721 parameters (483 radiomics and 238 metabolomics). The Spearman correlation 

coefficient test was used on the total omics-dataset to measure the underlying statistical 

correlations between the radiomics parameters and the metabolomics dataset. This was done 

for the datasets created out of the three methods of segmentation. 

The correlation between the radiomics and metabolomics data were examined and the 

difference in correlation between the data for three methods of segmentation was analyzed. 

After this, the dataset with only the 483 radiomics parameters of 85 patients and the dataset 

with the 483 radiomics parameters of the 66 patients diagnosed with adenocarcinoma and 

squamous cell carcinoma, based on the second type of segmentation, were used to see any 

correlation between these parameters. The Spearman correlation coefficient test was used 

on these datasets to find the correlations.  If the correlation between two parameters is more 

than 90%, one of the two correlated parameters could be removed without loss of 

information. When all the correlated parameters were removed, the residual dataset was 

saved as a new Excel file.   

 
 

15.3.2 Discriminative models 
 

The dataset with the 483 radiomics parameters of 85 patients and the dataset with 483 

radiomics features of 66 patients are used to create discriminative models. The next step to 

achieve this is to reduce the parameters to a more usable number. This was done in two ways, 

the first one being with factor analysis and executed in RStudio, with a script created with the 

help of the research team of Prof. dr. Boellaard (Amsterdam, VUmc). The factor analysis for 

this dataset is performed for three, four, five, and ten outcome factors. These resulting factors 

were also saved as an Excel file.  The FA reduction method was only used on the dataset with 

85 patients. 

The second way to reduce the dataset with the 483 radiomics parameters of 85 patients used 

the Spearman correlation coefficient test on this data set. Then, a threshold of 0.9 was chosen 

in the resulting correlation matrix, and for every two features that showed a correlation above 

this threshold, one was removed from the correlation matrix. These features were then 

removed from the dataset with the 483 radiomics parameters, resulting in a dataset of 85 

patients with 56 features. These resulting features were also saved as an Excel file.  

Every patient in both resulting datasets of the 85 patients with a malignant lung lesion was 

labeled as ‘1’ in a column ‘Event,’ and every patient in the dataset with a non-malignant lung 

lesion was labeled as ‘0’ in the ‘Event’ column.  
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Every patient in the resulting dataset of the 66 patients with an adenocarcinoma was labeled 

as ‘1’ in a column ‘Event,’ and every patient in the dataset with a squamous cell carcinoma 

was labeled as ‘0’ in the ‘Event’ column.  All three datasets underwent a forward selection and 

backward stepwise selection regression to generate the discriminative models. This logistic 

regression model was built in RStudio. The manually reduced datasets were split into a 75% 

training dataset, to build the model, and a 25% test dataset, to test the accuracy of the model. 
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16  Results  
16.1 Correlation between metabolomics and radiomics 

16.1.1 Included patients  
 

For the first goal of this research, the correlation of metabolomics and radiomics features, 39 

patients were included. The most significant part of this group, 70%, consisted out of men. 

More than 50% of the patients confirm being a current smoker, which is a strong risk factor 

for lung cancer development (121).  

In table 3, the complete patient cohort is shown in more detail. A specification of the types of 

lung tumors is represented in table 4, more specifically for adenocarcinoma, squamous cell 

carcinoma, and neuroendocrine lung tumors. Table 5 provides a comparison between the 

malignant and the non-malignant lesions. Figures 26-33 show an overview of this patient 

cohort. 

Table 3: Specifications of the patient cohort (N=39) used to correlate metabolomics and radiomics. 

Variable 
 

Total patients 39 

Sex (N, (%)) Men 27 (69.2) 

Women 12 (30.8) 

Diabetes (N, (%)) Yes 4 (10.2) 

No 35 (89.8) 

 
Smoking status (N, (%)) 

Current smoker 20 (51.3) 

Ex-smoker 18 (46.2) 

Non-smoker 1 (2.5) 

 
 

Packyears (y) 

Median 40  

Average 44 ± 31 

Range 0 - 139 

Unknown 3 

 
Age (y) 

Median 71  

Average 71 ± 8  

Range 49 - 84 

 
BMI (kg/m²) 

Median 26.04  

Average 26.64 ± 5.65  

Range 14.69 - 51.00 

 
Diameter (mm) 

Median 23  

Average 30.38 ± 22.45 

Range 11 - 120 

 
Plasma glucose (mg%) 

Median 97.5  

Average 98.23 ± 16.48 

Range 76 - 164 

 
FEV1 absolute value (l) 

Median 2.27  

Average 2.28 ± 0.71 

Range 1.09 - 4.25 

 



72 
 

Table 4: Specifications of the different types of malignant lung lesions (N=35) used to correlate metabolomics and radiomics. 

 
Adenocarcinoma Squamous cell 

carcinoma 
Neuroendocrine 

lung tumor 

Total patients 24 8 3 

Sex (N, (%)) Men 15 (62.5) 5 (62.5) 3 (100.0) 

Women 9 (37.5) 3 (37.5) 0 (0.0) 

Diabetes (N, (%)) Yes 4 (16.7) 0 (0.0) 0 (0.0) 

No 20 (83.3) 8 (100.0) 3 (100.0) 

 
Smoking status (N, (%)) 

Current smoker 11 (45.8) 4 (50.0) 2 (66.6) 

Ex-smoker 12 (50.0) 4 (50.0) 1 (33.3) 

Non-smoker 1 (4.2) 0 0 (0.0) 

 
 

Packyears (y) 

Median 35 40  38  

Average 40 ± 30 40 ± 13 45 ± 19 

Range 0 - 75 15 - 61 26 - 70 

Unknown 1 1 0 

 
Age (y) 

Median 71  73  75 

Average 71 ± 7 72 ± 9 75 ± 3 

Range 49 - 78 55 - 83 71 - 79 

 
BMI (kg/m²) 

Median 25.43  27.35  27.29  

Average 26.91 ± 6.33 28.10 ± 2.91 25.81 ± 3.67 

Range 19.00 - 51.00 25.00 - 34.89 20.76 - 29.38 

 
 

Lobe 

Right upper 6 3 1 

Right middle 6 3 0 

Right lower 7 2 1 

Left upper 2 0 1 

Left under 3 0 0 

 
Diameter (mm)  

Median 19  32  32  

Average 32.75 ± 26.54 29.29 ± 7.46 35.67 ± 14.52 

Range 11 - 55 13 - 35 20 - 55 

 
Resection margin 

Positive 2 1 0 

Negative 22 7 3 

Visceral pleural invasion Yes 5 3 0 

No 19 5 3 

Lymph vascular invasion Yes 7 4 2 

No 17 4 1 

Positive nodes Yes 7 0 0 

No 17 8 3 

 
Plasma glucose (mg%) 

Median 97  103  85  

Average 99.16 ± 18.44 101.88 ± 11.53 86.33 ± 6.60 

Range 76 - 164 83 - 118 79 - 95 

 
FEV1 absolute value (l) 

Median 2.27  2.02 2.35 

Average 2.37 ± 0.78 1.93 ± 0.51 2.28 ± 0.43 

Range 1.09 - 4.25 1.16 - 2.60 1.72 - 2.77 
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  Adenocarcinoma Squamous cell 
carcinoma 

Neuroendocrine 
lung tumor 

 
 

 
T 

1b 9 1 1 

1c 2 1 0 

2a 7 2 1 

2b 0 1 0 

3 4 0 1 

4 2 2 0 

 
N 

0 19 6 3 

1 5 1 0 

2 0 1 0 

M 0 23 8 3 

1a 1 0 0 

R 0 23 7 3 

1 1 1 0 

  



74 
 

Table 5: Comparison between malignant and non-malignant lung lesions (N=39) used to correlate metabolomics and 
radiomics. 

  Malignant Non-malignant 

Total patients 35 4 

Sex (N, (%)) Men 23 (65.7) 4 (100.0) 

Women 12 (34.3) 0 (0.0) 

Diabetes (N, (%)) Yes 4 (11.4) 0 (0.0) 

No 31 (88.6) 4 (100.0) 

Smoking status (N, (%)) Current smoker 17 (48.6) 3 (75.0) 

Ex-smoker 17 (48.6) 1 (25.0) 

Non-smoker 1 (2.8) 0 

 
 

Packyears (y) 

Median 38  80 

Average 40 ± 26 91 ± 35 

Range 0 - 130 55 - 139 

Unknown 2 1 

 
Age (y) 

Median 72 65 

Average 71 ± 8 62 ± 10 

Range 49 - 84 52 - 80 

 
BMI (kg/m²) 

Median 26.57  24.44  

Average 27.09 ± 5.57 22.81 ± 4.88  

Range 19.00 - 51.00 14.69 - 27.90 

 
 

Lobe 

Right upper 10 2 

Right middle 9 0 

Right lower 10 2 

Left upper 3 0 

Left under 3 0 

Diameter (mm) 
  

Median 25    

Average 31.61 ± 23.03   

Range 11 - 120   

Plasma glucose (mg%) Median 97  90  

Average 98.69 ± 16.82 96.5 ± 12.42 

Range 76 - 164 76 - 108 

FEV1 absolute value (l) Median 2.25 2.62 

Average 2.26 ± 0.73 2.55 ± 0.29 

Range 1.09 - 4.25 2.17 - 2.86 
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Figure 26: Pie chart of sex of the patients’ radiomics features correlated with metabolomics. 

 

Figure 27: Pie chart of diabetes of the patients’ radiomics features correlated with metabolomics. 

 

Figure 28: Pie chart of different types of NSCLC of the patients’ radiomics features correlated with metabolomics. 
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Figure 29: Pie chart of the smoking status of the patients’ radiomics features correlated with metabolomics. 

 

Figure 30: Pie chart of the location of the tumor of the patients’ radiomics features correlated with metabolomics. 
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Figure 31: Bar chart of the age of the patients’ radiomics features correlated with metabolomics. 

 

Figure 32: Bar chart of the BMI of the patients’ radiomics features correlated with metabolomics. 

 

1
2

0

6

10

4

16

0

2

4

6

8

10

12

14

16

18

< 50 51-55 56-60 61-65 66-70 71-75 > 75

P
at

ie
n

ts

Age (years)

Age

1

3

13

16

6

0

2

4

6

8

10

12

14

16

18

< 15 16-20 21-25 26-30 > 30

P
at

ie
n

ts

BMI (kg/m²)

Body Mass Index (BMI)



78 
 

 

Figure 33: Bar chart of the diameter of the tumor of the patients’ radiomics features correlated with metabolomics. 
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16.1.2 Radiomics features 

 

Out of the radiomics tool, image features were extracted based on the PET/CT images of the 

included patients. In total, 483 image features per patient were obtained and divided into 

eleven subgroups.  

 

These subgroups of features are morphological, local intensity, intensity-based statistical, 

intensity histogram, intensity- volume histogram, gray-level co-occurrence based, grey level 

run length based, grey level size zone-based, grey level distance zone-based, neighborhood 

grey tone difference based, and neighborhood grey level dependence based features (122).  

In these eleven subgroups, there are multiple features, including volume, mean, and variance. 

In this section, the radiomics features that showed correlation with the metabolites are 

explained further. The 13 radiomics features that are important for this study are described 

in the following pages. Parameters that are highly correlated to each other and divided into 

the same subgroup are not described. The parameter with the highest correlation to 

metabolomics was chosen. This was done for the features quarter coefficient and zone 

distance non-uniformity, respectively related to the features small zone grey level and 

dependence count described in the following pages. 

 
 

16.1.3 Radiomics features: Moran’s I index 

 
A positive correlation is noticed by the Moran’s I index radiomics feature, classified into the 

subgroup morphological features. This feature indicates spatial autocorrelation. Formula 12 

describes the Moran’s I index feature. 

 𝐹𝑚𝑜𝑟𝑝ℎ.𝑚𝑜𝑟𝑎𝑛.𝑖 =  
𝑁𝑣,𝑔𝑙

∑ ∑ 𝑤𝑘1,𝑘2

𝑁𝑣,𝑔𝑙
𝑘2=1

𝑁𝑣,𝑔𝑙
𝑘1=1

 
∑ ∑ 𝑤𝑘1,𝑘2

𝑁𝑣,𝑔𝑙
𝑘2=1

𝑁𝑣,𝑔𝑙
𝑘1=1 (𝑋𝑔𝑙,𝑘1−𝜇) (𝑋𝑔𝑙,𝑘2−𝜇)

∑ (𝑋𝑔𝑙,𝑘1−𝜇)² 
𝑁𝑣,𝑔𝑙 
𝑘=1

 𝑎𝑛𝑑 𝑘1 ≠ 𝑘2      (12)  

To understand formula 12, specific parameters need to be known. First, the number of voxels 

in the intensity mask is represented by 𝑁𝑣,𝑔𝑙 and the corresponding intensity’s is denoted by  

𝑋𝑔𝑙. Furthermore, the mean of  𝑋𝑔𝑙 is represented by 𝜇 and a weight factor is represented by 

𝑤𝑘1,𝑘2
. This weight factor is equal to the inverse Euclidean distance between the 

corresponding voxels 𝑘1 and 𝑘2 of the region of interest intensity mask (123). 

The Moran’s I index can range between 1.0 and -1.0. A value close to zero means no spatial 

autocorrelation, a value close to 1.0 indicates a high spatial autocorrelation, and a value close 

to -1.0 indicates a high spatial anti-autocorrelation (122). 
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16.1.4 Radiomics features: Grey level non-uniformity 
 

The radiomics feature grey level non-uniformity is divided in the subgroup grey level run length 

based features and measures the distribution of runs over the levels of grey values. A low grey 

level non-uniformity indicates that there is an equal distribution of runs along with grey levels. 

Formula 13 describes the grey level non-uniformity feature. 𝑁𝑠 represents the total number 

of zones in the region of interest and 𝑁𝑔 is a fixed number of the discretized intensities into 

bins. The marginal sum of runs for a certain grey level i over run lengths j is denoted by 𝑟𝑖 

(122). 

                                               𝐹𝑟𝑙𝑚.𝑔𝑙𝑛𝑢 =  
1

𝑁𝑠
 ∑  𝑟𝑖

2

𝑁𝑔

𝑖 = 1

                                                            (13) 

 

 

16.1.5 Radiomics features: Inverse difference  
 

The radiomic feature named inverse difference is dived into the subgroup grey level co-

occurrence-based features and measures the homogeneity in the region of interest (124).  

A significant difference in grey levels co-occurrences results in a lower weight. This leads to a 

lower total feature value. The inverse difference feature is maximal when all the grey levels in 

the region of interest have all the same value and are described by formula 14. 

 

𝑝𝑖𝑗 refers to a probability, more specifically, it corresponds to the probability of common grey 

level co-occurrence present in the grey level co-occurrence matrix, with grey level i, that is 

discretized, and size j (122). 

                                            𝐹𝑐𝑚.𝑖𝑛𝑣.𝑑𝑖𝑓𝑓 =  ∑ ∑
𝑝𝑖𝑗

1 + ∥ 𝑖 −  𝑗 ∥

𝑁𝑔

𝑗 = 1

𝑁𝑔

𝑖 = 1

                                                (14) 
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16.1.6 Radiomics features: Area density AABB 
 

The area density axis-aligned bounding box feature is divided into the subgroup of 

morphological radiomics features and is described by formula 15. This feature is a ratio of the 

surface area 𝐴  of the considered region of interest and the surface area of the axis-aligned 

bounding box 𝐴𝑎𝑎𝑏𝑏 that encloses the region of interest mesh (122).  

The axis-aligned bounding box (AABB) is the smallest box enclosing the vertex set and must 

be in line with the reference frame axes. A vertex set is a group of vertices, points where 

multiple curves, edges, or lines come together (125).   

 

                                            𝐹𝑚𝑜𝑟𝑝ℎ.𝑎.𝑑𝑒𝑛𝑠.𝑎𝑎𝑏𝑏 =  
𝐴

𝐴𝑎𝑎𝑏𝑏
                                                           (15) 

 

 

16.1.7 Radiomics features: The first measure of information correlation 
 

The radiomics feature named the first measure of information correlation, is classified in the 

subgroup grey level co-occurrence-based features. This feature uses two different measures 

and is described by formula 16 (126).  

To understand this radiomics feature, the following variables need to be known: 𝐻𝑋𝑌, 𝐻𝑋𝑌1 

and 𝐻𝑋. The entropy for the joint probability is represented by 𝐻𝑋𝑌, in formula 17. 𝐻𝑋𝑌1 is a 

specific type of entropy and is represented by formula 18. The entropy of the row marginal 

probability is known as 𝐻𝑋 and described by formula 19. As a result of symmetry, the entropy 

of the row marginal probability is equal to the column’s marginal probability entropy (122). 

                                          𝐹𝑐𝑚.𝑖𝑛𝑓𝑜.𝑐𝑜𝑟𝑟.1 =  
𝐻𝑋𝑌 − 𝐻𝑋𝑌1

𝐻𝑋
                                                          (16) 

                        𝐻𝑋𝑌 =  − ∑ ∑ 𝑝𝑖𝑗 log2(𝑝𝑖𝑗)

𝑁𝑔

𝑗 = 1

𝑁𝑔

𝑖 = 1

                                                  (17) 

                              𝐻𝑋𝑌1 =  − ∑ ∑ 𝑝𝑖𝑗 log2(𝑝𝑖.𝑝𝑗.)

𝑁𝑔

𝑗 = 1

𝑁𝑔

𝑖 = 1

                                              (18) 

                                                            𝐻𝑋 =  − ∑ 𝑝𝑖 log2(𝑝𝑖)

𝑁𝑔

𝑖 = 1

                                                        (19) 
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16.1.8 Radiomics features: coefficient of variation 
 

The correlation test between the radiomics and metabolomics datasets leads to a high 

negative correlation value for the radiomics feature named coefficient of variation. This 

feature is divided into the intensity-based statistical features subgroup.  

This feature is linked to the dispersion of the corresponding voxel intensities, denoted 𝑋𝑔𝑙, 

where the intensities are again discretized to a fixed number of 𝑁𝑔 bins, based on the fixed 

bin number method. Formula number 20 describes the coefficient of variance feature 

𝐹𝑠𝑡𝑎𝑡.𝑐𝑜𝑣. 

                                                                  𝐹𝑠𝑡𝑎𝑡.𝑐𝑜𝑣  =  
𝜎

𝜇 
                                                                    (20) 

The standard deviation 𝜎 is known as the square root out of 𝐹𝑠𝑡𝑎𝑡.𝑣𝑎𝑟 and 𝜇 is equal to the 

mean of the intensity distribution and is represented by  𝐹𝑠𝑡𝑎𝑡.𝑚𝑒𝑎𝑛. 

The feature 𝐹𝑠𝑡𝑎𝑡.𝑣𝑎𝑟 is known as the intensity variance of 𝑋𝑔𝑙 and is calculated with formula 

21. The mean intensity of the corresponding voxels is computed with formula 22. 𝑁𝑣 denotes 

the set of intensities of voxels included in the concerned region of interest (122). 

 

                                                 𝐹𝑠𝑡𝑎𝑡.𝑣𝑎𝑟 =  
1

𝑁𝑣
 ∑ (𝑋𝑔𝑙,𝑘  −

𝑁𝑣

𝑘 = 1

𝜇  )²                                                  (21) 

 

                                                𝐹𝑠𝑡𝑎𝑡.𝑚𝑒𝑎𝑛 =  
1

𝑁𝑣
 ∑ 𝑋𝑔𝑙,𝑘 

𝑁𝑣

𝑘 = 1

                                                         (22)  

 

 

16.1.9 Radiomics features: Small zone low grey level emphasis 
 

In the subgroup grey level size zone-based features, the radiomics feature small zone 

emphasis is present. The small zone emphasis feature is described by formula 23, where the 

maximum size of a zone of any group linked voxels is represented by 𝑁𝑧. The number of zones 

with a size j and independent of a certain grey level is denoted by 𝑠.𝑗 (122). 

                                               𝐹𝑠𝑧𝑚.𝑠𝑧𝑒 =  
1

𝑁𝑠
 ∑  

𝑠.𝑗

𝑗2

𝑁𝑧

𝑗 = 1

                                                            (23) 
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16.1.10 Radiomics features: Minimum histogram gradient 
 

The minimum histogram gradient is classified in the subgroup intensity histogram features. To 

understand this feature, it is needed to know what an intensity histogram is. This histogram is 

generated based on the discretizing of the original intensity distribution. That way 𝑋𝑔𝑙 is 

divided into intensity bins.  

To calculate the histogram gradient of the intensity histogram, formula 24 needs to be 

executed.  

𝐻𝑖
′  =  {

𝑛2 −  𝑛1                                          𝑖 = 1
(𝑛𝑖+1 −  𝑛𝑖−1)/2                            1 < 𝑖 <  𝑁𝑔 

𝑛𝑁𝑔  −  𝑛𝑁𝑔−1                                     𝑖 =  𝑁𝑔 

 

 

The minimum histogram gradient is afterward described by formula 25 (122). 

                                              𝐹𝑖ℎ.𝑚𝑖𝑛.𝑔𝑟𝑎𝑑 =   𝑚𝑖𝑛(𝑯′)                                                      (25)  

 

 

16.1.11 Radiomics features: Coarseness 
 

The radiomic feature named coarseness is divided into the subgroup neighbourhood grey tone 

difference-based features and calculated by formula 26. Due to large-scale patterns, the 

different grey levels in coarse textures are, most of the time, relatively small. To indicate the 

spatial rate of change in intensity, often, a sum of the differences in grey levels is obtained. 

This is done with the radiomic feature coarseness (127).  

Note that the sum in the denominator can lead to zero as a result. That way, the maximum 

value of the coarseness feature is set to 106, an arbitrary number (122). 

 

                                            𝐹𝑛𝑔𝑡.𝑐𝑜𝑎𝑟𝑠𝑒𝑛𝑒𝑠𝑠 =  
1

∑  𝑝𝑖 𝑠𝑖 
𝑁𝑔 

𝑖=1

                                                               (26) 

 

  

(24) 
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16.1.12 Radiomics features: Small distance emphasis 

 

The small distance emphasis is divided in the subgroup grey level distance zone based on all 

the radiomics features described by formula 27. The number of zones with grey level i that is 

discretized, independent of a certain distance j, is denoted by 𝑑.𝑗 and 𝑁𝑑 stands for the largest 

distance of any zone (122). 

                                              𝐹𝑑𝑧𝑚.𝑠𝑑𝑒 =  
1

𝑁𝑠
 ∑  

𝑑.𝑗

𝑗2

𝑁𝑑

𝑗 = 1

                                                           (27) 

 
 

16.1.13 Radiomics features: Dependence count energy 
 

The dependence count energy is divided into the subgroup neighbouring grey level 

dependency-based features and is named the second moment by Sun and Wee (128). 

 

This feature is described by formula 28, where 𝑝𝑖𝑗  =  𝑠𝑖𝑗/𝑁𝑠. The number of zones with a 

discretization of grey level i and a size j is represented by 𝑠𝑖𝑗 and 𝑁𝑠 represents the total 

number of zones in the region of interest (122). 

                             𝐹𝑛𝑔𝑙.𝑑𝑐.𝑒𝑛𝑒𝑟𝑔𝑦 = ∑ ∑ 𝑝𝑖𝑗
2

𝑁𝑛

𝑗 = 1

𝑁𝑔

𝑖 = 1

                                                     (28) 

 

 

16.1.14 Radiomics features: Surface to volume ratio 
 

The surface-to-volume ratio radiomics feature is divided into the subgroup morphological 

features. This feature is relatively simple and is the ratio of the surface A and the volume V of 

the region of interest. Formula 29 describes the surface-to-volume feature (122). 

 

                                                                𝐹𝑚𝑜𝑟𝑝ℎ.𝑎𝑣  =  
𝐴

𝑉
                                                                    (29) 
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16.1.15 Radiomics features: Joint maximum 
 

The radiomics feature joint maximum is linked to a probability, more specifically, it 

corresponds to the most common grey level co-occurrence present in the grey level co-

occurrence matrix (GLCM). This matrix shows how discretized intensities, also named grey 

levels, are combined with neighbouring pixels or voxels within a 3D volume, and in that way, 

distributed along with one of the directions of the image. Formula 30 represents the joint 

maximum feature divided in the subgroup grey level co-occurrence-based features (122). 

                                                    𝐹𝑐𝑚.𝑗𝑜𝑖𝑛𝑡.𝑚𝑎𝑥  =  𝑚𝑎𝑥(𝑝𝑖𝑗)                                                        (30) 

 

 

16.1.16 Radiomics features: Angular second moment 
 

The energy of  𝑃∆ is represented by the angular second moment. Like the joint maximum 

feature, this feature is divided into the subgroup grey level co-occurrence-based features. The 

angular second momentum is represented by formula 31. Synonyms of this feature are named 

energy or uniformity (122). 

𝐹𝑐𝑚.𝑒𝑛𝑒𝑟𝑔𝑦 =  ∑ ∑ 𝑝𝑖𝑗
2

𝑁𝑧

𝑗 = 1

𝑁𝑔

𝑖 = 1

                                                              (31) 
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16.1.17 Results 
 

The Spearman correlation coefficient test was performed on three datasets. Each dataset 

consisted of 721 parameters (238 metabolomics parameters and 483 radiomics features), and 

each was based on a different segmentation method. Segmentation methods one and two 

were based on the PET/CT images, and segmentation method three was based on only the 

PET images of the patients.  

 

The 238 metabolomics parameters (obtained by 1H-NMR spectroscopy analysis of blood 

plasma samples) in each dataset have a named variable and a corresponding number to make 

it easier to work with during the data reduction (e.g., Var001). One variable of the 

metabolomics dataset represents a metabolite or a combination of multiple metabolites.  

 

The significant correlation values found between the radiomics and metabolomics parameters 

in each correlation matrix showed R2 values between 0.3 and 0.7 (positive correlation) or 

between -0.3 and -0.7 (negative correlation). The positive correlations found in the 

metabolomics dataset were mainly related to the concentration of plasma glucose. The 

radiomics features positively correlated to glucose were identified as Morans I, inverse 

difference normalized, grey level non-uniformity GLSZM, grey level non-uniformity GLDZM, 

area density AABB, and first measure of information correlation. 

 

The negative correlations found in the metabolomics dataset were mainly related to glycerol. 

The radiomics features that were negatively correlated to these metabolites were identified 

as a coefficient of variation, quartile coefficient, small zone low grey level emphasis, low 

dependence low grey level emphasis, the surface to volume ratio, minimum histogram 

gradient, coarseness, zone distance non-uniformity normalized GLDZM, small distance 

emphasis GLDZM, dependence count energy, joint maximum, angular second moment and 

grey level non-uniformity normalized. 

The correlation output matrices suggested more or less the same correlations between the 

metabolomics variables and the radiomics features for each segmentation method used. Only 

the strength of correlation differs between the segmentation methods. 
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Table 6 shows some of the metabolomics variables that are linked to the concentration of 

plasma glucose. Table 7 shows some of the metabolomics variables related to glycerol. These 

metabolomics variables were chosen because there is more certainty that other metabolites 

do not influence plasma glucose and glycerol in these specific variables. The complete 

assignment of all 238 metabolomics variables is out of the scope of this thesis. 

 

Table 6: Metabolomic variables (N=20) related to plasma glucose 

METABOLOMIC VARIABLES  

Var026 Var029 Var057 Var064 Var065 

Var070 Var071 Var074 Var076 Var094 

Var095 Var097 Var098 Var099 Var100 

Var101 Var104 Var107 Var108 Var122 

 

Table 7: Metabolomic variables (N=12) related to glycerol 

METABOLOMIC VARIABLES 

Var068 Var069 Var070 Var071 Var080 Var081 

Var082 Var083 Var084 Var091 Var092 Var093 
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First segmentation method (PET/CT) 

 

By studying the correlation coefficient trend of these metabolomic variables, the correlation 

matrix of the radiomics and metabolomics features created using the first segmentation 

method shows a correlation between 10 of the 20 studied metabolomic variables related to 

plasma glucose and 12 of the 45 radiomics features.  

 

When looking at the metabolomics variables related to plasma glucose concentration, the 

correlations with four radiomics features are positive, and the R2-values lie between 0.3 and 

0.36. 

For glycerol, all 12 metabolomic variables have a negative correlation with eight radiomics 

features between -0.5 and -0.3. 

 

Table 8 shows the variables related to plasma glucose correlated to the described radiomics 

features using the first segmentation method in green and those not correlated in grey. 

 

All the metabolomic variables related to glycerol (N=12), displayed in table 7, are correlated 

to radiomics features. 

 
Table 8: The metabolomic variables related to plasma glucose. The variables colored in green (N=10) are positively 

correlated to radiomics features after using the first segmentation method. 

METABOLOMIC VARIABLES  

Var026 Var029 Var057 Var064 Var065 

Var070 Var071 Var074 Var076 Var094 

Var095 Var097 Var098 Var099 Var100 

Var101 Var104 Var107 Var108 Var122 

 

The correlation output matrix shows that metabolomic variable VAR071 (related to plasma 

glucose) has the highest correlation with the radiomics features. 

For the variables related to glycerol, the correlation output matrix shows that metabolomic 

variable VAR093 has the highest correlation with the radiomics features.  

A heatmap is shown in figure 25. This heatmap shows a summary of the correlations between 

the 10 metabolomics variables and 12 radiomics features.  
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Second segmentation method (PET/CT) 

 

The correlation output matrix created with the second segmentation method describes a 

correlation between eight of the 20 studied metabolomics variables related to plasma glucose 

and 16 of the 45 studied radiomics features. 

 

For the eight metabolomics variables related to plasma glucose concentration, the 

correlations with four radiomics features are positive, and the R2-values lie between 0.3 and 

0.41. Fewer variables are correlated with radiomics features using the second segmentation 

method than with the first segmentation method, but those correlated show a higher R2-value 

using the second segmentation method. 

All 12 metabolomic variables related to glycerol are correlated to 12 radiomics features, and 

all the variables have several negative correlations to the radiomics features. With these 

negative correlations, the R2-values lay between -0.57 and -0.3. These negatively correlated 

variables with radiomics features show an increase in R2-value when using the second 

segmentation method compared to using the first segmentation method. 

 

Table 9 shows the variables related to plasma glucose correlated to the described radiomics 

feature after the second segmentation method in green and those not correlated in grey. 

 

All the metabolomic variables related to glycerol (N=12), displayed in table 7, are correlated 

to radiomics features. 

 
Table 9: The metabolomic variables related to plasma glucose. The variables colored green (N=8) are positively correlated to 

radiomics features after using the second segmentation method. 

METABOLOMIC VARIABLES  

Var026 Var029 Var057 Var064 Var065 

Var070 Var071 Var074 Var076 Var094 

Var095 Var097 Var098 Var099 Var100 

Var101 Var104 Var107 Var108 Var122 

 

For the variables related to plasma glucose, the correlation output matrix shows that 

metabolomic variable VAR057 has the highest correlation with the radiomics features. 

 

For the variables related to glycerol, the correlation output matrix shows that metabolomic 

variable VAR093 has the highest correlation with the radiomics features. 

A heatmap is shown in figure 26. This heatmap shows a summary of the correlations between 

the 8 metabolomics variables and 16 radiomics features.  
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Third segmentation method (PET) 
 

The correlation output matrix created with the third segmentation method describes a 

correlation between all 20 of the metabolomics variables related to plasma glucose and 17 of 

the 45 studied radiomics features. 

 

For the 20 metabolomics variables related to plasma glucose concentration, the correlations 

with two radiomics features are positive, and the R2-values lie between 0.3 and 0.5. All the 

metabolomic variables related to glucose plasma correlated to radiomics features. All the 

correlated variables show a higher R2-value using the third segmentation method than the 

two previous methods. 

All 12 metabolomic variables related to glycerol are correlated to 15 radiomics features, and 

all the variables have several negative correlations to the radiomics features. With these 

negative correlations, the R2-values lay between -0.53 and -0.3. The R2-values obtained using 

the third segmentation method are very close to the R2-values obtained using the second 

segmentation method, but the overall trend shows lower values using the third segmentation 

method. 

 

Table 10 shows the variables related to plasma glucose correlated to the described radiomics 

feature after the third segmentation method in green and those not correlated in grey. 

All the metabolomic variables related to glycerol (N=12), displayed in table 7, are correlated 

to radiomics features. 

 
Table 10: The metabolomic variables related to plasma glucose. The variables colored green (N=20) are correlated positively 

to radiomics features after using the third segmentation method. 

METABOLOMIC VARIABLES  

Var026 Var029 Var057 Var064 Var065 

Var070 Var071 Var074 Var076 Var094 

Var095 Var097 Var098 Var099 Var100 

Var101 Var104 Var107 Var108 Var122 
 

For the variables related to plasma glucose, the correlation output matrix shows that 

metabolomic variable VAR026 has the highest correlation with the radiomics features. For 

the variables related to glycerol, the correlation output matrix shows that metabolomic 

variable VAR091 has the highest correlation with the radiomics features. 

A heatmap is shown in figures 27 and 28. This heatmap shows a summary of the correlations 

between the 20 metabolomics variables and 17 radiomics features.  

Although out of the scope of this thesis, it is noteworthy that these variables are linked to a 

single metabolite (VAR026 for glycerol) and only two metabolites (glucose and a small link 

with another metabolite). This contrasts with the results from the previous segmentation 

methods, where the variables with the highest correlations represent a combination of 

multiple metabolites. 
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16.2 Discriminative model 
 

For the second goal of this research, building the discriminative models, 85 patients were 

included.  

In table 11, the complete patient cohort is shown in more detail. A specification of the types 

of lung tumors is represented in table 12, more specifically for adenocarcinoma, squamous 

cell carcinoma, and neuroendocrine lung tumors. Table 13 provides a comparison between 

the malignant and the non-malignant lesions. Figures 38-45 show an overview of this patient 

cohort. 

 
 

16.2.1 Included patients 
 

Table 11: Specifications total patient cohort (N=85) for the discriminative radiomics model. 

Variable 
 

Total patients 85 

Sex (N, (%)) Men 53 (62.4) 

Women 32 (37.6) 

Diabetes (N, (%)) Yes 10 (11.8) 

No 75 (88.2) 

 
Smoking status (N, (%)) 

Current smoker 39 (45.9) 

Ex-smoker 44 (51.8) 

Non-smoker 2 (2.3) 

 
 

Packyears (y) 

Median 37  

Average 40 ± 24 

Range 0 - 139 

Unknown 8 

 
Age (y) 

Median 69  

Average 68 ± 9  

Range 40 - 84 

 
BMI (kg/m²) 

Median 26.02  

Average 26.30 ± 4.89  

Range 14.69 - 51.00 

 
Diameter (mm) 

Median 25  

Average 31.03 ± 19.70 

Range 9 - 120 

 
Plasma glucose (mg%) 

Median 97  

Average 99.75 ± 16.76 

Range 76 - 168 

 
FEV1 absolute value (l) 

Median 2.27  

Average 2.38 ± 0.75 

Range 1.09 - 4.65 
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Table 12: Specifications of the malignant lung lesions (N=72) for the discriminative radiomics model. 

 
Adenocarcinoma Squamous cell 

carcinoma 
Neuroendocrine 

lung tumor  

Total patients 46 21 5 

Sex (N, (%)) Men 25 (54.3) 14 (66.7) 5 

Women 21 (45.7) 7 (33.3) 0 

Diabetes (N, (%)) Yes 7 (15.2) 2 (9.5) 1 (20.0) 

No 39 (84.8) 19 (90.5) 4 (80.0) 

 
Smoking status (N, (%)) 

Current smoker 21 (45.7) 7 (33.3) 3 (60.0) 

Ex-smoker 23 (50.0) 14 (66.7) 2 (40.0) 

Non-smoker 2 (4.3) 0 0 

 
 

Packyears (y) 

Median 35  40  38  

Average 36 ± 23 40 ± 21 41 ± 16 

Range 0 - 130 0 - 80 26 - 70 

Unknown 4 1 0 

 
Age (y) 

Median 70  70  75 

Average 69 ± 8 70 ± 8 75 ± 4 

Range 49 - 84 55 - 83 71 - 80 

 
BMI (kg/m²) 

Median 25.63  26.85  27.29  

Average 26.31 ± 5.60 26.74 ± 3.31 26.30 ± 3.18 

Range 16 .00 - 51.00 19.72 - 34.89 20.76 - 29.38 

 
 

Lobe 

Right upper 19 3 1 

Right middle 3 1 2 

Right lower 5 4 2 

Left upper 12 7 1 

Left under 12 6 0 

 
Diameter (mm)  

Median 22  30  32  

Average 31.07 ± 22.96 30.70 ± 12.47 37.60 ± 12.97 

Range 9 - 120 12 - 60 20 - 55 

 
Resection margin 

Positive 4 1 1 

Negative 42 19 4 

Unknown 0 1 0 

Visceral pleural invasion Yes 10 8 0 

No 36 13 5 

Lymph vascular invasion Yes 10 7 2 

No 36 14 3 

Positive nodes Yes 10 2 0 

No 36 19 5 

 
Plasma glucose (mg%) 

Median 96  100  95  

Average 99.80 ± 18.20 102.81 ± 14.03 101.20 ± 20.75 

Range 76 - 168 83 - 141 79 - 137 

 
FEV1 absolute value (l) 

Median 2.22  2.32 2.35 

Average 2.35 ± 0.74 2.26 ± 0.71 2.63 ± 0.80 

Range 1.09 - 4.49 1.16 - 3.94 1.72 - 4.08 
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  Adenocarcinoma Squamous cell 
carcinoma 

Neuroendocrine 
lung tumor 

 
 
 

T 

1a 2 1 0 

1b 13 7 2 

1c 9 2 0 

2a 13 5 1 

2b 0 2 1 

3 9 2 1 

4 2 3 0 

 
N 

0 37 17 5 

1 8 4 0 

2 1 1 0 

M 0 45 22 5 

1a 1 0 0 

R 0 44 21 4 

1 2 1 1 

 

Note: due to the COVID-19 crisis, the lobectomy of the last patient is not fulfilled. This means 

that the type of tumor and other tumor related features are unknown. Demography features 

of this patients are included. 
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Table 13: Comparison between malignant and non-malignant lung lesions (N=85) for the discriminative radiomics model. 

  Malignant Non-malignant 

Total patients 73 12 

Sex (N, (%)) Men 44 (60.3) 9 (75.0) 

Women 29 (39.7) 3 (25.0) 

Diabetes (N, (%)) Yes 10 (13.7) 0 (0.0) 

No 63 (86.3) 12 (100.0) 

Smoking status (N, (%)) Current smoker 32 (43.8) 7 (58.3) 

Ex-smoker 39 (53.5) 5 (41.7) 

Non-smoker 2 (2.7) 0 

 
 

Packyears (y) 

Median 37  48 

Average 38 ± 22 51 ± 38 

Range 0 - 130 8 - 139 

Unknown 6 2 

 
Age (y) 

Median 70 61 

Average 70 ± 8 61 ± 11 

Range 49 - 84 40 - 80 

 
BMI (kg/m²) 

Median 26.57  24.44  

Average 26.47 ± 4.87 25.27 ± 4.86 

Range 16.00 - 51.00 14.69 - 33.00 

 
 

Lobe 

Right upper 23 6 

Right middle 6 2 

Right lower 10 2 

Left upper 19 2 

Left under 18 1 

Diameter (mm) 
  

Median 25    

Average 31.43 ± 19.94   

Range 9-120   

Plasma glucose (mg%) Median 97  90  

Average 100.66 ± 17.25 94.25 ± 12.04 

Range 76 - 168 76 - 120 

FEV1 absolute value (l) Median 2.25 2.31 

Average 2.34 ± 0.74 2.60 ± 0.82 

Range 1.09 - 4.49 1.71 - 4.65 
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Figure 38: Pie chart of sex of the patients with radiomics features. 

 

Figure 39: Pie chart of diabetes of the patients with radiomics features. 

 

Figure 40: Pie chart of different types of NSCLC of the patients with radiomics features. 
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Figure 41: Pie chart of the smoking status of the patients with radiomics features. 

 

Figure 42: Pie chart of the location of the tumor of the patients with radiomics features. 
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Figure 43: Bar chart of the age of the patients with radiomics features. 

 

 

Figure 44: Bar chart of the BMI of the patients with radiomics features. 
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Figure 45: Bar chart of the diameter of the tumor of the patients with radiomics. 
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16.2.2 Results 
 

The obtained dataset with radiomics features of the 85 included patients is used in this part 

of the study, together with a dataset that contains 66 of these 85 patients, diagnosed with 

adenocarcinoma and squamous cell carcinoma. The datasets were obtained using the second 

type of segmentation (PET/CT). First, the largest dataset was reduced in two ways: Spearman 

correlation coefficient test combined with manual data reduction, and FA. The dataset of 66 

patients was only reduced using the Spearman correlation coefficient test combined with 

manual reduction. 

All features that showed a correlation of at least 90% were excluded from the dataset. 

Afterwards, only 56 features remained per patient. FA was executed multiple times in such a 

way that 3,4,5 and 10 factors per patient remained in the output matrices. The distribution of 

the radiomics features into the factors is shown by figure 46 for the FA performed with three 

factors. The distribution for the FA with 4, 5 and 10 factors can be found in the annex (S1-S3). 

Every patient in both resulting datasets of the 85 patients with a malignant lung lesion was 

labeled as ‘1,’ and every patient with a non-malignant lung lesion was labeled as ‘0’ in the 

‘Event’ column. Both datasets underwent a forward selection and backwards stepwise 

selection regression to generate the discriminative models using the two different data 

reduction methods. The regression was executed in RStudio. The manually reduced dataset 

was split into a 75% training dataset and a 25% test dataset. The regression methods were 

used on the training dataset. The exact same method was used for the manually reduced 

dataset containing radiomics features of 66 patients. Every patient in this dataset with 

adenocarcinoma was labeled as ‘1,’ and every patient with squamous cell carcinoma was 

labeled as ‘0’ in the ‘Event’ column. 

The forward logistic regression was used first, with a threshold of 0.2. For the datasets that 

were reduced manually, the models started with zero variables. A Chi-squared test was used 

to determine which parameter with the lowest p-value was added to the model first. After 

this variable was added to the model, another Chi-squared test was used to determine which 

parameter with the lowest p-value must be added next. This was done until no other variables 

were significant enough to add to the model. After these steps, a model based on eight 

radiomics features was built for the dataset of 85 patients. For the dataset of 66 patients, the 

model was build based on seven radiomics features. 

The next step for these models is to refine to a threshold of 0.05. This is done with a backwards 

stepwise logistic regression, which started from the model build on respectively eight or seven 

features. Then a z-test was ran on this model, and, based on the p-value, the feature above 

the threshold of 0.05 was removed from the model. This was done until it was not significant 

anymore to remove features from the model. At the end of this step, the refined model was 

built based on two radiomics features for the dataset of 85 patients; inverse difference 

normalized and quartile coefficient.  
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For the other dataset, the model was also built on two radiomics features; inverse difference 

normalized and zone distance variance GLDZM. The test datasets were used after this to 

determine the accuracy of the model.   

 

Table 14 and 15 shows the results of these tests, respectively for the model build based on 

dataset of 85 patients and based on the dataset of 66 patients.  

The patients that were labeled with ‘1’ in ‘Events’ in the 25% test dataset of the 85 patients 

were placed correctly for 94.74% (sensitivity) using the model generated with the 75% training 

dataset. Unfortunately, the patients that were labeled with ‘0’ in ‘Events’ (specificity) were 

never placed correctly using this model. This phenomenon can be explained by the 

unbalanced distribution of the patients with malignant and non-malignant PET-positive lung 

nodules. For the datasets that were created with FA, the logistic regression did not give a 

significant result for any of the four created datasets. After going through the forward logistic 

regression with the threshold of 0.2, a model was generated consisting of only one radiomics 

feature.  

 
Table 14: Summary of the results from the discriminative model for malignant and non-malignant PET-positive lung nodules. 

Accuracy 0.8182 

95% CI (0.5972, 0.9481) 

P-Value [Acc > NIR] 0.8283 

Sensitivity 0.9474 

Specificity  0.0000 
 
 

Table 15: Summary of the results from the discriminative model for adenocarcinoma and squamous cell carcinoma. 

 

 

 

 

 

The patients that were labeled with ‘1’ in ‘Events’ in the 25% test dataset of the 66 patients 

were placed correctly for 40.00% (sensitivity) using the model generated with the 75% training 

dataset. The patients that were labeled with ‘0’ in ‘Events’ were placed right using this model 

in 91.67% of the cases (specificity).  Again, the reason for this very low sensitivity will probably 

be due to the small patient cohort. 

Accuracy 0.7647 

95% CI (0.501, 0.9319) 

P-Value [Acc > NIR] 0.4093 

Sensitivity 0.4000 

Specificity 0.9167 
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Figure 46: Distribution of the radiomics features after Factor Analysis with an output of three factors. 
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17  Discussion 
 

This study reports the unique methodology of combining two techniques, metabolomics from 

plasma samples and radiomics from PET/CT images in NSCLC. We show that metabolomics 

and radiomics data from patients diagnosed with early-stage and locally advanced NSCLC are 

correlated and that discriminative models based on radiomics features can be built. The 

combination of these two techniques leads to our main findings:  

 

1. Correlations are found between radiomics data and metabolomics data of the included 

NSCLC patients. Increased plasma glucose uptake correlates significantly positively 

with six radiomics features, whereas 13 radiomics features are negatively correlated 

with decreased plasma glycerol. 

2. A discriminative model based on radiomics features distinguishes between a non-

malignant and a malignant lesion, and between the pathology of an adenocarcinoma 

and a squamous cell carcinoma. 

 

The first findings show positive as well as negative correlations between radiomics features 

and metabolomics variables. It is crucial to notice that metabolites might be more or less 

dominant in plasma samples of cancer cells due to the reprogramming of these cells, 

compared to cells in a healthy person (129). These effects can be represented in the metabolic 

data. Next to the metabolic data, radiomics features are obtained with the help of PET/CT 

imaging and are evaluated if they could lead to better insights in the understanding of patients 

with NSCLC. 

 

The positive correlations found in the total omics-datasets are mainly related to the 

concentration of plasma glucose. The six radiomics features positively correlated to glucose 

are identified as Morans I, inverse difference normalized, grey level non-uniformity GLSZM, 

grey level non-uniformity GLDZM, area density AABB, and first measure of information 

correlation 1. 

The negative correlations found in the total omics-datasets are mainly related to glycerol and 

phospholipids. The 13 radiomics features that were negatively correlated to the metabolites 

are identified as coefficient of variation, quartile coefficient, small zone low grey level 

emphasis, low dependence low grey level emphasis, surface to volume ratio, minimum 

histogram gradient, coarseness, zone distance non-uniformity normalized GLDZM, small 

distance emphasis GLDZM, dependence count energy, joint maximum, angular second 

moment and grey level non-uniformity normalized.  

Smolle et al. already showed that the glycolysis and gluconeogenesis processes are highly 

activated in tumor cells of patients with NSCLC (130). PET/CT imaging is used in this study due 

to the high glucose uptake revealed by PET imaging (131). It is essential to notice that cancer 

cells need a higher glucose uptake to support the increased glycolysis cycle.  
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Vanhove et al. previously suggested that a high glucose level in plasma is needed for cancer 

cells to survive. Cancer cells support the ongoing glycolysis, and therefore, the compensatory 

role of gluconeogenesis is crucial (132). This compensatory role indicates that more glucose is 

made in other cells of the human body by gluconeogenesis. The glucose formed from this 

process is transported within the blood plasma to sustain the glycolysis process within tumor 

cells to provide energy. An increase in glucose uptake leads to a decrease in glycerol due to 

the need for glycerol to form glucose. The hypothesis of Vanhove et al. is confirmed by our 

independent study based on the correlations found between the radiomics and metabolomics 

datasets. 

Louis et al. already showed that lung cancer patients have an increased plasma glucose and 

lactate level, which is clearly in line with the result of this study. In addition, it confirms the 

supporting role of gluconeogenesis in normal non-cancer cells (133). Interestingly, decreased 

phospholipid levels are also detected in the plasma of lung cancer patients (133). This 

decrease is accordant to an enhanced membrane synthesis in cancer cells (134-136). 

In summary, increased plasma glucose uptake correlates significantly positively with six 

radiomics features, whereas 13 radiomics features are negatively correlated with decreased 

plasma glycerol. 

 

The impact of the method of segmentation on these results is not negligible. As shown in the 

'Results' section, the correlation coefficient variation depends on the segmentation method 

of the lung lesion to obtain the volume of interest. Therefore, a suitable segmentation method 

is crucial. Lu et al. examined the influence of segmentation methods and the impact of the 

used tracer. They concluded that slight differences in segmentation methods and the used 

tracers, 18F-FDG and 11C-choline, are present (137). The segmentation method using PET (third 

segmentation method as discussed in ‘Results’) shows the most and strongest correlations 

between the metabolomics variables related to the concentration of plasma glucose in blood. 

This method is the easiest to use when looking at underlying correlations between radiomics 

features and metabolic parameters. This result is in line with our expectations. Since we are 

looking at variables related to the glucose plasma uptake in blood, it is logical that higher 

correlation values are obtained using only PET images (131). 

 

The second part of this research consists of building the discriminative models based on the 

radiomics features extracted from PET/CT images. Two types of data reduction methods are 

used on the large radiomics datasets, manual reduction, and FA. The two different methods 

for data reduction were used to see if this difference was also visible in the resulting models.  

 

However, the models built based on the factors are unsuccessful. The one generated based 

on the manually reduced dataset of 85 patients shows better results, although still far from 

optimal. The sensitivity of this model is 0.9474, the specificity is 0.00. Table 14 suggests that 

the generated model and results of the discriminative model are too fragile for both reduction 

methods, due to the small patient cohort. Despite these results, the method to generate this 

discriminative model is correct.   
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The model that was generated based on the manually reduced dataset of 66 patients also 

gave a similar result. The patients labeled with ‘1’ in ‘Events’ in the 25% test dataset are placed 

correctly for 40% using the model generated with the 75% training dataset. The patients 

labeled with ‘0’ in ‘Events’ in the 25% training dataset are placed correctly for 91.67%. 

Again, these results also show that a small dataset is far from optimal when building a 

discriminative model. It was evident that, although the used method is correct, the results 

would not be optimal because this test dataset only consisted of 17 patients. Independently 

of the method used for data reduction, the small patient cohort remains a problem. 

 

Following methodological biases can have influenced our results; the small patient cohort, the 

heterogeneity of lung cancer images on PET/CT, the impact of the PET/CT camera itself, and 

the focus from mainly plasma glucose and glycerol (and not, for example, glutamine and 

glutamate (16)). Future research is necessary to verify the concluded results. 

 

The first step to achieve this goal is to enlarge the patient cohort to increase the reliability of 

this study. Although the included patient cohort is homogeneous, heterogeneity within the 

patient cohorts is still present. This heterogeneity is made visible in the section named 

'Results' with the help of pie charts of the included patients (figures 75-78, 97-100). 

 

A solution to tackle the problem of cancer heterogeneity with a patient is a quantitative 

scoring system of the characteristics of the tumor on PET/CT images. This system was already 

executed as part of this study for four characteristics of the tumor. First, the heterogeneity or 

homogeneity was scored on an observer-based scale from one to five. A score of five indicated 

a fully heterogeneous tumor, and one indicated a very homogeneous tumor. Secondly, a score 

from one to three was given to the shape of the tumor, a score of one was a very nodular 

shape of the tumor, and a score of three for a fanciful shape. Thirdly, the presence of retro-

obstructive pneumonia in the lung lesion was scored. Lastly, the presence of central necrose 

was evaluated. However, this scaling solution has to be validated by its inter-rater reliability 

(e.g., Cohens’ kappa coefficient (138)) and its usefulness in understanding radiomics before it 

can be used in further research.  

 

Another possible bias we can not exclude in our results is the impact of the used PET/CT 

camera. We used a Biograph Horizon from Siemens but could not compare it with another 

PET/CT camera. The research group has already collected metabolic parameters from another 

300 patients. These patients all have PET/CT images made with a different camera, specifically 

a GEMINI TF Big bore from Philips.  The results obtained using the PET/CT camera we used, 

and the results obtained using this camera could be examined and compared to each other. 

Our hypothesis is that a different PET/CT camera will not lead to significant results. Minor 

differences might be visible from the radiomics tool, but there will not be a different outcome. 
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Looking at the long-term goals of this study, the results are auspicious.  

In the nearby future, further research could compare healthy lung tissue and tissue out of a 

lung tumor. Metabolomics features are parameters out of the blood plasma and radiomics 

features are parameters out of tissues. Because of the chirurgical resection of the tumor from 

the included patients, tissue out of a lung tumor is already collected. Combining the results of 

healthy lung tissue and tissue out of a lung tumor with the metabolomics of the patients could 

give a good insight into possibly change in tissue (radiomics) that could lead to any changes in 

the parameters of the blood plasma (metabolomics), or the other way around. This research 

hypothesizes that the metabolism in the blood will adapt to the metabolism in the tissue if it 

changes and vice versa. 

 

In the far future, this whole process could be automated. The PET/CT images of a patient could 

be loaded into a program that would automatically extract relevant radiomics features. 

Concurrently with the processing of images, blood samples of that patient could be taken and 

analyzed, focusing on specific metabolites that show an underlying correlation with the 

radiomics features of the PET/CT image. The automated process could immediately show if 

specific important metabolic parameters and features of the PET/CT images impact patients’ 

clinical outcome.  

 

To this day, several patients underwent surgery that was not necessary. This type of surgery 

happens in up to 11% of the cases with lung cancer (139). If this automatization and 

correlation between radiomics features and metabolic parameters could be linked directly to 

a diagnosis, unnecessary treatment and operations could be avoided, and the patient could 

get an earlier diagnosis.  
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18  Conclusion 
 

For the first goal of this research, the correlation of metabolomics and radiomics features, 39 

patients were included. Three different types of segmentation of the lung lesions were used 

to create VOIs. Out of every VOI, 483 radiomics features were extracted. Simultaneously, 238 

metabolic parameters representing 62 plasma metabolites were determined from the same 

patient cohort using proton nuclear magnetic resonance (1H-NMR) spectroscopy. On each 

dataset, the Spearman correlation coefficient was used to examine the underlying 

correlations between the radiomics features and the metabolic parameters, using a threshold 

of 0.3 (or -0.3).  

 

Our research suggests that metabolic parameters of NSCLC patients are correlated to features 

of the PET/CT images of those patients. In all three segmentation methods combined, high 

glucose uptake is in line with the six radiomics features significantly positively correlated to 

increased plasma glucose. In contrast, 13 radiomics features are negatively correlated with 

decreased plasma glycerol, proving the supporting role of gluconeogenesis. The third 

segmentation method (PET) shows the strongest correlations with metabolomics.  

 

The second aim of our research was to generate a model that could discriminate between a 

non-malignant lesion and a malignant lesion, and between an adenocarcinoma and a 

squamous cell carcinoma for NSCLC patients based on radiomics features. However, the 

models based on the two reduction methods proved to be not helpful when only a small 

patient cohort could be obtained.  

 

Based on the datasets reduced with FA, this method did not give a useful model. The model 

generated based on the manually reduced dataset of 85 patients gave a specificity of 0.00 and 

a sensitivity of 0.9474. The model generated based on the manually reduced dataset of 66 

patients had a specificity of 0.9167 and a sensitivity of 0.40. The models are too fragile to build 

further conclusions due to the small patient cohort. 
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Annex 
 
 
 

 
Figure S1: Distribution of the radiomics features after Factor Analysis with an outcome of four factors. 
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Figure S2: Distribution of the radiomics features after Factor Analysis with an outcome of five factors. 
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Figure S3: Distribution of the radiomics features after Factor Analysis with an outcome of 10 factors. 

 

pos. load. 

neg. load. 

 
uniquenesses 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
communalities 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Cum. Ratio 

 
 
 
 
 
 
 
 
 
 
 

 
F.1 F.4 F.7 F.10 

4.4
3
8
.4
2
8
.78 

5.67 
25.14 

2.726.11.815.5 

4.65 

G
r.C

 
G

r.C
 

G
r.C

 

c
..
. 

0
.0

 
0
.2

 
0
.4

 
0
.6

 
0
.8

 
1
.0

 

c
..
. 

c
..
. 



122 
 

Supplementary code: 

 
############################################################################### 
#DATA PARTITIONING 
############################################################################### 
library(dplyr)  
library(stringr)  
library(caTools)  
library(caret)  
library (MASS) 
radiomics_ds <- read.csv(file=file. choose (), header=TRUE) 
#In the dialog window select the file Radiomics_data_totaal_Hasselt_tweedeCT_reductie.csv 
colnames(radiomics_ds) 
 
## 75% of the sample size 
smp_size <- floor (0.75 * nrow(radiomics_ds)) 
 
## set the seed to make the partition reproducible 
set. seed(123) 
train_ind <- sample(seq_len(nrow(radiomics_ds)), size = smp_size) 
 
trainSet <- radiomics_ds [train_ind, ] 
testSet <- radiomics_ds [-train_ind, ] 
 
############################################################################### 
#LOGISTISCHE REGRESSIE: MANUEEL GEREDUCEERDE DATA 
############################################################################### 
 
# Fit the model with intercept only 
model_null <- glm (Events ~1, data = trainSet, family = binomial) 
summary(model_null) 
ds_vars <- trainSet [,-c(1, 57)] 
add1(model_null, scope=ds_vars, test="Chisq") 
 
model_one <- glm (Events ~ first.measure.of.information.correlation.3, data = trainSet, family = 
binomial) 
summary(model_one) 
add1(model_one, scope=ds_vars, test="Chisq") 
 
model_two <- glm (Events ~ first.measure.of.information.correlation.3+busyness , data = trainSet, 
family = binomial) 
summary(model_two) 
add1(model_two, scope=ds_vars, test="Chisq") 
 
model_three <- glm (Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10 , data = trainSet, 
family = binomial) 
summary(model_three) 
add1(model_three, scope=ds_vars, test="Chisq") 
 
model_four <- glm (Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2   , data = trainSet, family = binomial) 
summary(model_four) 
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add1(model_four, scope=ds_vars, test="Chisq") 
 
model_five <- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2 + inverse.difference.normalised.2  , data = trainSet, family = binomial) 
summary(model_five) 
add1(model_five, scope=ds_vars, test="Chisq") 
 
model_six <- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2 + inverse.difference.normalised.2+Quartile.coefficient , data = trainSet, family = 
binomial) 
summary(model_six) 
add1(model_six, scope=ds_vars, test="Chisq") 
 
model_seven <- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2 + 
inverse.difference.normalised.2+Quartile.coefficient+first.measure.of.information.correlation.2, data 
= trainSet, family = binomial) 
summary(model_seven) 
add1(model_seven, scope=ds_vars, test="Chisq") 
 
model_eight <- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2 + 
inverse.difference.normalised.2+Quartile.coefficient+first.measure.of.information.correlation.2+kurt
osis , data = trainSet, family = binomial) 
summary(model_eight) 
add1(model_eight, scope=ds_vars, test="Chisq") 
 
#model_nine <- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2 + 
inverse.difference.normalised.2+Quartile.coefficient+first.measure.of.information.correlation.2+kurt
osis +Grey.level.non.uniformity.GLSZM, data = trainSet, family = binomial) 
#summary(model_nine) 
#add1(model_nine, scope=ds_vars, test="Chisq") 
 
#model_ten<- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2 + inverse.difference.normalised.2+Quartile.coefficient+Quartile.coefficient+kurtosis 
+Grey.level.non.uniformity.GLSZM+inverse.difference.normalised.2, data = trainSet, family = 
binomial) 
#summary(model_ten) 
#add1(model_ten, scope=ds_vars, test="Chisq") 
 
 
###Remove variable 1 by 1 starting with less significant 
model_full<- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+volume.at.int.fraction.10+Large.zone.low.grey.l
evel.emphasis.2 + 



124 
 

inverse.difference.normalised.2+Quartile.coefficient+first.measure.of.information.correlation.2+kurt
osis, data = trainSet, family = binomial) 
summary(model_full) 
 
#min volume.at.int.fraction.10 
model_min1 <- glm(Events ~ 
first.measure.of.information.correlation.3+busyness+Large.zone.low.grey.level.emphasis.2 + 
inverse.difference.normalised.2+Quartile.coefficient+first.measure.of.information.correlation.2+kurt
osis, data = trainSet, family = binomial) 
summary(model_min1) 
 
#min busyness 
model_min2 <- glm(Events ~ 
first.measure.of.information.correlation.3+Large.zone.low.grey.level.emphasis.2 + 
inverse.difference.normalised.2+Quartile.coefficient+first.measure.of.information.correlation.2+kurt
osis, data = trainSet, family = binomial) 
summary(model_min2) 
 
#min Large.zone.low.grey.level.emphasis.2 
model_min3 <- glm(Events ~ first.measure.of.information.correlation.3+ 
inverse.difference.normalised.2+Quartile.coefficient+first.measure.of.information.correlation.2+kurt
osis, data = trainSet, family = binomial) 
summary(model_min3) 
 
#min first.measure.of.information.correlation.2 
model_min4 <- glm(Events ~ first.measure.of.information.correlation.3+ 
inverse.difference.normalised.2+Quartile.coefficient+kurtosis, data = trainSet, family = binomial) 
summary(model_min4) 
 
#min first.measure.of.information.correlation.3 
model_min5 <- glm(Events ~ inverse.difference.normalised.2+Quartile.coefficient+kurtosis, data = 
trainSet, family = binomial) 
summary(model_min5) 
 
#min kurtosis 
model_min6 <- glm(Events ~ inverse.difference.normalised.2+Quartile.coefficient, data = trainSet, 
family = binomial) 
summary(model_min6) 
 
#min volume.at.int.fraction.10 
#model_min7 <- glm(Events ~ 
volume.at.int.fraction.90+Grey.level.non.uniformity.GLSZM.1+Quartile.coefficient, data = trainSet, 
family = binomial) 
#summary(model_min7) 
 
 
 
 
#Stop with model 6 
model_fin <- glm(Events ~ inverse.difference.normalised.2+Quartile.coefficient, data = trainSet, 
family = binomial) 
summary(model_fin) 
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############################################################################### 
#MODEL TESTEN 
############################################################################### 
 
probabs <- predict(model_fin, testSet, type='response')  
preds <- ifelse(probabs >= 0.5, 1, 0) 
 
confusionMatrix(factor(preds), factor(testSet$Events)) 
table(testSet$Events,preds) 
 
############################################################################### 
#LOGISTISCHE REGRESSIE: FACTOR ANALYSE  
############################################################################### 
 
factors_ds <- read.csv(file=file.choose(), header=TRUE) 
 
model_null <- glm(Events ~ 1, data = factors_ds, family = binomial) 
summary(model_null) 
ds_vars <- factors_ds[,3:7] 
add1(model_null, scope=ds_vars, test="Chisq") 
 
model_one <- glm(Events ~ Factor4, data = factors_ds, family = binomial) 
summary(model_one) 
add1(model_one, scope=ds_vars, test="Chisq") 
 
model_two <- glm(Events ~ Factor3+ Factor4, data = factors_ds, family = binomial) 
summary(model_two) 
add1(model_two, scope=ds_vars, test="Chisq") 


