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Abstract
In today's power grid, a great number of inverter‐based distributed energy resources (DERs)
are connected and aremainly designed to supply power without considering the voltage and
frequency deviations of the grid. Therefore, distribution system operators (DSOs) are
challenged with an increase in grid events because of the random implementation of DERs.
Voltage levels can vary beyond predefined limits at the point of connection and are currently
not evaluated by DSOs. Summarized here is the development of a simulation model for
evaluating the impact of support functions integrated in inverter‐based DERs. The model
aims to help grid operators simulate voltage and frequency events and study the impact of
DERs to the grid with respect to different settings of integrated support functions. Amodel
is developed in MATLAB/Simulink conforming to European standards and regulations.
Grid dynamics can be evaluated by imitating voltage and frequency deviations. Support
functions can be either adjusted according to the situation or turned off. Together with
adjustable settings according to DSO request, this model offers flexibility and insight in the
capabilities ofDERs to solve voltage and frequency issues. Case studies show that themodel
corresponds to expected behaviour and can be used for further development.

1 | INTRODUCTION

The world is looking for opportunities to produce clean energy.
While households account for over 27% of total energy de-
mand, they (indirectly) account for an aggravation of global
warming [1]. The Europe 2020 strategy includes targets for
climate change and energy, and governments are promoting
DERs with incentives [2, 3]. Worldwide, all (power‐consuming)
sectors contribute to around 38% of energy‐related CO2

emissions. Increasing and stimulating photovoltaic (PV) pro-
duction can significantly reduce these emissions, as 1 kWh
produced by PVemits as little as 15 g/kWh CO2 compared with
the global average of 475 g/kWh CO2 [3]. While merely 3% of
electricity is generated by PV, it avoids around 4.5% of power
sector emissions. This is because of countries with high carbon
electricity generation, such as China and India, installing a great
amount of PV power [3–5].

In the past, power was only consumed but never supplied
by households. And thus, for a long time, an on‐load tap

changer (OLTC) was the only mechanism necessary to change
local voltage levels. They rely on the fact that there is a uniform
voltage drop across the power lines. Unfortunately, they no
longer suffice. Due to the implementation of inverter‐based
DERs, mostly PV panels, the uniform voltage drop has
become less common, and voltage levels can vary in both
directions [6].

Situations even exist where PV panels are prohibited in
parts of the grid [7]. Instead of prohibiting them, they can
become part of the solution. Households are supplying an
amount of power that can no longer be ignored. It was found
that voltage deviations will not occur when the average
penetration per household lies below 2.5 kW [8]. The study
in [8] assumed a DER penetration level of 0%–11.25%, but
penetration levels have risen to 22% [9, p. 13]. As a result,
voltage deviations are occurring more frequently and with a
higher amplitude but only impact the local grid [10].
Instead of reinforcing the grid, PV inverters can become
an important part of grid support. For this reason,
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regulations have been implemented [11]. While PV is a
clean alternative, it contributes only 2.9% of global elec-
tricity demand. This indicates that PV is not a compre-
hensive solution for abandoning polluting power‐generating
facilities. Ultimately, development of energy storage (elec-
trical, thermal, hydrogen etc.) can play an important role in
stimulating investments in renewable energy resources in
general. The exponential growth of installed PV capacity is
a first argument for how these installations could impact
the distribution grid and also why they can and should be
used as grid support. The worldwide cumulative installed
capacity in 2008 was only 14.5 GW, while it exceeded
100 GW in 2012. However, in 2018, a fivefold level was
already installed. Following this trend, it can be expected to
reach 1 TW by 2022 [3].

Dynamic models with advanced functionalities of
converter‐based generation are crucial for understanding the
behaviour of the grid under stressed circumstances [12, 13].
However, such functionalities bring various challenges associ-
ated with increased penetration of DERs and their grid inter-
action [14]. Smart inverters with voltage and frequency control
abilities are valuable for DERs so they can contribute to the
grid with support functions and ancillary services, such as
reactive power control, fault ride‐through, and harmonic
compensation [15]. Many research papers have been published
in recent years that discuss the voltage violation issues that
emerge from the high penetration of inverter generation into
the power systems [16]. For instance, a test system adapted
from the medium‐voltage distribution system in Ontario,
Canada, is studied in [17], providing grid voltage support
functionalities. An optimized control strategy to manage the
reactive power resource generated by inverter‐based generation
is presented in [18] to improve the quality of the voltage dis-
tribution network and fulfil the latest technical requirements
listed by distribution system operators (DSOs) in their grid
codes. A case study dealing with long‐term voltage instability in
systems hosting active distribution networks is reported in [19].
The documented simulations show the effect of the restoration
of distribution network voltage. A hybrid control strategy for
supporting the voltage under fault conditions is presented in
[20], demonstrating the simultaneous mitigation of voltage sags
by injecting active and reactive power to ride through the
perturbation and maintain grid voltage. Similarly, a voltage
regulation scheme using a deadbeat controller that helps to
mitigate fast voltage disturbances is presented in [21] that
suppresses the transients in the system.

The authors in [22] propose a control schemewith a dynamic
injection region for the inverter system that adapts to the set‐
points assigned by a centralized controller. Similarly, a control
scheme that optimizes the real‐time operation of active distri-
bution networks while also considering the provision of voltage
support as an ancillary service to the network requirements in
Switzerland and investigate the operational modes of the DER
inverters is presented in [23]. The static voltage control consid-
ering voltage‐reactive power mode and dynamic and extensive
voltage control with maximum utilization of DER capacity and
system stability are studied in [24].

As the previous contributions discussed, various control
strategies exist and are able to function well under different
grid conditions. Also, it shows that applying a control strategy
depends heavily on the chosen control method and
parameters.

This paper discusses the development of a simulation
model to provide grid operators with more insight regarding
the effect of inverter‐based DERs. Since the control param-
eters can have a great impact on the grid response, the pro-
posed simulation model offers flexibility regarding parameter
choice.

The rest of this paper is organized as follows. Section 2
describes the possible methods for providing grid support.
Section 3 presents the model design and implementation in
MATLAB and explains the importance of setting the correct
time constants. The simulation results and discussions are
presented in Section 4. Finally, the conclusions are given in
Section 5.

2 | METHODS FOR PROVIDING GRID
SUPPORT

2.1 | Active and reactive power
compensation using inverters

As briefly mentioned above, the integration of DERs will result
in an increased voltage at the point of connection (POC). Due
to fluctuating injection of power (solar and wind power are not
constant), the need for automated solutions is growing, which
implies that (even automated) OLTCs are no longer sufficient.
Using these DERs to compensate for low or high voltage is
one of the most commonly discussed methods [6, 7, 25–30].

Figure 1 depicts an equivalent schematic of a power line.
The resistance and inductance of the line correspond to the
replacement R and L value.

The voltage in a certain point is given by

U ¼ f ðP;QÞ ð1Þ

where

dU ¼
∂U
∂P

dP þ
∂U
∂Q

dQ ð2Þ

F I GURE 1 Power line with R and L components to indicate resistance
and inductance values
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and

ΔU ¼U1 − U2 ¼ R ⋅ I2 ⋅ cosφ2 þ X ⋅ I2 ⋅ cosφ2 ð3Þ

with φ2 the phase shift between voltage U and current I2. To
rewrite Equation (4) as a function of P and Q,

ΔU ¼
R ⋅ P þ X ⋅ Q

U2
ð4Þ

Equation (4) indicates that the voltage drop ΔU is related
to the active and reactive power. It can also be seen that power
lines with a high R/X ratio will experience more impact from a
change in active power (P) than a change in reactive power (Q).

Three main types of inverter—a string inverter, a micro‐
inverter, and a central inverter—exist [31, 32]. A string
inverter is based on solar panels connected in series. When one
PV panel is shaded or malfunctions, the entire power output is
limited by this one panel. A malfunctioning PV panel can be
replaced, but shade caused by trees can often not be controlled
by the owner. To overcome this, a micro‐inverter can be
installed instead. The PV panels are connected in parallel, and
therefore only the shaded or malfunctioning panels are limited
in output power. The difference with a central inverter is its
size. Central inverters are mainly used in industrial installations
with typical power ranges from 100 kW to 1 MW [32]. Due to
its size, they are not considered here. The study in [31] also
shows that microinverter systems present better performances
at both shaded and not‐shaded conditions. The main drawback
of a microinverter is the higher cost. However, according to
[33, p. 2885],

the string inverter appears to have a lower per‐
watt capital cost when just the inverter is
considered. However, the inverter represents only
about 15% of the entire PV system cost whereas
the installation labour (…) cost accounts for 40%,
depending on the system configuration and
inverter technology. These factors have made it
difficult to perform a comparative cost study.

The following functions are also known as advanced
inverter functions and are discussed in [6, 34]. The set points at
which these functions are deployed can differ according to the
local requirements.

2.1.1 | Active power compensation

The possibility of the inverter to absorb P when there is
overvoltage in the low‐voltage (LV) grid is described as active
power compensation. The inverter is set to start absorbing
active power when a threshold voltage limit is met (e.g. at 3%
overvoltage, the inverter shall start this compensation). First, it
should be noted that this is only possible if a storage system is

present to absorb active power. If not, the inverter can reduce
its P output, and if necessary, be disconnected from the grid.
This will only happen in extreme situations. Also, being
disconnected from the grid will cause a loss of income for the
energy producer, so this should be avoided as much as
possible. Second, this compensation is only available until the
storage system is fully charged or until a threshold charge is
reached.

2.1.2 | Reactive power compensation

In medium‐voltage (MV) or LV grids where the reactance X is
important, Q(U) compensation is used. In order to alleviate a
voltage drop caused by a grid event, the inverter needs to
provide a certain amount of Q to the grid [26, 35]. A deadband
around the nominal voltage level is introduced to prevent the
inverter from switching between absorbing or delivering Q in a
short time span [36].

2.2 | Demand‐side management results in a
reduction of user comfort

Instead of limiting the output of an inverter, demand‐side
management (DSM) focuses on limiting power usage in case
of high load and does the opposite in case of high injection.
Washing machines, hot water buffers, and (in the future)
electric vehicles may pose issues during peak hours [37]. The
purpose is to postpone the usage of these appliances. In this
manner, the load will be spread across a greater amount of
time. The amount of postponed power is represented as
flexibility [38, 39].

DSM is seen as an important method to help mitigate the
effects of the increasing share of unpredictable renewable en-
ergy production, the increased electrical load due to fossil fuel
powered equipment being replaced by electrical equipment,
and the decreasing investments in directly controllable (fossil
fuel) plants. To clarify the pros and cons of DSM, the neces-
sities for a successful implementation and its contribution to
blackouts are discussed.

2.2.1 | Necessities

Compared with using inverters, the requirements are more
challenging. First, smart appliances are needed to control the
power usage according to the voltage level at the POC, which
was measured by a smart meter. These appliances consist of
postponable appliances, such as dishwashers, washing ma-
chines and tumble dryers, and buffered appliances such as hot
water buffers and electrical vehicles. Hot water buffers are
considered to have the most influence on flexibility. Second,
test families are equipped with a home energy management
system. In a case study, one group was asked to alter their
usage based on different energy tariffs during the day and the
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other group was equipped with an Automated Home Energy
Management System [38]. Appliances without smart capabil-
ities were retrofitted with communication devices to ensure
smart control. Smart appliances were turned on or off auto-
matically, while basic comfort, such as always being able to take
a hot shower, was still provided. Final, energy storage can be
interesting for PV owners to promote self‐consumption. It is
not really seen as a necessity, as the price per kWh as well as the
kWh per volume is still improving.

2.2.2 | Demand‐side management as a solution
for blackouts?

Considering that 18% of Flemish households heat their water
using electricity (hot water buffers have the most impact as
mentioned above), extrapolating this for the whole population
of Belgium, delayed power usage would provide 207 MW of
power. Taking into account the other appliances (washing
machines, electric vehicles etc.) adds up to 267.9 MW.
Comparing these values with the 725 MW strategic reserve that
Belgian Transmission System Operator (TSO) Elia has to
create, it can be assumed that, even with a participation grade
of 100% of households with hot water buffers, the requirement
will not be met [38, 40]. Nevertheless, DSM can become an
important part of the solution.

In Belgium, most of the voltage support is provided by
OLTCs. Once per year (or more, depending on the necessity)
the tap stand of the transformer is changed to meet voltage
limits. This is done manually, but more automated solutions are
being implemented. To complement OLTC support, or even
fully replace them, inverter‐based DERs can be used. Both P
and Q support functions can be implemented to alleviate
voltage and frequency deviations.

Given the above, it is clear that additional grid support
functions should be implemented in inverters to control
voltage levels at the POC [11]. This should be extended from
household DERs (e.g. PV panels) to inverter‐based power
plants. Before deployment of support functions, extensive
testing needs to be performed in order to prevent errors and
optimize effectiveness of implementation. The lack of
comprehensible simulation models makes it more difficult to
perform plausible tests [25].

3 | DESIGN AND IMPLEMENTATION
USING MATLAB/SIMULINK

3.1 | Introduction

Testing and modelling will be performed in MATLAB/Simu-
link. Before its implementation, a basic LV grid model has to
be developed. This model, as illustrated in Figure 2, consists of
a voltage source, several loads that simulate household or in-
dustrial loads, and one or more DERs. The operator will be
able to imitate grid events by switching loads on and off to

cause voltage deviations or by setting the frequency level so
that the grid dynamics can be evaluated. The voltage as a
function of the line length provides us insight on the impact of
DERs. An active DER will cause a raised voltage near the
POC. In Figure 2 this is shown as a positive effect while the
voltage level stays within its boundaries for a longer line length.
Issues will occur when multiple DERs are connected in an area
where they can reinforce each other's behaviour. This may
cause the maximum voltage level to be exceeded. To resolve
this, DERs should implement functions to support the grid
and change their output according to voltage and frequency
levels [11, 25, 41].

Figure 3 depicts the simulation model in one block dia-
gram. Again, colour codes are used to indicate the origin of the
settings. The preset characteristics consist of the P(U), P(f), Q
(P), and Q(U) blocks. The measurements are the output of the
equivalent grid model (see Figure 4). The time constants are
used as an input for the preset characteristics and can be
changed according to DSO request. The user settings are
simulation specific. On the one hand, a voltage and frequency
error can be simulated to compensate for measuring issues. On
the other hand, the minimum power factor can also be set.
Needless to say, this will in real life be derived from the
connection contract between DSO and the owner of the
inverter.

3.2 | Equivalent grid model

The equivalent single‐phase grid model, as illustrated in
Figure 4, is used as a realistic representation of a grid. Since the
voltage source block is ideal (this is the standard setting in
Simulink) a source inductance is added to compensate for the
short‐circuit impedance of the second transformer winding.
The line impedance is calculated based on the line length, with
a resistance of 0.38 Ω per km and an inductance of 0.72 mH
per km. While this model focuses on simulating voltage de-
viations by setting the source main voltage, only two main
loads of 9.2 kW are used. A further segmentation of loads
should be made when the mutual distance between households
is of importance, and thus a line impedance between

F I GURE 2 Basic interpretation of distributed energy resource (DER)
impact (Z = line impedance), (a) is with DER and has a positive impact,
(b) is without DER and voltage drops below the limit at the end of the line
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households should also be added. The aforementioned values
for impedance and loads are always unique for a specific sit-
uation and should be changed accordingly when using this
simulation model for other setups. The values for loads and PV
sizes can be obtained by values given by the digital smart meter.

Simulink provides many useful standard blocks. Simple
characteristics, such as P(U), Q(P), and Q(U) curves are
implemented using 1‐D lookup tables. The P(f) characteristic,
implemented in layer 2, requires extra functionalities. More

complex functions are therefore implemented using a combi-
nation of 1‐D lookup tables and MATLAB functions.

3.3 | Characteristics of control scheme

3.3.1 | P(U) characteristic

It is necessary to calculate P(U) and Q(U) to calculate Iamplitude

and iphase. P is calculated by using a P(U) characteristic shown
in Figure 5. The actual implementation is shown in Figure 6.
The voltage [p.u.] values used for limiting P can differ ac-
cording to DSO requirements.

While most regulations are based on p.u. values, this
model also uses the voltage p.u. as an input for the P(U)
characteristic. The implementation also requires a limit in
output to prevent values lower than 0 and higher than 1.
After this, the P(U) characteristic output is multiplied by the
available P (Pnominal multiplied by an availability factor,
depending on uncontrollable variables, e.g. sunlight). The
availability factor can be used by the operator to limit the
nominal power output caused by shadow, lack of sunlight,
and so forth

3.3.2 | P(f) characteristic

DERs can also have an impact on frequency levels. A single
DER will not have a visual impact, but adding them all

F I GURE 3 This flowchart represents the entire simulation model. All inputs, measurements and calculations are summarized in one block diagram

F I GURE 4 Equivalent single‐phase grid model. A visual
representation makes it straightforward to add or edit parameters
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together will. To compensate for this change in frequency
level, the power output can be adapted if over‐ or under-
frequency is present. The P(f) characteristic shown in
Figure 7 is described in [41]. A value threshold is applied to
maintain 0.6 p.u. P output when frequency reaches 51.1 Hz.
To prevent frequency levels from rising too fast again when
frequency drops (P output will also rise again), the P output
is limited to 0.6 p.u. until the frequency drops below
50.1 Hz.

3.3.3 | Q(P) modes

The output of the P(U) or P(f) characteristic is used as an
input for calculating Q(P). This can be calculated using
different user‐specific Q modes. The following paragraphs
explain all the configured modes. In the simulation model, a
switch selector determines which mode is currently preferred.
The applicability of Q(P) modes is not further discussed, as
this is beyond the scope of this paper. A specific case study
with only changing the Q(P) mode could determine the most
suitable mode.

Q(P) mode 1
The first Q‐mode outputs the minimum value between
Qnominal and QPFmin. The minimum power factor (PF) in the
model is 0.85 but can be changed by the operator. Note
that the P input for both subsystems is different. For
calculating Qnominal, a limitation in Q is not taken into ac-
count (the limitation being the availability factor, depending
on sunlight etc.).

Q(P) mode 2
The second mode uses a varying PF as a function of P output.
Figure 8 illustrates that the PF varies from 0.9 to 1. The slope
from 0.5 to 1.0 p.u. P can be changed according to DSO or
local requirements.

Q(P) mode 3
The third mode uses PFnominal to calculate the Q(P) output. In
this mode, the Q output is always proportional to the P output.

Q(P) modes 4, 5, and 6
The remaining three modes are the following:

� Qnominal calculated with PFnominal and Pnominal,
� constant Q,
� zero Q when no Q support is expected.

All six modes will have a different impact on voltage
levels. The best mode will differ according to the situation
and the general voltage profile of the feeder. Currently, the
preferred mode is chosen manually to better evaluate the
impact in specific situations. Selecting the Q‐mode with the
lowest reactive power output will be beneficial for the PV
owner, but less beneficial for supporting voltage levels at
the POC.

3.4 | Q(U) characteristic

The output of the Q‐mode selector is used to calculate the
actual Q output. This calculation is done using a Q(U) char-
acteristic, shown in Figure 9.

F I GURE 5 P(U) characteristic with a linear voltage limit from 1.09
p.u. to 1.11 p.u.

F I GURE 6 The method for implementing the P(U) characteristic in
the model

F I GURE 7 P(f) characteristic, proposed in [41, p. 29] and
implemented in simulation model

F I GURE 8 PF(P) characteristic indicating a decrease in PF when more
than 0.5 P p.u. is delivered
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3.5 | Use of variable time constants in P(U),
P(f), and Q(U) characteristics

In order to slow down the response of generating units,
additional delay in the form of a first order low‐pass filter is
introduced. The P(U), P(f) and Q(U) characteristics use a
different time constant. This time constant is changed manu-
ally, but in real life operation it is requested by the relevant
DSO.

To offer more flexibility regarding time constants, the
Model Discretizer (Simulink app) is used. A continuous time
transfer function can be configured and is used to compute the
discrete transfer function. The zero‐order hold method is
chosen, since this method uses the exact continuous value and
holds it for (in this case) 0.02 s.

The possibility of changing the time constant, even
during simulation, is interesting for comparing the impact of
different time constants. Also, this can simulate the request
of DSOs. As mentioned above, a specific time constant can
be requested by the DSO to influence the impact of the
DER. A smaller time constant will also bring more risk, as
this can cause oscillations due to sudden changes of avail-
able P and Q.

4 | SIMULATION RESULTS

To validate the simulation model, random values for the
voltage and frequency set points (see Table 1) are set to
explain the output and indicate the accuracy of imple-
mentation. Table 1 summarizes the test conditions. A rela-
tively large step size of 0.2 s is chosen to improve simulation
time. However, larger system studies can be performed with
respecting slow dynamics (in order of seconds). These are
valid for both case studies. An R/X ratio of around 1 to 3 is
usual in LV grids [5]. In this case, a ratio of around 2 is used.
The reactance X depends on the inductance L and the
frequency f. It is given by

X ¼ ωL ð5Þ

where

ω¼ 2πf ð6Þ

4.1 | Case 1: undervoltage with
overfrequency

Figure 10 depicts the P(f) characteristic and the overwriting of
the P(U) characteristic when the voltage level is 0.94 p.u. or
lower (see Figure 3). The overwrite is implemented to prevent
a bigger voltage drop when both undervoltage and over-
frequency are present at the same time. At t = 4.58 s, the
current limit is reached (see difference between calculated and
measured P and Q output). This indicates one of the re-
strictions of the inverter. Note that this is also the best‐case
scenario with an available power of 100%, thus output po-
wer can even be more restricted. At 2.00 s, overfrequency
occurs and P output drops according to P(f) characteristic (see
Figure 7). At 4.04 s, voltage drops below the level, according to
Figure 9, that activates the Q(U) characteristic. Voltage keeps
dropping, and at 4.14 s, it reaches 0.94 p.u. and indicates an
overwriting of the P(f) characteristic by the P(U) characteristic
(see ∗ bottom left in Figure 3). Finally, at 4.58 s, a saturation in

F I GURE 9 Q(U) characteristic with the deadband as discussed in 2.1.2

TABLE 1 Model settings used in the case studies

Description Value or setting

Step size 0.02 s

PFnominal 0.90

PFminimum 0.85

Q‐mode Q‐mode 1 (see 3.3.3)

Pnominal 10.00 kW

Pavailable 1.00 p.u.

P(U) τ 0.40 s

P(f) τ 0.40 s

Q(U) τ 0.40 s

Main source voltage 414.00 V

Line length 1.00 km

Line resistance 0.38 Ω/km

Line inductance 0.72 mH/km

Two extra loads Both off

Overvoltage set points [1.00 1.05 1.09 1.10 1.11]

Undervoltage set points [1.00 0.98 0.96 0.94 0.92]

Voltage error 0.00%

Overfrequency set points [50.00 50.50 51.10 50.50 50.00 50.00]

Underfrequency set points [50.00 49.80 49.50 49.00 50.00 50.00]

Frequency error 0.00 Hz
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the inverter occurs and current is limited. The second pane
indicates this as a difference between the calculated and actual
power output.

4.2 | Case 2: overvoltage with overfrequency

Figure 11 depicts the use of the minimum between P(U) and P
(f) characteristics for voltage levels of 0.94 p.u. or higher.
Starting from 4.04 s, the P(U) characteristic outputs less P and

is therefore determining the calculated P output. At 2.00 s,
overfrequency occurs and P output drops according to P(f)
characteristic (see Figure 7). At 4.04 s, the voltage exceeds 1.05
and activates the Q(U) characteristic (see Figure 9). Note that
case 2 activates the opposite side of the characteristic than case
1. At 6.04 s and 8.04 s, voltage reaches 1.11 p.u., and P and Q
drop accordingly to mitigate the voltage violation (see
Figure 5). It also depicts the overwriting of the P(f) charac-
teristic by the P(U) characteristic (see ∗ bottom left in
Figure 3). Finally, at 10.06 s, voltage is between the limits—P

F I GURE 1 0 Case 1: when both undervoltage and overfrequency occur, the interaction of the P(U) and P(f) characteristic can be denoted. The simulation
parameters are set as defined in Table 1
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and Q outputs are unrestricted. This case is similar to over-
voltage with overfrequency, as the P(f) characteristic is only
active between 2.00 s and 4.04 s.

5 | CONCLUSIONS

This paper gives a brief overview of the voltage control
methods on LV power grids. The most common support,
active and reactive power compensation using inverters, is

further discussed. DSM is promising but requires smart ap-
pliances and household participation. Therefore, it currently is
not a sufficient solution.

A literature study identifies the present issues that voltage
control techniques are facing. Control parameters (such as the
ability to choose a Q(P) mode) are often fixed, which does not
allow adequate variation when the simulation model is used to
determine the most appropriate solution for grid issues. The
development in a visual simulation model such as Simulink is
therefore recommended.

F I GURE 1 1 Case 2: when both overvoltage and overfrequency occur, the minimum output between P(U) and P(f) is chosen. Q output is still controlled by
the Q(U) characteristic. The simulation parameters are set as defined in Table 1
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Two test cases were demonstrated to validate the model
with (1) undervoltage with overfrequency and (2) overvoltage
with overfrequency. However, the case studies are presented to
validate the separate parameters of the model; therefore, they
are kept rather simple. A set of new parameters for each case
study would result in a more difficult validation of the imple-
mented functionalities. Parameters not addressed in the two
case studies, however, have been tested to guarantee correct
implementation. The changes in the P and Q outputs were
traced back to the implemented characteristics. The results are
thus satisfactory.

The simulation model was developed to provide grid op-
erators with a possibility to perform tests to predict the grid
response. This way, further issues with connecting new DERs
may be predicted. Figure 4 depicts a simplified version of a
voltage source, loads, and a PV source. As this was a test case
study, the schematic should be adjusted according to the values
given by the digital smart meter to set the load sizes and PV
sizes.

In future research, the impact of changing only the Q
(P) mode parameter could be studied. This could result in
better comprehension of the reactive power response of
the grid and the role of the reactive power capacity of
DERs.
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