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|. INTRODUCTION

A. Background of the Study

“Cerebral” is defined as pertaining to the braiarebrum or intellect, and “Palsy” refers to

paralysis of muscle or group of muscles. Jointlgrebral Palsy (CP) is the term used to
describe a group of conditions with motor impairtseresulting from brain damage during the
early stages of development. Cerebral palsy is progressive and is usually not diagnosed
until a child is about 2 to 3 years of age. Aboub 3 children in 1,000 over the age of three
have cerebral palsy. This is because of the plgsof a child's central nervous system, or its
ability to recover completely or partially after angury occurs. If a brain injury occurs early,

the undamaged areas of a child's brain can sometiake over some of the functions of the

damaged areas.

There are four categories of CP based on the diffemovement impairments: Spastic,
Athetoid, Ataxic and Mixed Forms. Spastic cerelpaky is characterized by muscles that are
stiff and permanently contracted, making awkwardzemeents to varying degrees of severity
and in turn limits the patients’ range of motiordatzausing jerky, unpredictable movements.
This approximately affects about 70 to 80 percdntCB patients. Often, CP patients have a
hard time moving from one position to another amayralso have a hard time holding and
letting go of objects. Athetoid cerebral palsy aKacterized by uncontrolled movements of
the hands, feet, arms, or legs and, in some c#sesnuscles of the face and tongue. These
uncontrolled movements often interfere with spegkiieeding, reaching, grasping, and other
skills requiring coordinated movements. About 102 percent of CP patients have the
Athetoid case. Ataxic CP is a rare form of cerelpaky which affects an estimated 5 to 10
percent of CP patients. Ataxic cerebral palsya$fesense of balance and depth perception.
Typically, persons affected by ataxic cerebral pdiave poor coordination, walk unsteadily
and exhibit difficulty when attempting quick or pree movements. Lastly, the Mixed form of
CP have symptoms of more than one of the categoredioned. The most common mixed

form includes spasticity and athetoid movements.



CP is also classified according to the affectedore@f the body: (1)Diplegia, affects either
both arms or both legs of the patients; (2) Hengjigleaffects the limbs on only one side of the
body; (3) Quadriplegia, affects all the limbs; (Mpnoplegia, affects only one limb; and (5)

Triplegia, affects three limbs.

The cause of CP is still unknown but there areofacidentified that can possibly increase the
risk. The following are some of the factors thatghti cause CP: complicated labor and
delivery of infants (inborn brain damage, breechspntation, etc.), unhealthy condition of
infant (low birth weight, prematurity, Apgar scorervous system malformation and others),
and seizures in the newborn. Due to this prevarlike regular prenatal care and proper child

care should be noted.

The life expectancy of CP patients depends on ¢vergy of their condition. Research has
shown that if a child has severe cerebral paldyerotomplications may occur to shorten the
patients’ life. Otherwise, if the CP patients’ ned condition is considered to be typical, the

child is likely to have normal life expectancy.

Treatments for CP patients come in various fornig/sieal therapy usually begins shortly
after the diagnosis is made. Specific exercisesuaed in physical therapy to prevent the
weakening or deterioration of muscles from disudisuse atrophy) and to avoid muscle
contracture (muscles fixed in a rigid, abnormalifp@s). Drug Therapy is necessary for those
who have seizures associated with cerebral patgynaay be effective in preventing seizures
in many patients. Surgery may not be necessaryif misometimes recommended to improve
muscle development, correct contractures, and sedpasticity in the legs which in turn can

help the patient child achieve his or her optineakl of functioning.

B. The Data

The assessment was performed according to the asthnmotocol of the Clinical Motion
Analysis Laboratory of the University Hospital, Reberg, Belgium. The evaluation included
anthropometric measurements, analogue video remprdD kinematics and kinetic data

collection, dynamic surface electromyography anéx@ended clinical examination



Table 1: Selected gait analysis parameters

Time and distance parameters

Walking velocity (m/s)

Cadence (steps/min)

Step length (m)

Timing of toe off (% of gait cycle)

Ankle and foot kinematics and kinetics

Ankle angle at initial contact (°)

Maximum ankle dorsiflexion between loading respoarsé mid-stance (°)
Range of ankle motion during push-off (°)

Timing of maximal ankle dorsiflexion in stance (°)
Maximum ankle dorsiflexion in stance (°)

Ankle angle at midswing (°)

Mean foot alignment in stance (°)

Maximum plantairflexionmoment at pre-swing (Nm/kg)
Moment in the ankle at loading response (Nm/kg)
Ankle double bump pattern

Ankle second rocker

Ankle power absorption at loading response (W/kg)
Ankle power generation at pre-swing (W/kg)
Maximum ankle velocity around toe-off (rad/s)

Knee kinematics and kinetics

Knee flexion at initial contact (°)

Shock absorption in stance =Maximum knee flexioatance — Knee angle at initial contact (°)
Maximum knee flexion in stance (°)

Maximum knee extension in stance (°)

Maximum knee flexion in swing (°)

Amount of delayed knee flexion in swing (% of gajtle, relative to toe-off)
Maximum knee flexion moment in stance (Nm/kg)
Maximum knee extension moment is stance (Nm/kg)
Maximum knee power generation in stance (W/kg)
Maximum knee power absorption in stance (W/kg)
Maximum knee flexion velocity around toe-off (rad/s
Pelvic motion

Pelvic mean anterior tilt (°)

Range of pelvic motion in sagittal plane (°)

Range of pelvic obliquity (°)

Range of pelvic rotation (°)

Mean of pelvic obliquity (°)

Mean pelvic rotation (°)

Hip kinematics and kinetics

Hip angle at terminal stance (°)

Range of sagittal hip motion in stance (°)

Maximum hip flexion in swing (°)

Mean coronal hip angle in stance (°)

Mean coronal hip angle in swing (°)

Hip rotation angle at initial contact (°)

Hip rotation angle at terminal stance (°)

Maximum hip abduction moment in stance (Nm/kg)
Timing of 0 moment in hip (% of gait cycle)
Maximum hip power generation in stance (W/kg)
Maximum hip power absorption in stance (W/kg)
Hip power generation at terminal stance (W/kg)
Maximum hip flexion velocity in swing (rad/s)




(Christiaens et al, 2006). There were 460 CP patimcluded in this retrospective study. The
patients’ gait analyses which took place betweamudey 1997 and December 2006 were

utilized.

The following were the four criteria for CP patighinclusion in the study: (1) children had to
be capable to undergo a full barefoot walking gaitlysis independently, (2) orthopedic
surgery prior to the evaluation time was not alldWene exception is an Achilles tendon
lengthening at least 4 years prior to the evaluatime], (3) the latest Botulinum Toxin Type
A (BTX-A) treatment had to be at least 6 month®pto the evaluation time and the children
had to be treated by a multidisciplinary team. Timglies that all children had to be treated
according to the integrated approach, which wagdagon the research of Molenaers in
1999. (Christiaens et al, 2006)

There were 46 variables included in this study.l dtlwhich are gait analysis parameters
namely: Time and distance (4 parameters), ankle faot kinematics and kinetics (12

parameters), knee kinematics and kinetics (11 petens), pelvic motion (6 parameters), and
hip kinematics and kinetics (13 parameters). Thealke gender was not considered in the
analysis since it not considered as a risk factsoaated with an infant being born with
cerebral palsy. Although according to literaturerare cases very low birth weight and

abnormal intrauterine size is associated with are@sed risk of cerebral palsy for boys.

The purpose of this study is to develop a clas#ifim system for Cerebral Palsy patients
based on their gait patterns utilizing their kin¢icg kinetics and clinical data. The remainder
of this section describes some related studies ah patterns. Section 2 discusses the
methodology to be used then proceeding to thetseanl discussions. The softwares used in
this study were the following: SAS software for alaéduction techniques namely: Principal
Components Analysis (proc princomp), Factor Analygroc factor) and Multidimensional
Scaling (proc mds). The same software was usegrémedures like Hierarchical (proc cluster)
and Non-Hierarchical (proc fastclus) clusteringr Hee normal mixture modeling clustering,
the R language software was used specificallyzindi the “mclust” package obtained from

http://cran.r-project.org/.



.  METHODOLOGY

In investigating the method to classify the CP dHieee approaches were considered,
hierarchical, non-hierarchical and normal mixtuhestering techniques. These methods have
different techniques in classifying the observationto groups, but cross classifications of
these methods will be done to check for classifygngsistency in the clustering procedures.
The data was found to be high dimensional whichabex a motivation for data reduction

techniques namely: principal components analysi€AJP factor analysis (FA) and

multidimensional scaling (MDS). These data reductiechniques will be used as an input in

the three clustering procedures.

A. VARIABLE REDUCTION TECHNIQUES

A.1l. Principal Components Analysis

Principal Components Analysis (PCA) aims at exphyrthe variance-covariance structure of
a set of variables through the use of linear coatimns of the acquire variables. Its general
objectives are (1) data reduction and (2) integtiet. (Johnson, et al, 2002)

Givenn observations on p variables the purpose of thiysisas to findk new variables k&

p) which are obtained from the original p variabl&he generate@t new variables are now
called principal components, account for as muchaasible of the variation on the acquiped
variables while being mutually uncorrelated andchogonal. The first principal component
possesses the largest proportion of the variatiothé dependent variable compared to the
succeeding principal components which possess sproportion of the variation in
accordance with their succession. By using thet fiesv principal components as new

variables, rather than using the original variaplles dimension of the dataset is now reduced.



A.2. Factor Analysis

Factor analysis (FA) focuses on the variance thanalyzed. It is assumed that the variance of
a single variable can be decomposed intc@mon variancethat is shared by the other
variables included in the model. And that this &ade is unique to a specific variable and
includes an error component. In common factor aiglya small number of factors are
extracted to account for the intercorrelations agntdme observed variables to identify the

latent dimensions that explain why the variablescarrelated with each other.

A.3 Multidimensional Scaling

The objective of Multidimensional Scaling (MDS) tie “fit” the original data into a low-
dimensional coordinate system such that any siityilar dissimilarity caused by a reduction
in dimensionality is minimized (Johnson and Wich&®02). In addition, the low dimensional
representation should be as approximately corregdassible. To determine this, the MDS
defines a function called “stress” where intergietais indicated in the table below.

Kruskal’s informal guidelines for the stress fuoati

Stress Goodness of Fit
20 % Poor

10% Fair

5% Good
2.5% Excellent

0% Perfect

Goodness of fiof fit refers to the monotonic relationship betweke similarities and the final
distance (Johnson and Wichern, 2002). In ewgrgimension generated from the MDS
procedure denotes a specific stress value. Thesstienction decreases @sincreases.
Graphically, the number of dimensions can be detexdhby locating a sharp elbow on a scree

plot of the stress against the number of dimensi®he purpose of the MDS in this paper is



not to graphically display the dimensions but agag in reducing the high dimensionality of
the CP data.

B. CLUSTERING TECHNIQUES

Grouping items into clusters is a form of summagzinformation in a large body of data and
at the same time provides additional insight. &hae different ways of grouping items but all
aiming at grouping observations that are very simitb each other and at the same time
dissimilar when compared to observations from agofiroup. Formally, these grouping
techniques can be categorized as hierarchical hremarchical or normal mixture clustering.
The hierarchical clustering arranges the obsematiaa form of a hierarchy, hence the name,
while the non hierarchical clustering requires &-gpecified number of clusters. Both
procedures have specific trade offs in their stlengnd weaknesses. The hierarchical allows
the observations to cluster themselves by a speécifistance but is sensitive to outliers while
the non-hierarchical is robust in the possibilifyoatliers but needs a pre-specified number of
clusters on classifying the observation. The normadture clustering estimates a model for
the data that allows for overlapping clusters, podadg a probabilistic clustering rather than
deterministic since it allows for quantification ahcertainty in observations to belong to

mixture components. The section that follows defitieese techniques in more detail.

B.1. Hierarchical Clustering

Hierarchical clustering techniques proceed by aeseof successive fusions or divisions.
Agglomerative hierarchical techniques start witle ihdividual objects as distinct clusters
which indicate that there are as many clusterb@® tare objects. The most similar objects are
initially grouped based on their degree of similarBubsequently, as the similarity decreases,
all subgroups generated by the algorithm will camebio form a single cluster. The Divisive
technique is the inverse of the agglomerative teghs it initially starts with all objects

belonging to a single group then eventually sgldsording to their dissimilarities.



This study will employ the agglomerative clusterireghnique through the linkage methods.
Each observation starts as a cluster by itselférirthe two closest clusters are merged to form
a new cluster that replaces the two old clustersv{pusly called cluster by itself). Merging
the two closest clusters is repeated until onlydoster is left. The various clustering methods
differ in how the distance between two clustersakulated. In this study the following are
employed: single linkage (minimum distance), contglankage (maximum distance), centroid
linkage (cluster centroid) and Ward’'s method (ANOS@m of squares). These distances will
be presented for comparison purposes to justifyntimber of cluster that is most appropriate
to the data.

Single linkage

Single linkages or shortest distance”algorithm calculates the distances or similarities
between pairs of objects. Groups are formed froenitidividual entities by merging nearest
neighbors, where the temearest neighboconnotes the smallest distance or largest sirtyilari

The distance between two clusters is definedyy = rgcln r_génd(xi ' X;) 1)
LGk JHCL

WhereDy,, any distance or dissimilarity measure betweestelsCx andC,

Ck, Kthcluster, subsetof {1, 2, ..n}
C., Lthcluster, subset of {1, 2, ..n}
Xi ith observation (row vector if coordinate data)

Xi s jth observation (row vector if coordinate data)

The distance between two clusters is the minimustadce between an observation in one
cluster and an observation in the other cluster.irByosing no constraints on the shape of
clusters, single linkage tends to sacrifice perfamoe in the recovery of compact clusters in

return for the ability to detect elongated andgudar clusters.
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Complete Linkage

In contrast with the above mentioned distance, detapinkages or rhaximum distance”
algorithm estimates the distance between two alsistlich is the maximum distance between
an observation in one cluster and an observatiothenother cluster. Complete linkage is
strongly biased toward producing clusters with fdygequal diameters, and it can be severely
distorted by moderate outliers (Milligan 1980).

The distance between two clusters is definedy = rggxnggxd(xi ' X;) )
L S L

Where;Dk. ,any distance or dissimilarity measure betweastelsCx andC,
Ck, Kthcluster, subset of {1, 2, ..n}
C., Lthcluster, subsetof {1, 2, ..n}
Xi ith observation (row vector if coordinate data)
X jth observation (row vector if coordinate data)

Centroid Method

In the centroid method, the distance between twstets is defined as the (squared) Euclidean
distance between their centroids or means. Theaidhethod is more robust to outliers than
most other hierarchical methods but in other retspetay not perform as well as Ward's

method or average linkage (Milligan 1980).
The distance between two clusters is definedqy =[X —YL”Z 3
Where; Dk, ,any distance or dissimilarity measure betweastetsCx andC,

Xk, mean vector for clustéx

X, mean vector for clustes.

11



Ward's Minimum-Variance Method

In Ward's minimum-variance method, the distancevben two clusters is ti ®NOVAsum of
squares between the two clusters added up ovdheallariables. At each generation, the
within-cluster sum of squares is minimized over @dlrtitions obtainable by merging two
clusters from the previous generation. The sunsxjoéres are easier to interpret when they are
divided by the total sum of squares to give prdpog of variance (squared semi partial

correlations).

— — 2
X =X

The distance between two clusters is defined byD,, =B,, = M (4)
[ T
NK NL

WhereDy, ,any distance or dissimilarity measure betweastelrsCx andC,
Xk, mean vector for clustéli

XL, mean vector for clust&;

Ward's method tends to join clusters with a smaihber of observations, and it is strongly
biased toward producing clusters with roughly thene number of observations. It is also very
sensitive to outliers (Milligan 1980).

B.2. Non-Hierarchical Clustering
K — Means Method

The K-means algorithm according to Hastie et.(2D001) is one of the most popular iterative
descent clustering methods. The said method isdet for data wherein all variables are
p
quantitative, and the squared Euclidean dista€l€, x.) = Z(Xij =X )2 Ix —x.|F ()
j=1

is chosen as the dissimilarity measure.

12



The algorithm starts by partitioning the input geimto K initial sets, either at random or using
some heuristic data. It then calculates the meamt,par centroid, of each set. It constructs a
new partition by associating each point with thesebkt centroid. Then the centroids are
recalculated for the new clusters. The algorithmejzeated by alternate application of these

two steps until convergence, which is obtained wtherpoints no longer switch clusters.

There are specific criterions that should be careid in determining which clusters suits the
data best. One of these is the pseudo F statistigsh should have a relatively large value
when compared across different levels of clusteugs. Another is the Cubic Clustering
Criterion which actually has guidelines in determgnthe quality of the clusters generated.
The CCC is best used when its values are plottezsathe number of clusters. Since the CCC
is a criterion in the K-means, it also requires ttaa to be large, otherwise the values
misbehave. There are some guidelines in interre@i@C. First indication of the peaks on the
plot with CCC greater than 2 or 3 indicate goodst#ung and peaks between 0 and 2 indicate
possible clusters but should be interpreted casityout also indicates that there may be
several peaks if the data has a hierarchical streictwhile very distinct nonhierarchical
spherical clusters usually show a sharp rise bettoeepeak followed by a gradual decline.
Very distinct nonhierarchical elliptical clusteriem show a sharp rise to the correct number of
clusters followed by a further gradual increase amdntually a gradual decline. Another
indication is that if all values of the CCC are atge and decreasing for two or more clusters,
the distribution is probably unimodal or long-taileAlthough very negative values of the
CCC, say, -30, may occur due to outliers. Outligemerally should be removed before
clustering. If the CCC increases continually as thenber of clusters increases, the
distribution may be grainy or the data may havenbeecessively rounded or recorded with
just a few digits.

The r-squarecriterion should also be noted and should lookafmalue that explains as much
variance as appropriate for the study. Milligan &wbper (1985) demonstrated that changes
in the R-Square are not very useful for estimatirgnumber of clusters, but it may be useful

if you are interested solely in data reduction.

13



B.3. Mixtures

Finite mixture modeling has been recognized as isdtat can provide statistical approach to
the practical questions that arise in applying telisg methods (McLachlan and Basford
1998; Banfield and Raftery 1993; Cheeseman andz St895; Fraley and Raftery 1998).
Several strategies were investigated by incorpugakierarchical agglomerative clustering
technique and the EM algorithm using the Bayesiaforination Criterion (BIC). An

advantage of the previous is that it tends to preduusters that have good partitions without
information on the groupings. Likewise for the ENgaithm, good partitions can also be
expected. The main difference is that in the EMbathm pre-specification of the number of
clusters is required with several initiations sinice likelihood surface tends to have multiple
modes. Addressing these two issues, Fraley anteiRaf2002) extended this strategy by
allowing selection of the parameterization of thedel as well as the number of clusters

simultaneously using the BIC.

Given datay with independent multivariate observations..,yn, the likelihood for a mixture

model with G components is

n G 6
Lyix (51’-'-’00;T11---7TG| y)= I_1I zrk fk(yi|9k)a ©
= k=1

Where f, and g, are the density and parameters, respectivelyhekth component in the

mixture, and 7,is the probability that the observation belongs the kth component

(1, 20,3, 7, =1).

Most commonly, f, is the multivariate normal (Gaussian) densiyparameterized by its
mean and covariance matrixy:

AYIHZ ) = exp{-1/2 §i-p) "=t (virb)} | |Jdet@RrE, ) )

Data generated by mixtures of multivariate normahgities are characterized by groups or
clusters centered at the maan with increased density points nearer the meaa.chvariance

>« determines the geometric features (shape, volonentation) of the clusters.

14



Each covariance matrix is parameterized by eigemvdécomposition in the form
s, =ADAD/, 8
WhereDy is the orthogonal matrix of eigenvectors

Ag is a diagonal matrix whose elements are propatitmthe eigenvalues &k, and

Akis a scalar.
Also, the orientation of the principal components g is determined byDy ,while Ay

determines the shape of the density contoMysspecifies the volume of the corresponding

ellipsoid, which is proportional td§ |A |, where d is the data dimension.

Table 2. Parameterization leading to different modks

Identifier Model Distribution Volume Shape Orientation
Ell A Spherical equal equal NA
Vi A/ Spherical variable equal NA
EEI AA Diagonal equal equal coordinate axes
VEI AA Diagonal variable equal coordinate axes
EVI AA( Diagonal equal variable coordinate axes
VVI AAk Diagonal variable variable coordinate axes
EEE ADAD' Ellipsoidal equal equal equal
EEV ADIAD Ellipsoidal equal equal variable
VEV MDIAD Ellipsoidal variable equal variable
VVV ADIAD Ellipsoidal variable variable variable

Models are compared to each other by utilizingBi@ (Bayesian Information Criterion).

. RESULTS

A. Exploratory Data Analysis

The 460 patients included in this study are comgpadel98 girls and 262 boys. Correlation
was observed for almost all the gait analysis patars. The data was noted to have no

missing observations. It was also observed thadibgibutions of the gait parameters were

mostly skewed (Appendix Section A).

15



B. Variables reduction techniques

Due to the high dimensionality of the CP data, dathuction techniques were utilized (PCA,
FA and MDS). These techniques will then be usednpst in the clustering procedures

(Hierarchical, Non-hierarchical and Normal Mixturé@scluded in this study.

Principal Component Analysis

Utilizing the Principal Component Analysis (PCAhet dimension of the dataset can be
reduced without too much loss of information. ThEAPwas used on all the 46 gait
parameters. From the 46 variables, 18 principal pmmmants were produced accounting for
80.44 percent of variability explained. Principahgponents (PCs) are arranged in such a way
that the first few linear combinations have theydst variation explained. Looking into the
details of the linear combinations, the first P@i@ated contrasts between the measurement on
knee parameterandhip measurement§.he second PC showed that the more description on
the ankle measurement3he third and fourth PC explained more on kheemeasurements
and hip measuremenjsrespectively. While the fifth PC explained thpelvic and hip
measurements.The sixth PC indicated a contrast betweenkiheeand hip measurements,
which may be a description of the walking positajrchildren to balance themselves and walk
independently given their CP conditions. Thesst fix PCs explained about fifty percent of
the variability of the original data and the suatieg PCs contributed little increments in
explaining the variability. For this study, 18 P@sre chosen so as not to allow a large amount

of information loss.

Factor Analysis

Through Factor Analysis (FA), variables can be oeduin linear combinations. Tharimax

orthogonal rotation was used in this analysis agrmio obtain a clear pattern of loadings
identifying the gait parameters and aims to maxarite variance on the new axes, which in
turn leads to easier interpretation. There werfadBors extracted from the FA procedure.

These linear combinations convey essential infaonatontained in the original set of

16



variables. In this study the interrelationships mrere pronounced in thdifhe and distance

parameters’and“knee parameters'than in ‘hip parameters”.

Multidimensional Scaling

From the 46 variables included in the study, thealber of dimensions was determined by a

criterion called thestress function The stress function for the CP data was seate labout

5% Goodness of fit which resulted to 13 dimensions.

Dimensions Goodness of fit
2 0.5478
3 0.4406
4 0.3641
5 0.3085
6 0.2576
7 0.2162
8 0.1801
9 0.1444

10 0.1150
11 0.0878
12 0.0652
13 0.0486

C. Clustering Results

C.1. Hierarchical Method

In the hierarchical clustering procedure, all tiaeiables were clustered using several distances

allowing the observations to group themselves basedhether it is single linkage (shortest
distance), complete linkage (maximum distance),troah method (cluster centroid) and

17



Ward’'s minimum variance method. The comparisonseweandertaken aiming to find
parallelism on the suitable number of clusters dasethe indication of how the patients were
clustered based on the distances from single lekagmplete linkage, centroid method and

Ward’'s minimum variance method.

Figurel. Hierarchical method using variables from Pincipal Component Analysis

Single Linkage Complete Linkage

Using Principal Components Analysis Using Principal Components Analysis
1

MWM i ln

y ] ‘

Centroid Method Ward’'s Minimum Variance

Using Principal Components Analysis Using Principal Components Analysis
R

Applying the 18 PCs in the hierarchical clustenmigcedure, the single linkage did not show a
good cluster distribution. Likewise for the centtomethod, the clustering was not well

separated to identify groups. For the completealygk or the maximum distance a better
distribution of clustering was observed when coragao the previous two but it is still not

that clear to see a good distribution. Using thedaminimum variance method, it showed a
more clear clustering procedure than that the siragid complete linkages and centroid
method. The Ward’s distance indicated a suitaltkiSters to be selected, taking note that the
selection of this cluster was based on the propaatity of the distance covered by the cluster

along the x-axis, although in this case the propoality of the cluster is not that obvious.
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Figure 2. Hierarchical method using variables fromFactor Analysis

Single Linkage Complete Linkage

Using Factor Analysis Using Factor Analysis
io

Centroid Method Ward’s Minimum Variance

Using Factor Analysis Using Factor Analysis
0.100

The 6 factors from the factor analysis were theeduto the hierarchical clustering
procedure. It was observed in the single linkage eantroid method that no identifiable
clusters can be generated from these distancesh&aomplete linkage method it can be seen
that there is a better separation of clusters wdmmpared to the previous two distances but
considering 7 clusters using this method assigmsitaB0% of the observations to only one
cluster which does not meet the aim of this procedWhile for the clustering method using
the Ward’s minimum variance method, 8 clusters magsibly be a suitable number of

clusters based on the proportionality of the distanf the cluster to the x-axis.

The MDS procedure generated 13 dimensions whiclalsdtess function equal to about 5%.
Looking at the 3 distances namely: single, compéeie centroid did not indicate good cluster
separation. While for the Ward’s minimum variancetinod, it generated 8 clusters which are

somehow proportional.
The results of the hierarchical clustering usingAPEA and MDS variables indicated similar

results, but the distances covered by the resmeclivsters generated by the three methods

varies.
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Figure 3. Hierarchical method using variables fromMultidimensional Scaling
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C.2. Non-Hierarchical Method

The clusters generated for the Non-Hierarchicahgishe 18 PCs as an input, initial clusters
values from 2 until 10 clusters were considereciriganote of the CC Criterion and the
square values, since these values would indicate whethernumber of clusters that was
developed in the cluster procedure is good or @obd clustering can be verified by plotting
the CC Ciriterions for several groups and then deether there are peaks which might indicate
a good number of clusters. On the other hand, adiomed in the guidelines of choosing good
number of clusters, aside from noting the peakytiaes of the CC criterion should be in the
range of 2-3.

Looking at the plot of the CC Criterion (Figurethe values are all negative but among these

negative values a peak was observed in the 7 cduateich has an equivalensquarevalue
of 28.55 percent (Figure 5).
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Figure 4. CC Criterion for Principal
Components Analysis on the gait analysi
of CP patients.

cluster

Figure 5. R-square value for Principal
sComponents Analysis on the gait analysis @
CP patients.
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Since the clusters generated from both hierarclaodl non-hierarchical methods are not very

stable in the sense that they did not satisfy éaglirements in arriving at a suitatlslember of

clusters a cross classification was done to be tabpénpoint how much discrepancy is present

between the two clustering procedures.

Table 3. Cluster Summary for Non-Hierarchical Methad using variables from PCA.

Cluster | Frequency | Nearest Cluster Distance Between Cluster Centroids

1 1 5 20.7269
2 44 6 4.7335
3 1 6 17.8319
4 98 7 4.336

5 33 4 4.7618
6 107 7 3.8046
7 176 6 3.8046
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Table 4. Cross Classification of Hierarchical andNon-Hierarchical Methods using PCA

Non-Hierarchical Hierarchical Method Total
Method 1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0 1 1
2 9 0 13 5 1 1 15 0 44
3 0 0 0 0 1 0 0 0 1
4 11 7 5 58 0 17 0 0 98
5 0 0 2 1 5 25 0 0 33
6 11 4 68 8 13 2 1 0 107
7 89 59 6 5 16 1 0 0 176
Total 120 70 94 77 36 46 16 1 460

From the table above it can be observed that ¢ldsté the hierarchical clustering and cluster
4 of the non-hierarchical clustering both methodsehidentified 58 patients to belong in the
same group. This is approximately equivalent tqp@&tcent and 60 percent parallelism of the
hierarchical and non-hierarchical methods, respelsti Taking note that the cluster numbers
in both procedure are mere representations of ¢éhergted clusters and it doesn’t follow that
cluster 1 in hierarchical method also representesaiservation in cluster 1 from non-

hierarchical method. Also 25 observations weresti@sl in the same group which has 54 and
76 percent matching for cluster 6 of the hierareha@uster method and cluster 5 in the non-
hierarchical cluster method, respectively. It @dso be noted that cluster 1 and 2 of the
hierarchical method which has 89 and 59 observstiogspectively, if joined together may

yield better clustering that can parallel the @ust of non-hierarchical method. It was also
observed that the hierarchical and non-hierarchitadtering method identified cluster 8 and

cluster 1, respectively, that has one observatibichwis a cluster in itself. Although in cluster

3 of the non-hierarchical clustering procedureaitl lanother one observation which is a cluster
in itself. This one observation alone in one clusteould be treated with caution since this
observation could actually be behaving very difféie from the other characteristics of

observations in the other clusters and thus shootide treated as an outlier. This result could
be explained by the large distance of the clustatroids to their respective nearest cluster as

noted in Cluster Summary table (Table 4).
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Using the factors obtained in FA to initialize tine k-means clustering procedure, several
clusters were tried and the criterions argtjuarevalue which would aid in finding a good
number of clusters were checked. The graph of @eCdterion indicates a peak in cluster 8

(Figure 6) which in turn has an equivalerstquarevalue of 48 percent (Figure 7).
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Figure 6. CC Criterion for Factor Analysis | Figure 7. R-square value for Factor
on the gait analysis of CP patients. Analysis on the gait analysis of CR
patients.

The negative values of the CC Criterion may indidhat even if a peak is present, the number

of cluster may not be that reliable since the CE&guires the value to be between 2 and 3 to be

acknowledged as suitable number of clusters.

Table 5. Cluster Summary for Non-Hierarchical Methad using variables from PCA.

Cluster Frequency Nearest Cluster | Distance Between Cluster Centroids

1 127 6 1.728

2 49 4 1.9495
3 54 2 2.0177
4 47 2 1.9495
5 46 6 2.2983
6 88 1 1.728

7 27 2 2.6535
8 22 3 2.4895
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A cross classification was made to be able to chieelconsistency of the grouping of patients

utilizing the hierarchical and non-hierarchicalstiering methods.

Table 6. Cross Classification of Hierarchical andNon-Hierarchical Methods using FA.

Non-Hierarchical Hierarchical Method Total
Method 1 2 4 5 6 7 8

1 96 24 4 0 3 0 0 127
2 5 0 11 0 21 2 0 49
3 16 0 1 0 7 19 8 54
4 0 1 46 0 0 0 0 47
5 0 1 0 1 1 0 0 46
6 0 60 11 1 0 6 1 88
7 1 3 1 22 0 0 0 27
8 0 0 0 1 3 0 17 22

Total 118 89 74 3 2 26 46(

From the table above, there were a several clusters the hierarchical and the non-

hierarchical clustering methods that showed pdistein how the patients were classified.

There were 22 observations classified in the sammepgwhich has 88 and 81 percent matching

for cluster 5 the hierarchical cluster method athgkter 7 in the non-hierarchical cluster

method, respectively, which indicated very goodssralassification. Similar observations

were noted for clusters 1, 2, 3, 4 and 8 of theanéhical clustering methods which showed

parallelism ranging from 60% to 90% with clusters41 5, 6 and 8 of the non-hierarchical

clustering method. This can indicated that theteluanalysis using the factor yield better

results utilizing the two clustering procedures.
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Utilizing the 13 Dimensions generated from the M@8cedure with cluster values initialized

from 2-10 was used to plot the CC Criterion (Figbyalthough the values are negative a peak

was observed in the 8 clusters which has an eqntvabquarevalue of 28.48 % (Figure 6).

Table 7. Cluster Summary for Non-Hierarchical Methad using variables from MDS.

Cluster Frequency Nearest Cluster | Distance Between Cluster Centroids
1 43 7 4.9299
2 2 4 11.5038
3 1 7 21.3212
4 79 5 4.6143
5 184 6 4.4912
6 78 5 4.4912
7 72 1 4.9299
8 1 6 17.8536
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Table 8. Cross Classification of Hierarchical andNon-Hierarchical Methods using MDS.

Non-Hierarchical Hierarchical Method Total
Method 1 2 3 4 5 6 7 8
1 0 13 0 9 0 2 19 0 43
2 0 0 0 0 0 1 0 1 2
3 0 0 0 0 1 0 0 0 1
4 9 1 43 4 2 2 3 15 79
5 57 94 11 6 1 14 1 0 184
6 5 6 18 1 21 25 2 0 78
7 5 13 1 22 0 7 17 7 72
8 0 0 0 0 1 0 0 0 1
Total 76 127 73 42 26 51 42 23 46(

From the cross classification in Table 8, very feavallelism was observed. Although it was
noted in the non-hierarchical method that two drsst(clusters 3 and 8) had only one
observation in the cluster, which may indicate thase two clusters are behaving differently
from the characteristics of the other cluster amaligd not be treated as an outlier. This result
could be explained by the large distance of thetelucentroids to their respective nearest
cluster (Table 7).

It was also observed that the highest proportioobsiervation clustered together using the two
clustering procedures was noted in cluster 3 froettierarchical method and cluster 4 from
the non-hierarchical which has about 50% paraitelidhis can indicate that the MDS
procedure is not a very good method in this caseesihe output of the clusters was not that
good and may indicate that the PCA and FA may lebeariable reduction techniques that
can yield better output when used to initialize tirerarchical and non-hierarchical clustering
techniques.

The clusters indicated in the non-hierarchical rodthvere noted based on the criterions

specified in the previous chapter. Taking into edeation that these said criterions are mere

indicators and not absolute rule in deciding thalfnumber of cluster.
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C.3. Normal Mixture Modeling

Using the 18 PCs as an input the normal mixture ehageveral numbers of clusters were
computed as indicated in the figure below (clugtentil 10). With the aid of the BIC criterion
a best model of 3 clusters which has the charatiewf a diagonal distribution, volume is

variable, shape is equal and the orientation isdinate axes was suggested.
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Figure 10. BIC values for 10 components using PCAaviables

Noting the characteristics of the 3 clusters fréva 18 PCs, a plot of the first 2 PCs is shown
below. It was noted that the clusters were oveitappach other (Figure 11) also plotting the
observation that has uncertainty to belong from ohsster to another (Figure 12) were
scattered more on the outermost The ellipses supesed on both the classification and

uncertainty are based on the covariances of treterhi

1.2 Coordinate Projection showing Classification 1.2 Coordinate Projection showing Uncertainty

Figure 11. Plot of cluster classification for
PC variables 1 and 2.

Figure 12. Plot of PC1 and PC2 on the
observations’ cluster uncertainty.
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Utilizing the 6 factors from FA generated 3 clusterith characteristics of a spherical

distribution, volume is variable and shape is equas noted.
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Figure 13. BIC values for 10 components using FA vibles

Plotting the 3 clusters for factors 1 and 2 showeerlapping clusters but not very diverse like
the mixtures using PCA. The ellipses superimposedath the classification and uncertainties
are based on the covariances of the clusters. ditiaa, it was also noted that most of the

observations that has uncertainty is containediétie cluster ellipses.

1,2 Coordinate Projection showing Classification 1,2 Coordinate Projection showing Uncertainty

Factor2
]
Factor2

Factorl Factorl

Figure 14. Plot of cluster classification for | Figure 15. Plot of factor 1 and factor 2 on

FA variables 1 and 2. the observations’ cluster uncertainty.
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The 13 dimensions from the MDS procedure was usedrainput in the normal mixture

modeling wherein the characteristic was descriloedave a diagonal distribution, volume is

variable, shape is equal and the orientation isdtnate axes. The characteristic of the cluster

using the MDS is similar when the 18 PCs are u$hd.difference is that the MDS generated

only 2 clusters for the CP data.
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Figure 16. BIC values for 10 components using MDSaviables

From the figure below (Figure 17) the observatimese superimposed together with the

ellipses. Taking note that the ellipses superimgaseboth the classification and uncertainties

are based on the covariances of the clusters. fitertain observations were also plotted

(Figure 18) but were observed to be scattereddritbie ellipses.

1,2 Coordinate Projection showing Classification

Dim1

Figure 17. Plot of cluster classification for
MDS dimensions 1 and 2.

1,2 Coordinate Projection showing Uncertainty

Dim1

Figure 15. Plot of dimensions 1 and 2 on the

observations’ cluster uncertainty.
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Considering the clusters generated from the normixture model, cross classifications
against the hierarchical and the non-hierarchikadtering methods (Tables 9-14) were shown
to be able to verify which observations were cladiin one group across the different

clustering methods used in this study.

From Table 9, comparing clusters from the normaitane model (cluster 1) and the non-
hierarchical clustering method (cluster 7) havessrolassified 146 observations to have the
same gait patterns which is about 55% and 83%gotisely. Table 10 compares the normal
mixture model with the hierarchical clustering aifums and has identified about 81% and

37%, respectively, where observations that havéasimait patterns.

Table 9. Cross Classification of Normal Mixture Malel and Non-Hierarchical Methods

using variables from Principal Components Analysis

Normal Mixture Non-Hierarchical Method Total
Model 1 2 3 4 5 6 7
1 0 12 0 51 6 49 146 264
2 1 1 1 0 1 0 0 4
3 0 31 0 47 26 58 30 192
Total 1 44 1 98 33 107 176 460

Table 10. Cross Classification of Normal Mixture Mbdel and Hierarchical Methods

using variables from Principal Components Analysis

Normal Mixture Hierarchical Method Total
Model 1 2 3 4 5 6 7 8
1 97 61 41 36 16 9 4 0 264
2 0 0 1 0 1 1 0 1 4
3 23 9 52 41 19 36 12 0 192
Total 120 | 70 94 77 36 46 16 1 460

Comparing the results using the PC variables a¢hesthree clustering procedures, there were
76 observations that were identified to belong tee @luster regardless of the clustering

method used. This may indicate that these obsensatctually have similar gait patterns.
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From Table 11 , comparing clusters from the normedture model (cluster 3) and the non-
hierarchical clustering method (cluster 1) havessrolassified 111 observations to have the
same gait patterns which is about 88% and 87%eotisely. In addition, cluster 1 of normal
mixture model and cluster 7 of the non-hierarchiclaistering method have identified 63
observations that have similar gait patterns. Whiddle 12, compares the normal mixture
model (cluster 3) with the hierarchical clusteringethod (cluster 1) have identified 92
observations that have similar gait patterns.

Table 11. Cross Classification of Normal Mixture Mbdel and Non-Hierarchical Methods

using variables from Factor Analysis

Normal Mixture Non-Hierarchical Method Total
Model 1 2 3 4 5 6 7 8
1 0 0 0 1 0 63 0 0 64
2 16 44 47 46 46 21 27 22 269
3 111 5 7 0 0 4 0 0 127
Total 127 | 49 54 47 46 88 27 22 460

Table 12. Cross Classification of Normal Mixture Mbdel and Hierarchical Methods

using variables from Factor Analysis

Normal Mixture Hierarchical Method Total
Model 1 2 3 4 5 6 7 8
1 0 49 4 8 0 0 3 0 64
2 26 13 62 63 25 32 22 26 269
3 92 27 0 3 0 3 2 0 127
Total 118 | 89 66 74 25 35 27 26 460

Using the factors as an input in the clusteringcpdures, two clusters of observations were
identified across the three clustering methods usedhis study. One composed of 84
observations while the other had 49 observatidresd two clusters that were cross classified

using the three clustering procedures are actaddlynct observations that have identical gait
patterns.
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Cluster 1 of normal mixture model and cluster 5tle#é non-hierarchical clustering method
have identified 172 observations (Table 13) thaehsimilar gait patterns which is about 55%
and 93%, respectively. While Table 14, comparesntbrenal mixture model (cluster 1) with
the hierarchical clustering method (cluster 2) halemtified 92 observations that have similar
gait patterns.

Table 13. Cross Classification of Normal Mixture Mbdel and Non-Hierarchical Methods

using variables from Multidimensional Scaling

Normal Mixture Non-Hierarchical Method Total
Model 1 2 3 4 5 6 7 8
1 18 0 0 37 172 44 39 0 310
2 25 2 1 42 12 34 33 1 150
Total 43 2 1 79 | 184 | 78 72 1 460

Table 14. Cross Classification of Normal Mixture Mbdel and Hierarchical Methods

using variables from Multidimensional Scaling

Normal Mixture Hierarchical Method Total
Model 1 2 3 4 5 6 7 8
1 67 120 37 32 13 34 4 3 310
2 9 7 36 10 13 17 38 20 150
Total 76 127 | 73 42 26 51 42 23 460

Cross classifying the results of the three clusternethods using the MDS variables have
identified 92 observations that have identical gaatterns. This may indicate that these
observations maybe be considered to belong to lustec or group since they are clustered

together using three different procedures.

Summarizing the number of clusters obtained fromttiree cluster procedures and utilizing
PCA, FA and MDS variables, Table 15 is presentdoktable to compare the clusters obtained
from the different procedures. As in the previoumlgsis the process of determining the
number of clusters for the hierarchical method @ars proportionality of the observation
meaning avoiding bulk in one cluster alone. So th&tances on the x-axis which is
represented by thd are carefully considered and measured. Althougbetimeeasurements are
quite subjective since the cut off decision forugtable number of cluster depends on the

number ofid’s covered by the cluster. While for the Non-hieraahcluster procedure, the
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CC Criterion and the Rralues were used as indicators in suggesting thesjtlle number of
clusters. The normal mixture however deviated friiv@ numbers of cluster from the two
methods. This result may be due to the fact theerai for an observation to belong to one
cluster is based on BIC and not distances unlikiaeénhierarchical and non-hierarchical case.
Furthermore, no restriction was imposed specificalh the covariance structure of the
clusters, hence yielding less number of clustercampared to the hierarchical and non-
hierarchical cluster methods. In addition, the fewember of clusters from the normal
mixture model result may be because these fewerkusire encompassing smaller clusters like
in the hierarchical or non-hierarchical clusteriteghniques (i.e. Cluster 1 from Normal

Mixture Model includes clusters 2, 4 and 6 from tlo®-hierarchical clustering technique).

Table 15. Summary for the number of clusters by clstering methods and the input variables

_ Hierarchical Non-Hierarchical Normal Mixture
Variables
Method (K-means) Method Model
PCA 8 7 3
FA 8 8 3
MDS 8 8 2

IV. DISCUSSIONS AND CONCLUSIONS

The study investigates on classifying the gaitgrat in children with cerebral palsy. Three
clustering methods were employed to group these paRents namely: hierarchical,
non-hierarchical and normal mixture model. Althouplese cluster methods have the same
purpose which is to group the data, these methauds Hifferent approaches in clustering the
data. The hierarchical cluster method has two amires, the agglomerative and divisive way.
The agglomerative starts the algorithm consideaisgngle observation as a group in itself and
then eventually merges that unit to another uretdghy creating a new group. The merging
continues until all the units belong to one grolipe divisive works the opposite way; first the

units are all clustered in a single group and ayaht split until all the units are separated
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from each other. The agglomerative method was uséuis study since it has the advantage

of being computationally simple.

One of the strengths of the hierarchical clustethime is its ability to cluster the data without
the need to initiate a starting value for the dustinlike the non-hierarchical which require a
starting value for it to start clustering. A stropgint of the non-hierarchical method is its
ability to be robust against outliers which is eaWw@oint of the hierarchical cluster method. To
be able to get the benefit of both techniqueswleduster methods were employed. There are
different criterions for each cluster method. Therdrchical cluster method use different
distances to which will determine how the data W#l clustered (i.e. single linkage, ward'’s
minimum variance method, etc.). While the non-hgecal cluster method checks the quality

of the clusters based the CC criterion andrtbguarevalue.

The normal mixture model allows the selection & plarameterization of the model as well as
the number of clusters simultaneously using theeBay Information Criterion (BIC). In

addition, the normal mixture model incorporates thdvantages of the hierarchical
agglomerative clustering technique which vyield gquadtition even and doesn’t need to be
initialized; and the EM algorithm which in this easnakes probabilistic rather than

deterministic assignments of the observation tetelucenters with the aid of the BIC.

Variable reduction techniques were used in thislysspecifically, the Principal Component
Analysis, Factor Analysis and the MultidimensioBahling. The three procedures proved very
useful since it reduces the 46 gait parametersarfewer dimensions. Aside from the benefit
of reducing the variables, the PCA, FA and MDSumttransform the original variables into
uncorrelated new variables which are crucial in tlen-hierarchical cluster method. In
addition, the procedure “mclust” limits the numioévariables as an input in the procedure to
only 26 variables and taking note that this studg A6 variables, hence when variable
reduction methods were used all transformed vagabiom the 3 procedures were all below

26 variables.
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There were observations that were classified inilainclusters with the three clustering
procedures used in this study. First, using the W@ables across the three clustering
procedures, there were 76 observations that wergifted to belong to one cluster regardless
of the clustering method used. This may indicatg these observations actually have similar
gait patterns. Utilizing the factors as an inputtle clustering procedures, two clusters of
observations were identified across the three efusj methods used in this study. One
composed of 84 observations while the other hadbé@rvations, these two clusters that were
cross classified using the three clustering proelare actually distinct observations that
have identical gait patterns. Cross classifyingrésailts of the three clustering methods using
the MDS variables have identified 92 observatidreg have identical gait patterns. This may
indicate that these observations maybe be considerbelong to one cluster or group since
they are clustered together using three differemtgdures.

To summarize, based on the results of the threstering techniques utilized in this study the
methods that used variables from the FA proceduedd ybetter results in terms of the
criterions and more specifically indicated moregtlatism in the cross classification. Although
the clustering procedure that used the FA technproged better than the PCA and MDS it
does not however indicate good clustering of thed@f since the criterions specifically for
the hierarchical and non-hierarchical were notyf@itisfied in terms of the proportionality,
CC Criterion and the R While for the normal mixture, fewer clusters weteserved and were
noted to have some overlap among them, which mialdifficult to find distinct clusters to
indicate good groupings of the CP data. Howevers<rclassification of the three clustering
procedures used in this study have identified twasters (composed of 84 and 49
observations) that may be indicators of a good mgray (CP patients share very similar
characteristics) since these observations wereteckes together despite the clustering
technique used.
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APPENDIX

Bar graphs for 46 gait patterns of CP patients.

Time and Distance Parameters
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Knee Measurements
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Hip Measurements
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