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Abstract

This paper deals with the extraction of wave features in elastic media. An inverse approach is proposed for the

identification of wave dispersion characteristics (e.g. k-space) in one- and two-dimensional structures (1D, 2D).

The proposed method is similar to the ESPRIT algorithm and the Prony series method and can be considered as an

extension of the latter, specifically when applied to 1D problems. By using a convolution framework, the method is

extended to the 2D case for which it allows the estimation of the full k-space by solving a linear problem. The method

is called INverse COnvolution MEthod (INCOME). The formulation of INCOME is first detailed and mathematically

justified. Both the 1D and 2D cases are detailed and explained. Then several examples are presented for assessing

the validity domain of INCOME. These numerical tests clearly show the relevance of INCOME for structured inputs

with periodic characteristics.

Keywords: Wavenumber Extraction, Dispersion Curves, Inverse Method, Periodic Structures, Wave Propagation,

One-dimensional vibroacoustics, Two-dimensional vibroacoustics, Waveguides.

1. Introduction

Wavenumber extraction is used in many applications among several domains including: high resolution direction

of arrival estimation, protection of electrical power lines [1] and more broadly, electronic surveillance measures. In the

context of vibroacoustics, wavenumber extraction provides insights into the wave propagation features of given media

[2], can be used for model updating purposes [3] and also for the characterization of periodic structures [4]. Because

of its wide range of applications, a number of wavenumber extraction methods have been developed in the literature

[1, 3, 5–10]. Most of these methods can extract wavenumbers accurately and consistently when dealing with one

dimensional media but difficulties arise when considering wave propagation in two (or more) dimensions. The main

issue is that waves propagating in different directions may have different wavenumbers. Consequently, wavenumbers
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need to be simultaneously retrieved for every possible direction of propagation, forming (in the wavenumber domain)

what is called the k-space of a medium (see e.g. Figure 6). This paper aims to address this issue by proposing an

efficient method to retrieve the k-spaces of 2D media. The following paragraphs of this section briefly present the most

popular wavenumber extraction methods of the literature. A simple classification of these methods is then established

and enables a clear positioning of the proposed method with respect to the state of the art.

In the open literature, Estimation of Signal Parameters via Rotational Invariance Techniques (ESPRIT) was used

for wavenumber extraction. The ESPRIT algorithm [6] exploits properties of exponential functions and subspaces

spanned by them. Namely, these subspaces are invariant under any translation operator and the exponential functions

spanning these subspaces diagonalize the operators. Assuming periodic sampling of the signal, a robust discretized

representation of the subspace is built using the Singular Value Decomposition (SVD) on a Hankel matrix of the

signal and by keeping only the left-singular vectors corresponding to the signal space (as opposed to the noise space).

From this matrix representation (of the subspace), a discretized version of the translation operator corresponding to

the sampling period is built by solving a linear least-squares problem. Finally, the propagation constants are obtained

by computing the eigenvalues of the operator. The ESPRIT algorithm works in the 1D case and can be applied to the

2D case if the signal of interest can be approximated as the sum of a small number of plane waves. In some cases, the

second condition can be artificially forced by partitioning the initial domain of measurement into several subdomains

[11].

Like the ESPRIT algorithm, the Prony series method [5] requires periodic sampling of the signal. Assuming there

is no noise, the sequence of measurements should be a sum of geometric sequences and satisfy a linear recurrence

relationship. An estimate of that relationship’s coefficients is obtained by solving a least-squares problem and the

propagation constants are obtained by computing the roots of the associated (characteristic) polynomial [12, Ch 2].

This method only works for 1D cases.

In the frame of already published works related to wavenumber extraction techniques, McDaniel’s method [7] is

conceptually the simplest among all suggested methods and consists in a nonlinear least-squares fit of the measured

signal U by a sum of exponential functions:

U(x) =

nw∑
l=1

Ale−ikl x. (1)

Unlike the ESPRIT algorithm (and the Prony series method), McDaniel’s method does not come with specific sam-

pling constraints and is compatible with sparse and scattered measurements. However, it is only applicable in the 1D

case.

The Inhomogenous Wave Correlation and the Inverse Wave Decomposition were also considered in the open

literature. Both methods were developed to perform 2D wavenumber extraction and assume the following form for

the measured signal:

U(x, y) =

∫ 2π

0

nw∑
l=1

Al(θ)e−ikl(θ) cos(θ)xe−ikl(θ) sin(θ)ydθ, (2)

with nw the number of wave types, θ the angle of propagation, kl(θ) the lth wave’s wavenumber and Al(θ) the associated
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wave amplitude. With this assumption as a basis, the IWC estimates the values of kl(θ) separately by maximizing the

correlation between the displacement field and a plane wave of unknown wavenumber propagating in the direction

given by θ. The corresponding assumptions are that nw = 1 and that 2D exponential functions with different directions

of propagation are orthogonal. Nonetheless, an extension of the IWC dealing with nw > 1 was proposed in [13] for

1D wave propagation. By contrast, the IWD achieves recovery of the k-space by fitting the displacement field with

a discretized version of Eq. (2) and does not require additional assumptions. Because of its underlying assumptions,

the IWC typically only gives good results when the characteristic wavelength of the signal is small compared to the

size of the domain of measurement. Conversely, the IWD works well when the sampled signal is isotropic and its

characteristic wavelength is not too small compared to the size of the domain of measurement. Outside of these

conditions, the IWD’s least-squares problem is practically unsolvable.

The general properties of all aforementioned methods are summarized in Table 1 wherein the ’Exact’ column refers

to the ability to extract exact wavenumbers when noiseless data is used. From Table 1, it seems natural to partition

Method Cases Exact Diffuse field Solver Sampling Constraints

IWC 1D/2D No No Non-linear Non-convex None

McDaniel 1D Yes No Non-linear Non-convex None

IWD 2D Yes Yes Non-linear Non-convex None

Prony Series 1D Yes Yes Linear Periodicity

ESPRIT 1D/2D Yes No Linear Periodicity

Table 1: General properties of different wavenumber extraction methods

the aforementioned methods in two classes. The first class contains methods that leverage the algebraic properties of

the measured signal in order to extract its characteristics. These methods use well posed linear problems but require

periodic sampling of the signal of interest. Methods of the second class do not have specific sampling constraints

and can manage scattered data. On the other hand, these methods require solving nonlinear and generally non-convex

optimization problems in order to provide wavenumber estimates. While several of the methods mentioned work well

in the 1D case, all have strong limitations in the 2D one. Indeed, the linear methods mentioned above do not have

appropriate 2D formulations and even though 2D versions of the non linear methods exists, they come with limitations.

Specifically, the IWC only works well when one wave type is present and the modal density is high whereas the IWD

only works well at low frequency because its signature optimization problem becomes practically unsolvable in the

mid-high frequency range. In this paper, a novel formulation trying to address some of these issues is presented. The

highlights of the proposed methods are the following:

• The method relies on solving small linear problems and is exact in both 1D and 2D cases.

• In the 2D case, all properties of the k-space are retrieved together in a coherent manner.
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• The proposed method draws inspiration from the Wave Finite Element Method (WFEM) framework [14–17]

and can be considered an inverse WFEM.

The rest of this paper is structured as follows. In Section 2, the 1D version of the proposed method is presented. It

is the version in which it is closest to the Prony series method. The formulation is derived starting with an unbounded

media and considering then a bounded domain. The case of multi-modal wave propagation is also dealt with as an

extension. Making use of the convolution formalism, the 2D version of the method is derived in Section 3 where

a mathematical justification by comparison to the WFEM is given and the k-space extraction algorithm is detailed.

Numerical examples are studied in Section 4. Several cases are considered for the sake of validation of the INCOME

formulation. Most examples are inspired from vibroacoustics with or without damping mechanisms. Finally, Section

5 presents possible improvements and use cases of this work and summarizes the main conclusions.

2. Inverse Convolution Method in one dimension (INCOME 1D)

In this Section, the 1D version of the proposed INverse COnvolution MEthod (INCOME) is presented. First,

INCOME’s main principle is derived in subsection 2.1 for a signal composed of a single exponential function. A

recurrence relationship is established between successive measurements and reframed in the convolution framework

which gives the method its name. In subsection 2.2, the wavenumber domain symmetry of (most) vibroacoustic sys-

tems is introduced, hence the signal considered is composed of two exponential functions with opposite wavenumbers.

This symmetry is accounted for in INCOME’s formulation such that both wavenumbers are retrieved by estimating a

single parameter. The general case where many wavenumber pairs are present is tackled in subsection 2.3 and a regu-

larization technique enforcing the wavenumber symmetry to numerical precision is derived in subsection 2.4. Lastly,

subsection 2.5 discusses how the number of independent exponential functions present in the signal can be estimated

when it is not known in advance.

2.1. Fundamental principle

In this subsection, the principle behind the proposed methodology is presented by considering the propagation of

a single plane wave on a finite 1D domain. The size of the domain is Lmax and it is assumed to occupy the space region

x ∈ [0, Lmax]. The displacement field is represented by a function U of the form:

U(x) = Ae−ikx. (3)

In Eq. (3), k is a complex wavenumber and A is the complex wave amplitude. Both are unknown but the aim is only

to retrieve k. To that end, the wavefield U is sampled at N points (x1, . . . , xN−1, xN) periodically spaced with distance

L: 
xn = x1 + (n − 1)L

Un = U(xn) + εn

. (4)
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In Eq. (4), xn is the abscissa of the nth measurement point while εn is the measurement error for the nth point. In

case there is no error, the sequence (Un)n∈~1,N� is a geometric sequence with common ratio λ = e−ikL, also called

propagation constant, which can be computed by taking the ratio of any two successive measurements.

λ =
Un+1

Un
. (5)

The wavenumber k is subsequently retrieved from λ.

k =
i
L

ln(λ). (6)

In most cases however, the measurements are not perfect, hence only an estimate of the propagation constant can be

computed. The most intuitive way to do so is to average the ratios of consecutive terms of the sequence:

λ̂1 =
1

N − 1

N−1∑
n=1

Un+1

Un

 . (7)

Eq. (7) leverages all the measurements to form a robust estimate of the propagation constant. However, it cannot

be generalized to cases in which several propagation constants must be retrieved from one set of measurements.

Consequently, a method easier to generalize is proposed. When no error is present in the measurements, the sequence

(Un)n∈~1,N� satisfies:

∀n ∈ ~1,N − 1�, Un+1 − λUn = 0. (8)

To form an estimate of λ using this relationship, it is helpful to see it as a convolution product between two sequences.

First, the convolution product of two infinite sequences is defined. For two infinite sequences (gn)n∈Z and (hn)n∈Z their

convolution product (en)n∈Z is defined as: 
e = g ∗ h = h ∗ g

∀n ∈ Z, en =

∞∑
l=−∞

gn−lhl

. (9)

This definition can be extended to the case of finite sequences. Considering two finite sequences (gn)n∈~1,N� and

(hn)n∈~1,M� such that M ≤ N their convolution product (en)n∈~1,N+1−M� is defined by:
e = g ∗ h = h ∗ g

∀n ∈ ~1,N + 1 − M�, en =

M∑
l=1

gn+M−lhl

. (10)

In this context, Eq. (8) can be rewritten as U∗(1,−λ) = 0, therefore, a good estimate of λ can be found by least-squares

optimization: 
(α, β) = argmin {‖ U ∗ (a, b) ‖2, ‖ (a, b) ‖2= 1}

λ̂ = −
β

α

. (11)
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The first part of Eq. (11) seeks to find a two-term sequence that produces a new sequence of minimal norm when

convoluted with the discretized displacement field. The constraint ‖ (a, b) ‖2= 1 is imposed because the norm of

the product scales linearly with that of each sequence involved. As a result, making comparisons at equal norms is

necessary which means α cannot be chosen equal to 1. Consequently, λ̂ is defined by the ratio of β and α.

Finally, an efficient way of solving of Eq. (11) is proposed by identifying a finite sequence of n terms with the

corresponding vector in CN and casting convolution products as a matrix-vector products. For a sequence (Un)n∈~1,N�,

the matrix Ci(U) is defined as follows:

Ci(U) =



Ui Ui−1 . . . U1

Ui+1 Ui . . . U2

...
...

...
...

UN UN−1 . . . UN+1−i


. (12)

With this notation, the convolution product of Eq. (11) can be rewritten as

U ∗ (a, b) = C2(U)

ab
 =



U2 U1

U3 U2

...
...

UN−1 UN−2

UN UN−1



ab
 . (13)

The system of Eq. (11) is finally rewritten using matrices and vectors,

αβ
 = argmin

{
x∗C∗2(U)C2(U)x, ‖x‖22 = 1

}
λ̂ = −

β

α

, (14)

and can be solved by computing the eigenvalues and eigenvectors of a positive Hermitian matrix. Indeed, α and β are

the first and second components of the eigenvector of D2(U) = C∗2(U)C2(U) associated to its smallest eigenvalue (see

Courant-Fischer-Weyl min-max principle or ”min-max” theorem).

2.2. Introducing a reflected wave

In most cases, the wave field is not as simple a single plane wave propagating in one direction. Due to the

boundaries of the domain, a reflected wave with the opposite wavenumber should also be part of the wave field. In

that case, the displacement field takes the form:

U(x) = Ae−ikx + Beikx. (15)

Consequently, the general form for (Un)n∈~1,N�, the sequence of measurements, is
Un = Aλn + Bλ−n + εn

λ = e−ikL
. (16)
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Because the sequence is the sum of two geometric sequences, it satisfies a recurrence relation whose characteristic

polynomial (see [12, Ch 2]) is

PU = (X − λ)
(
X −

1
λ

)
= X2 −

(
λ +

1
λ

)
X + 1. (17)

Noting µ = λ + 1
λ
, the recurrence relationship for the sequence U (in case the error is null) is derived from the

coefficients of PU [12, Ch 2]:

∀n ∈ ~1,N − 2�, Un+2 − µUn+1 + Un = 0. (18)

Or, in a better way:

∀n ∈ ~1,N − 2�, (Un+2 + Un) − µUn+1 = 0. (19)

Equations (18) and (19) can also be understood as convolution product between a symmetric (three term long) se-

quence and the displacement field. An estimate µ̂ of µ can thus be obtained by solving the following least-squares

problem: 
(α, β, α) = argmin {‖ U ∗ (a, b, c) ‖2, ‖ (a, b, c) ‖2= 1, c = a}

µ̂ = −
β

α

. (20)

Estimates for the pair of propagation constants are then obtained as(
λ̂,

1
λ̂

)
=

 µ̂ +
√
µ̂2 − 4
2

,
µ̂ −

√
µ̂2 − 4
2

 . (21)

In Eq. (22), the convolution product is put in matrix form similarly to Eq. (13):

U ∗ (a, b, a) = H1(U)

ab
 =



U3 + U1 U2

U4 + U2 U3

...
...

UN−1 + UN−3 UN−2

UN + UN−2 UN−1



ab
 . (22)

Also a new matrix A1 is introduced,

A1 =

2 0

0 1

 , (23)

which accounts for the fact that

‖ (a, b, a) ‖22=

ab

∗

A1

ab
 . (24)

The system of Eq. (20) is then rewritten using matrices and vectors:

αβ
 = argmin

{
x∗H∗1(U)H1(U)x, x∗A1x = 1

}
µ̂ = −

β

α

. (25)
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Finally, Eq. (25) is solved by computing the eigenvector associated to the smallest eigenvalue ρ of the following

generalized eigenvalue problem: (
H∗1(U)H1(U)

)
x = ρA1x. (26)

2.3. General formulation

Now, the general case is considered. The displacement field is comprised of multiple planewaves and their reflec-

tions:

U(x) =

nw∑
p=1

Ape−ikp x + Bpeikp x. (27)

Consequently, the general form for (Un)n∈~1,N�, the sequence of measurements, is:
Un =

nw∑
p=1

Apλ
n
p + Bpλ

−n
p + εn

∀p ∈ ~1, nw�, λp = e−ikpL

. (28)

Since (Un)n∈~1,N� is a sum a geometric sequences, its characteristic polynomial (see [12, Ch 2]) is

PU =

nw∏
p=1

(X − λp)
(
X −

1
λp

)
. (29)

Because the propagation constants come in pairs
(
λp,

1
λp

)
, PU is a palindromic polynomial of even degree:


PU =

2nw∑
p=0

apXp

∀p ∈ ~0, 2nw�, a2nw−p = ap

(30)

and can be rewritten as

PU = anw Xnw +

nw−1∑
p=0

ap(Xp + X2nw−p). (31)

The corresponding recurrence relationship for the sequence U is then derived.

∀n ∈ ~1,N − 2nw�, anw Un+nw +

nw−1∑
p=0

ap(Un+p + Un+2nw−p) = 0. (32)

As in the previous cases, an estimate of the coefficients ap is obtained by solving a least-squares problem. This

least-squares problem comes from understanding Eq. (32) as a convolution product. First, two matrix families are

introduced starting with the family Anw :

Anw =



2 0 . . . 0

0 2 0 . . . 0
... . . . 2 . . .

0 . . . . . . 1


. (33)
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For all natural integers, Anw is a (nw + 1)× (nw + 1) diagonal matrix. Its first nw diagonal terms are equal to 2 while the

last one is equal to 1. Like A1, introduced in Eq. (23), Anw can be understood as weighing in the least-squares problem

to account for the fact that most coefficients appear two times in the recurrence relationship of Eq. (32). The second

matrix family to be introduced is Hnw (U). It represents the matrix form of the convolution product of a symmetric

sequence of 2nw + 1 terms with the sequence of measurements.

Hnw (U) =



U2nw+1 + U1 U2nw + U2 . . . Unw+2 + Unw Unw+1

U2nw+2 + U2 U2nw+1 + U3 . . . Unw+3 + Unw+1 Unw+2

...
... . . .

...
...

UN−1 + UN−2nw−1 UN−2 + UN−2nw . . . UN−nw + UN−nw−2 UN−nw−1

UN + UN−2nw UN−1 + UN−2nw+1 . . . UN−nw+1 + UN−nw−1 UN−nw


. (34)

As in the previous subsections, the coefficients of PU are obtained by computing the eigenvector associated to the

smallest eigenvalue ρ of the following eigenvalue problem:(
H∗nw

(U)Hnw (U)
)

x = ρAnw x. (35)

Finally, the propagation constants’ estimates are obtained by finding the roots of the polynomial PU .

2.4. Palindromic transformation

Due to numerical issues, the computed solutions of PU(X) = 0 may violate the relationship between the pairs of

propagation constants
(
λi,

1
λi

)
when a naive root finding algorithm is used. Consequently, a root finding technique

enforcing that relationship to numerical precision is presented. First, a rational fraction Q is defined:

Q(X) =
PU(X)

Xnw
= anw +

nw−1∑
p=0

ap(Xnw−p + Xp−nw ). (36)

The change of variables Y = X + 1
X is then performed (for Q) and yields a polynomial R of degree nw whose roots are

µi =
(
λi + 1

λi

)
. The roots µi can be computed by applying any classical root finding algorithm on R after which the

pairs of propagation constants can be recovered.

(
λi,

1
λi

)
=


µi +

√
µ2

i − 4

2
,
µi −

√
µ2

i − 4

2

 . (37)

The proposed root finding method is similar to the transformation of quadratic palindromic eigenvalue problems that

appear in optimal control theory and for the 1D WFEM [18].

2.5. Determining the number of waves

Before determining what the propagation constants and wavenumbers are, it is necessary to know how many waves

are present in the wavefield. That number may be known a priori using known physical or numerical proprieties of
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the phenomenon generating the signal. When that is not the case, that number may be determined by using a stability

diagram as in [3] but an alternative method is proposed here. Indeed, the number of waves, nw, can be determined by

looking at the rank, rn, of the matrix Hn(U). As long as nw ≤ n, rn should be equal to nw. Theoretically, rn is equal to

the number of non-zero singular values of Hn(U) and can be directly determined by computing them. However, due to

numerical precision and experimental error, singular values below a certain threshold should be considered null when

determining rn. Procedures for appropriate truncation critera can be found in [19, 20]. In general the truncation value

S t should at least verify S t ≥ max(αS max,
S max

nr ) with α the numerical precision, nr the signal to noise ratio and S max

the lagerst singular value of Hn(U).

3. Inverse Convolution Method in two dimensions (INCOME 2D)

This section deals with the 2D version of INCOME. In subsection 3.1, the 2D version of INCOME is intuitively

derived using the convolution framework and partially justified by comparison to the 2D Wave Finite Element Method

(WFEM). Finally, subsection 3.2 details how to extract the proper k-space corresponding to a given convolution

operator.

3.1. General version of the 2D case

The 1D version of the proposed method works by finding a (symmetric) convolution kernel that results in a null

sequence when multiplied with a sequence of (periodically spaced) measurements. An intuitive way to extend the

method to the 2D case is to search for a 2D symmetric convolution kernel that would do the same with a 2D sequence

of measurements. Two questions are raised. Firstly, is it possible to mathematically justify this approach? Secondly,

what would be the size of such a convolution kernel and which among the many forms of 2D symmetry should it

have? Both questions are partially answered when looking at the 2D Wave Finite Element Method when written as

the explicit assembly of a 2D periodic medium composed of identical unit cells (see Appendix A) [21–23]:

Fr,s =(D11 + D22 + D33 + D44)Ψr,s+

(D13 + D24)Ψr,s+1 + (D12 + D34)Ψr+1,s + (D31 + D42)Ψr,s−1 + (D21 + D43)Ψr−1,s+

D14Ψr+1,s+1 + D23Ψr−1,s+1 + D32Ψr+1,s−1 + D41Ψr−1,s−1.

(38)

In Eq. (38), setting all external forces, Fr,s, to zero and applying the Floquet-Bloch theorem leads to the the classical

form of the 2D WFEM. Another way of approaching Eq. (38) is to consider it as a convolution product between a 2D

sequence of vectors (representing structural displacements) and a 2D sequence of matrices (representing the partial

differential equation governing the periodic medium). When no forces are present, this convolution product should

result in a null sequence. These observations validate the general concept proposed to extend the present method to

the 2D case and specify the size, shape and level of symmetry of the generic 2D convolution kernel, S, used for the

10



retrieval of a single wave. A representation of this kernel is provided in Eq. (39) by using tables.

S 1,3 S 2,3 S 3,3

S 1,2 S 2,2 S 3,2

S 1,1 S 2,1 S 3,1

=

e c d

b a b

d c e

. (39)

The symmetry of Eq. (39) (S i, j = S j,i) mimics that of Eq. (38) where

∀(i, j) ∈ ~1, 4�2, Di j = DT
ji, (40)

at least for classical vibroacoustic systems. Both symmetries are also linked to the Hermitian (central) symmetry of

the k-space and can be broken by the presence of flow or gyroscopic effects.

Assuming only one wave type is present in a sequence of 2D (periodically spaced) perfect measurements (Ui, j)(i, j)∈~1,N�×~1,M�,

there exists a 2D convolution operator S in the form of Eq. (39) such that

V = U ∗ S = 0. (41)

Or, in a explicit form:

∀(p, q) ∈ ~1,N − 3� × ~1,M − 3�, Vp,q =
∑

(i, j)∈~1,3�2

S i, jUp+3−i,q+3− j = 0. (42)

Similarly to the 1D case, it is possible to capture more waves by taking the convolution product of several single wave

operators. For two waves, the general form is as follows:

R = S1 ∗ S2 =

R1,5 R2,5 R3,5 R4,5 R5,5

R1,4 R2,4 R3,4 R4,4 R5,4

R1,3 R2,3 R3,3 R4,3 R5,3

R1,2 R2,2 R3,2 R4,2 R5,2

R1,1 R2,1 R3,1 R4,1 R5,1

=

m j g i l

k e c d h

f b a b f

h d c e k

l i g j m

. (43)

As in the 1D case, the coefficients of 2D convolution kernels can be determined using a linear least-squares optimiza-

tion that reduces to solving an eigenvalue problem. The chain of operations leading to that result is detailed for the

generic one wave kernel. First, the matrix J1(U) is introduced.

J1(U) =



U2,2 U3,2 + U1,2 U2,3 + U2,1 U3,3 + U1,1 U3,1 + U1,3

U3,2 U4,2 + U2,2 U3,3 + U3,1 U4,3 + U2,1 U4,1 + U4,3

...
...

...
...

...

Ui, j Ui+1, j + Ui−1, j Ui, j+1 + Ui, j−1 Ui+1, j+1 + Ui−1, j−1 Ui+1, j−1 + Ui−1, j+1

...
...

...
...

...

UN−1,M−1 UN,M−1 + UN−2,M−1 UN−1,M + UN−1,M−2 UN,M + UN−2,M−2 UN,M−2 + UN−2,M


. (44)
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The matrix B1, that represents the norm of the 2D convolution sequence S as a function of the coefficients’ vector is

then introduced.

B1 =



1 0 0 0 0

0 2 0 0 0

0 0 2 0 0

0 0 0 2 0

0 0 0 0 2


. (45)

The vector of convolution coefficients, [a, b, c, d, e]T , is subsequently obtained by solving the Hermitian eigenvalue

problem: (
J∗1(U)J1(U)

)
x = ρB1x. (46)

Speciffically, the coefficients’ vector is the eigenvector associated to the smallest eigenvalue ρ of Eq. (46). This

process can easily be generalized to the 2-wave convolution kernel.

3.2. Extracting wavenumbers and k-spaces

This subsection describes how wavenumbers and k-spaces can be extracted from the convolution kernel of a

sequence in a process that mirrors wavenumbers computations in the 2D WFEM framework. We first define Lx and

Ly, the sampling periods in the x and y directions of the grid and S, the convolution kernel determined in the previous

part. A pair of wavenumbers, (kx, ky), and the associated pair of propagation constants, (λx, λy), are introduced. They

are linked by the relation 
λx = e−ikxLx

λy = e−ikyLy

. (47)

We also introduce V(kx, ky), the infinite 2D sequence corresponding to the sampling of a plane wave with wavenumbers

(kx, ky) on the regular grid:

∀(n,m) ∈ Z2, Vn,m = λn
xλ

m
y . (48)

The pair of wavenumbers (kx, ky) is said to be part of the extended k-space, Ke if and only if V(kx, ky) ∗ S = 0. In case

S is the generic one wave kernel of Eq. (39), this condition is explicitly developed:

a + b
(
λx +

1
λx

)
+ c

(
λy +

1
λy

)
+ d

(
λx

λy
+
λy

λx

)
+ e

(
λxλy +

1
λxλy

)
= 0. (49)

Eq. (49) can be understood as a scalar form of the direct 2D WFEM. As such, it shares the same features. Namely,

it can be reduced to a polynomial if either λx or λy (resp. kx or ky) is fixed. Solutions for the other variable will be

found and the pairs will belong to the extended k-space, Ke. However, these solutions do not have much meaning as

it is likely their directions of propagation and directions of decay do not coincide. Forcing this to happen leads to the

definition of the proper k-space, K p. A pair of wavenumbers, (kx, ky), belongs to K p if and only if

∃k ∈ C, ∃θ ∈ R, kx = k cos(θ), ky = k sin(θ), V(kx, ky) ∗ S = 0. (50)
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With that supplementary constraint, the directions of propagation and decay are forced to coincide with each other

and are given by the angle θ. When θ is a multiple of π
2 , solving Eq. (49) reduces to finding the roots of a palindromic

polynomial as in the 1D case. To solve for other angles, a continuation method is used whereby the angle θ is the

parameter. The proper k-space, K p, can then be retrieved.

4. Examples

In this Section, the proposed method is applied to numerical examples. In subsection 4.1, the dispersion curves of

an Euler-Bernoulli beam are retrieved by applying the 1D version of INCOME. In subsection 4.2, the wavenumber of

the Helmholtz equation is retrieved from a random analytical solution of the equation. Lastly, the dispersion curves

and k-space of an orthotropic plate are retrieved using the 2D version of INCOME in subsection 4.3.

4.1. Euler-Bernoulli Beam

In this subsection, the 1D version of INCOME is used to retrieve the dispersion curves of a cantilever Euler-

Bernoulli beam of length L loaded at its end. The system of equations verified by the deflection of the beam, f (ω, x),

is as follows. 

EI
∂4 f
∂x4 − ω

2ζ f = 0

f (ω, 0) = 0,
∂ f
∂x

(ω, 0) = 0

∂2 f
∂x2 (ω, L) = 0, −EI

∂3 f
∂x3 (ω, L) = F

. (51)

Both the forced response and the dispersion relationship of the beam can be determined analytically from Eq. (51):

k4 =
ζ

EI
ω2. (52)

The dispersion relation of Eq. (52) describes two pairs of waves. For each pair, one wave propagates in the positive

direction while the other propagates in the opposite direction. Additionally, one of these pairs corresponds to strongly

evanescent waves which are barely observable. For this numerical example, the values of F, ζ and L are set to 1 while

the product EI is set to 1 + 0.08i. Additionally, the signal’s sampling period is chosen equal to L
100 = 0.01, hence,

there are 101 samples. First, the 1D INCOME is applied to the displacement fields of Eq. (51) and compared to the

analytical solutions of Eq. (52). The retrieved dispersion curves for waves propagating in the positive direction are

presented in Figure 1 while the relative error with respect to the analytical solutions is presented in Figure 2.

As can be seen, INCOME achieves results close to numerical precision (2.2 × 10−16), which is expected given it

is an exact method. However, two phenomena can be observed. Firstly, the relative error for the evanescent waves is

consistently higher than that of the propagating waves. It makes sense because evanescent waves are barely observable

and hardly contribute to the displacement field. Secondly, it can be seen that the error is higher at lower frequencies,

which is due to the fact that INCOME has difficulties extracting the correct wavenumbers when the sampling period of

the signal is negligible compared to its characteristic wavelength. One way to deal with this issue, instead of changing
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the measurement period, is to estimate λp instead of λ. This is equivalent to replacing the matrix Hnw (U) of Eq. (34)

with the matrix Hnw,p(U) defined below.

Hnw,p(U) =



U2pnw+1 + U1 Up(2nw−1)+1 + Up+2 . . . Up(nw+1)+1 + Up(nw−1)+1 Upnw+1

U2pnw+2 + U2 Up(2nw−1)+2 + Up+3 . . . Up(nw+1)+2 + Up(nw−1)+2 Upnw+2

...
... . . .

...
...

UN−1 + UN−2pnw−1 UN−p−1 + UN−p(2nw−1)−1 . . . UN−p(nw−1)−1 + UN−p(nw+1)−1 UN−pnw−1

UN + UN−2pnw UN−p + UN−p(2nw−1) . . . UN−p(nw−1) + UN−p(nw+1) UN−pnw


. (53)

Noteworthy, Hnw,p(U) can also be used when dealing with displacement vectors of size p or periodic structures with

p measurement points per period.

In order to test the ability of the method to deal with noise, we add random uncorrelated noise to the solution of

Eq. (51) with a signal to noise ratio of 100. Additionally, the formulation described above is used with the matrix H2,p

with p = 10. The resulting dispersion curves are shown in Figure 3 and the corresponding relative errors in Figure 4.

Unsurprisingly, the error trends are similar to that of the noiseless case. The error is higher in the low frequencies and

the evanescent waves are more impacted than the propagating ones.

4.2. Application to the Helmholtz equation

In this subsection, the 2D INCOME is applied to a solution of the 2D Helmholtz equation with the aim of retrieving

its parameter k. The equation and its parameter are defined as follows:

∇2 f + k2 f = 0. (54)
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Figure 1: Comparison of the real (a) and imaginary (b) parts of wavenumbers retrieved via the 1D INCOME (solid lines) to analytical solutions

(dots and squares). Dark blue lines and dots correspond to the propagating wave while light blue lines and squares correspond to the evanescent

wave.
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Figure 2: Relative error of INCOME for propagating (dark blue) and evanescent (light blue) waves in the noiseless case.

To generate a random valid solution of Eq. (54), punctual sources of random amplitudes, phases and positions are

generated outside of the domain of interest. The solution within the domain is then computed analytically since the

Green’s function G of the equation is known:

G(x, y) =
i
4

H(1)
0

(
k
√

x2 + y2

)
, (55)

with H(1)
0 , a Hankel function of the first kind. In view of applying INCOME, the value of k is chosen equal to 30 and

a realisation of the random process was generated. The sampling domain was chosen to be a 1 by 1 square centered

around the origin, also, the sampling period was set to 0.02 in both directions. Consequently, the sampling grid is a

regular 51 by 51 square grid.

Before applying INCOME, the additional symmetries of the Helmholtz equation are accounted for, such that

INCOME is used with the following convolution kernel S instead of the one of Eq. (39):

S 1,3 S 2,3 S 3,3

S 1,2 S 2,2 S 3,2

S 1,1 S 2,1 S 3,1

=

c b c

b a b

c b c

. (56)

Comparing the given value of k with the estimate realised by INCOME (k̂), a relative error
∣∣∣∣ k̂−k

k

∣∣∣∣ = 5.63 × 10−8 is

obtained. In order to test the robustness of the method, an uncorrelated complex Gaussian noise is added to the signal

such that the signal to noise ratio (SNR) is equal to 10.Using INCOME, an estimate k̂ of the wavenumber is retrieved

and the corresponding relative error is
∣∣∣∣ k̂−k

k

∣∣∣∣ = 8.9 × 10−3.

4.3. Application to an orthotropic plate

In this subsection, the 2D INCOME is applied to the displacement field of a strongly orthotropic thin plate which

contains two types of waves (one propagating, one evanescent). The aim is to confirm that INCOME can indeed
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Figure 3: Comparison of the real (a) and imaginary (b) parts of wavenumbers retrieved with INCOME (solid lines) to analytical solutions (dots and

square) for a signal to noise ratio of 100. Dark blue lines and dots correspond to the propagating wave while light blue lines and squares correspond

to the evanescent wave.

retrieve the k-space when wave propagation is not isotropic. The dimensions of the thin plate are 0.5m by 0.5m with

a thickness of 3mm and its material properties are given in Table 2 and Table 3. The plate is modelled using the

Finite Element Method and the modeling is done on ANSYS APDL 17.0 using SHELL181 elements which are based

on Mindlin-Reissner plate theory. The mesh is chosen to be a regular 101 by 101 grid. Once the mass and stiffness

matrices are extracted, an hysteretic damping η of 5% is added to the model.

Property Density Ex Ey Ez Gxy Gyz Gxz η

Value 7850 kg.m−3 2.1 GPa 21 GPa 210 GPa 3.033 Gpa 30.33 Gpa 2.625 GPa 0.05

Table 2: Young’s Moduli, shear Moduli and hysteretic damping of the plate’s material

Property νxy νyz νxz

Value 0.095 0.095 0.03

Table 3: Poisson’s ratios of the plate material

Accounting for the propagation symmetries of the orthotropic plate, the convolution kernel of Eq. (43) is replaced
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Figure 4: Relative error of INCOME for propagating (dark blue) and evanescent (light blue) waves for a signal to noise ratio of 100.

by the following one.

R =

R1,5 R2,5 R3,5 R4,5 R5,5

R1,4 R2,4 R3,4 R4,4 R5,4

R1,3 R2,3 R3,3 R4,3 R5,3

R1,2 R2,2 R3,2 R4,2 R5,2

R1,1 R2,1 R3,1 R4,1 R5,1

=

i g f g i

h d c d h

e b a b e

h d c d h

i g f g i

. (57)

First, the frequency forced response of the plate for a point force excitation at the location (x, y) = (0, 0.25) is computed

on the 0Hz-300Hz frequency range. Free boundary conditions are used. The dispersion curves in the main sampling

directions and the k-space at 300Hz are extracted from the computed displacement fields using the 2D INCOME.

To provide some comparison, numerical dispersion curves are computed using the Shift-Cell Operator Method [24]

-a numerical method similar to the WFEM that enables the computations of k-spaces in damped structures- with a

unit cell containing 20 quadratic elements in the thickness of the plate. The results obtained with each method are

presented in Figure 5 and Figure 6. There is good agreement between both techniques and differences should be

attributed to the difference in the underlying theories used for the modeling. Indeed, dispersion curves from INCOME

were recovered from displacement fields obtained by a discretization of the Mindlin-Reissner theory. By contrast,

the Shift-Cell Method accounts for all 3D effects, some of which cannot be completely neglected due to the strongly

orthotropic material properties. Nonetheless, one would be hard pressed to tell the difference between the k-spaces in

Figure 6, which demonstrates the ability of INCOME to extract coherent continuous k-spaces from input wavefields.
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Figure 5: Comparison of the dispersion curves in the main directions of the orthotropic plate computed via the Shift-Cell Operator method (dots

and squares) or retrieved with INCOME (solid lines).(a) real parts of the wavenumber. (b) imaginary parts of the wanumbers. Dark blue lines and

dots are used for the X direction, light blue lines and squares are used for the Y direction.

Figure 6: k-space at 300Hz for the propagating waves of the orthotropic plate retrieved via INCOME (a) and computed via the Shift Cell Operator

method (b).

5. Conclusion

In this paper, a method for one-dimensional and two-dimensional wavenumber extraction is presented. Based on

a convolution framework, the method requires periodic sampling of the signal of interest to produce a convolution

kernel that describes its wavenumbers or k-space. The core of INCOME is similar to the Prony series method but
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takes advantage of a convolution framework to encode wave propagation symmetries and reach the 2D case. The

main conclusions of the paper achievements are summarised as follows:

• This paper provides a novel formulation trying to address some of the issues connected to existing wavenumbers

extraction methods. The paper also gives a comprehensive state of the art of most published techniques and

methods aiming at k-space identification through an inverse way of thinking. This state of the art positioning

is, in the authors’ opinion, a concise guideline for bench-marking and for further developments.

• The INCOME method relies on solving small linear problems and is exact in both 1D and 2D cases. The

wording ”exact” refers here to the propagation scheme adopted for the inverse algorithm. Precisely, a given

propagation model is fitted to the input data with consistency. The INCOME method is also mathematically

robust and its numerical implementation easy to handle.

• In the 2D case, all properties of the k-space are retrieved together in a coherent manner and INCOME was shown

to successfully identify the wave heading (directivity) and the spatial attenuation. This is the most advantageous

property of INCOME and it is achieved by making periodic sampling of the input mandatory.

• The proposed method draws inspiration from the WFEM framework [14–17, 25] and can be considered an

inverse WFEM approach. The periodicity requirement for INCOME and the use of recurrence relationships

make the formulation comprehensive for WFEM practitioners. The literature belonging to the WFEM being

rich, one could expect bridges to be created between the direct WFEM and the INCOME.

Finally, the accuracy of the proposed method was demonstrated in both 1D and 2D scenarios and it was shown

to be somewhat noise resistant. Nonetheless, it is expected that this aspect of the method could be improved by

applying regularization techniques similar to those used for the Prony series method. Also, incorporating metadata

(e.g. coherence data for structural measurements) in the formulation could further improve its robustness.
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Appendix A. Deriving Eq. (38)

In this section, Eq. (38) is briefly derived. For the sake of simplicity, the derivation is restricted to the case a 2D

homogeneous medium but a more thorough derivation compatible with periodic media was presented in [23]. First,

the unit cell (UC) of the periodic media is considered and discretized using, e.g., the finite element method. The

corresponding stiffness and masss matrices, K and M, are thus available. Since the medium is homogeneous, the

UC can be disctretized such that it has no inner or side degrees of freedom (dofs). The displacment vector of the

UC, U, can thus be expressed as a function of all its corner dofs q1, q2, q3 and q4 (defined in Figure A.7) such that

UT =
[
qT

1 ,q
T
2 ,q

T
3 ,q

T
4

]
. In order to describe the dynamics of the 2D infinite periodic medium, an infinite assembly

Figure A.7: Schematic representation of the UC of a 2D homogenous medium and definition of is corner’s dofs q1, q2, q3 and q4.

of identical UCs is realized according to Figure A.8 where Ci, j, the UC numbered (i, j), has corner dofs q1 = Ui, j,

q2 = Ui+1, j, q3 = Ui, j+1 and q4 = Ui+1, j+1. Considering a circular frequency ω, the dynamic striffness matrix

D = K − ω2M of the UC is defined. In order to ease the following developments, D is partitioned according to the

UC’s sparial structure such that the UC’s dynamical equation is written as

D11 D12 D13 D14

D21 D22 D23 D24

D31 D32 D33 D34

D41 D42 D43 D44





q1

q2

q3

q4


=



F1

F2

F3

F4


(A.1)

with F1, F2, F3 and F4 forces applied at the corresponding corners of the UC. With everything defined, the equation

of motion of the infinite medium can be derived. For any pair of integers (i, j), the dynamical equilibrium at the

corresponding corner is obtained by considering the summed contributions of the cells Ci, j, Ci−1, j, Ci, j−1 and Ci−1, j−1

at their shared dofs vector Ui, j. First, the contribution of each cell is detailed,

Ci, j −→ D11Ui, j + D12Ui+1, j + D13Ui, j+1 + D14Ui+1, j+1

Ci−1, j −→ D21Ui−1, j + D22Ui, j + D23Ui−1, j+1 + D24Ui, j+1

Ci, j−1 −→ D31Ui, j−1 + D32Ui+1, j−1 + D33Ui, j + D34Ui+1, j

Ci−1, j−1 −→ D41Ui−1, j−1 + D42Ui, j−1 + D43Ui−1, j + D44Ui, j

, (A.2)
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Figure A.8: Representation of a 2D infinite homogeneous medium as an assembly of unit cells
(
Cp,q

)
with displacement vectors

(
Up,q

)
.

and the dynamical equation of the waveguide is derived be equating the summed contributions to Fi, j, the vector of

external forces acting on the medium at the corner (i, j).

Fi, j =(D11 + D22 + D33 + D44)Ui, j+

(D13 + D24)Ui, j+1 + (D12 + D34)Ui+1, j + (D31 + D42)Ui, j−1 + (D21 + D43)Ui−1, j+

D14Ui+1, j+1 + D23Ur−1,s+1 + D32Ur+1,s−1 + D41Ur−1,s−1

. (A.3)

Eq. (38) is finally retrieved.
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