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Abstract. This paper reviews omni-supervised learning regimes in real-
world settings and successfully constructs a data distillation pipeline
for street segmentation on the Cityscapes dataset. During pipeline ex-
perimentation, a fully-supervised teacher sets a baseline performance of
0.8184 IoU for predicting pseudo-labels. Student models achieve a per-
formance of 0.8378 IoU after training with pseudo-labels and 0.8474 IoU
after implementing test-time data augmentations. A data transformation
strategy consisting of random color adjustments was successfully applied,
which was a largely untested methodology in omni-supervised learning
literature. Model distillation and iterative student training was also at-
tempted, but yielded no significant improvements in model performance.

Keywords: Omni-supervised · Distillation · Ensemble.

1 Introduction

Google’s Open Images dataset [30] contains over 9 million annotated images
and is one of the largest labeled datasets for machine learning. It can be used to
train state-of-the-art supervised learning models for image classification, object
detection, and visual relationship detection. Other large labeled datasets, such
as Microsoft COCO [32] and ImageNet [9] have been used as labeled training
data in numerous models. Kumar et al. claim that 5 exabytes of new raw data
are produced every 24 hours worldwide, continually producing even larger sets
for potential model training. However, these datasets are unlabeled and require
either (manual) annotation or an adequate model designed to deal with absent
labels during training. The growing quantities of organically generated data mo-
tivates research into specialized models that can compensate the absence of label
annotations during parameter training. There have been many advancements on
the front of so called semi-supervised learning algorithms [38,59], including self-
training [42], co-training [1], multi-view learning [2] and graph-based models [58].
Semi-supervised models exploit both labeled and unlabeled datasets for training,
allowing for a more versatile model training pipeline.

This paper investigates a special regime of semi-supervised learning proposed
by Radosavovic et al. [39] in which the learning model exploits all available la-
beled data plus internet-scale sources of unlabeled data. Omni-supervised learn-
ing pipelines use distillation techniques to extract knowledge from models and
from data in large-scale contexts where annotations are scarce or too costly to
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produce. Medicine is a good example area where omni-supervised learning tech-
niques can prove invaluable; the number of expert annotators who can annotate
datasets such as brain scans is limited and the cost to hire them is high [21].

The literature review will analyze seminal papers on various omni-supervised
learning pipelines, as well as real-world applications inspired by them. To discuss
the implementation of omni-supervised learning pipelines in practice, a U-net
teacher model will be trained for a challenging street segmentation task with a
significant unlabeled set. This teacher model will generate pseudo-labels from
derived unlabeled data, which the student will use in addition to the real labels
during training. Thus, the student model trains on a larger set and attempts to
outperform the teacher model. Important considerations for future research on
omni-supervised learning are summarized in the results discussion.

2 Literature Review

2.1 Model Distillation

When high-performing neural networks are available for inference, it may be
possible to harness the predictive power of multiple models in a single ensemble
of their predictions. Dietterich et al. [11] argue that ensembles of multiple clas-
sification methods are able to perform better than a single classification method
within the ensemble. They cite 3 reasons why this methodology can achieve good
performance. First, individual classifiers with similar accuracy values may have
opposing approximations to the ground truth. Averaging such approximations
can compensate for errors and reduce the risk of selecting a single suboptimal
classifier. Second, ensembles can help with local optimization traps. By averaging
multiple classifiers stuck in different local optima, it may be possible to approx-
imate a representation closer to the global optimum. Third, perfect parameters
are often unattainable within the search space for hypotheses. Ensembles can
expand the search space of representable functions and produce results closer to
the individually unattainable optimum.

Caruana et al. [5] applied model ensemble techniques to thousands of models
with robust ensemble selection criteria. The selection criteria included sampling
models with replacement, initializing the highest performing models in the ini-
tial selection set, and bagging sampled models for the final ensemble. Caruana
et al. were able to demonstrate the performance improvement of their selection
criteria by outperforming other ensemble techniques on 10 different metrics with
an accuracy of 0.956. Buciluǎ et al. [3] extended this research by using prediction
ensembles to compress high-performance models that are too large and computa-
tionally expensive to deploy. Generated predictions are fed into faster and more
compact student models as (additional) training examples to transfer knowledge
from the teacher models and maintain high performance while reducing model
complexity. This pipeline of ensembling strong teacher predictions can be ap-
plied to unlabeled or synthetic data, which are much easier to obtain than fully
labeled examples.



Omni-Supervised Learning 3

Hinton et al. [20] further refine the ensembling of large-scale model predic-
tions through knowledge distillation (also known as model distillation). They
extend model compression methods with the following augmentations:

– The soft labels produced (from both labeled and unlabeled examples) are
scaled to manipulate the distribution of generated class probabilities

– Confidences of teacher ensembles are not converted to hard labels and are
instead treated as soft targets. The training loss of the student model is op-
timized by approximating the generated labels and, by extension, the knowl-
edge of the teacher models

– For the loss function of the model, the weighted average of two different
objective functions is used. The first target function reflects the soft label
optimization of unlabeled examples, while the second target function imple-
ments real labels (if available) without scaling factors

Hinton et al. demonstrate the potential of model distillation by training 10
predictors for automatic speech recognition using a Hidden Markov Model [19]
on a dataset of 2000 hours of spoken English data. The baseline performance of
a single model is 58.9%. When the predictions of all 10 models are combined, an
accuracy of 61.1% is achieved. After applying model distillation techniques, the
final distilled single model performs with an accuracy of 60.8%, outperforming
the base model by 2.01% and lagging behind the ensemble of teacher models by
only 0.03%. According to the review by Gou et al. [15] the applications of model
distillation have received much attention from the machine learning community
in recent years.

2.2 Dataset Distillation

Wang et al. [52] propose dataset distillation as a variant of model distillation.
Instead of models, large-scale , large datasets are compressed into a handful of
synthetic images via dataset distillation. These images are derived based on the
gradient descent steps of a network trained on real data. The goal is to generate
images that provide similar weight updates to full batches of real data. The loss
of a dataset distillation network takes into account the weight updates during
backpropagation of the model and updates its own weights accordingly, generat-
ing more appropriate synthetic images in the process. Liu et al. [33] succeeded in
applying dataset distillation techniques to unlabeled data in the omni-supervised
context of facial expression recognition. The researchers trained a teacher model
to structure unlabeled data into 7 groups corresponding to emotion classes and
find the most reliable predictions for each class. These selected images are com-
pressed into a single training sample using data distillation and used for training
in the teacher model. Dataset distillation was investigated in a number of other
problems [35,47,50] showing that it works in real-world scenarios.

2.3 Data Distillation

Radosavovic et al. [39] propose data distillation, a method that creates ensem-
bles of teacher model predictions from multiple transformations (such as flipping
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and scaling) of the unlabeled data, to automatically generate new training anno-
tations for student model training. This method builds on the concept of model
distillation, where ensembles are created from transformed input data rather
than the output of model inference. Radosavovic et al. argue that the multi-
transform inference steps in data distillation pipelines are faster than the model
training steps in model distillation pipelines.

Radosavovic et al. claim that mainstream semi-supervised learning methods
are likely to be upper bounded by fully supervised learning with all annotations,
while omni-supervised learning is lower bounded by the accuracy of training on
all annotated data. Radosavovic et al. succeeded in providing evidence of this
claim by using omni-supervised learning to increase the performance of a model
for detecting human keypoints by 2 points of average precision (AP) compared to
a fully supervised baseline. These results show the potential of omni-supervised
learning methods compared to the performance increase of approximately 3 AP
by manually annotating a similar amount of examples [37]. Radosavovic et al.
demonstrated the application of omni-supervised learning by training a Mask
R-CNN model [16] for multi-person keypoint detection. ResNet-50/101 [18] and
ResNeXt-101 [53] with Feature Pyramid Networks [31] were used as backbones
for their experiments. Training data were used from the COCO dataset [32] (115k
annotated human body symbols and 120k unlabeled images) and the Sports-1M
dataset [27] (180k static frames). The following sections summarize the results
of the pioneering omni-supervised learning experiments.

3 different cases were defined based on the training data used for data distil-
lation:

– Small-scale: 35k labeled COCO images for supervised learning and 80k la-
beled COCO images for data distillation

– Large-scale with similar distribution: 115k labeled COCO images for super-
vised learning and 120k unlabeled COCO images for data distillation

– Large-scale with dissimilar distribution: 115k labeled COCO images for su-
pervised learning and 180k Sports-1M frames for data distillation

The case with small-scale data simulates a setting where internet-scale data
is not used; instead, a subset of the labeled dataset is used for data distillation
to better understand the performance limits when unlabeled data is introduced
into a model training pipeline. When trained on all 115k labeled COCO images
(including the subset for data distillation), the ResNet-50 model achieved a per-
formance of 65.1 AP, which Radosavovic et al. consider the upper bound for
semi-supervised learning methods in this context. When trained only on the la-
beled 35k COCO split, the fully supervised ResNet-50 teacher model achieved an
AP of 54.9 (-10.2 AP compared to the upper limit). After using the teacher model
for data distillation on 80k unlabeled examples, the student model, trained on
both the labeled and self-labeled data, reached an AP of 60.2 (-5.3 AP compared
to the upper bound). With the first experiment, Radosavovic et al. succeeded in
demonstrating an initial success of data distillation as a semi-supervised learning
method in an artificial context.
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Both large-scale cases cover real-world scenarios of omni-supervised learn-
ing where an annotated dataset is augmented with internet-scale quantities of
unlabeled examples. These scenarios include the use of unlabeled datasets from
both similar (COCO) and dissimilar (Sports-1M) distributions and the use of
different backbone models with varying depth and capacity. A summary of the
AP values for each large-scale experiment is provided in the following table:

Backbone Baseline AP COCO AP Sports-1M AP
ResNet-50 65.1 67.1 (+2) 66.6 (+1.5)
ResNet-101 66.1 67.8 (+1.7) 67.5 (+1.4)

ResNeXt-101-32x4 66.8 68.7 (+1.9) 68.0 (+1.2)
ResNeXt-101-64x4 67.3 69.1(+1.8) 68.5 (+1.2)

The experiments of Radosavovic et al. show a consistent improvement be-
tween 1.2 and 1.9 AP from the use of omni-supervised learning compared to
a fully supervised baseline. They claim that these results are non-trivial when
contrasted with research that chooses to manually label similar amounts of ad-
ditional data and that results in an improvement of 3 AP points [37]. This
consistent increase in performance is also evidence of robustness in the use of
omni-supervised learning; the large-scale experiments demonstrate the ability of
producing real-world results with different data distributions and varying model
complexity.

Consistent model improvements were also observed when omni-supervised
learning was applied for COCO object detection using Faster R-CNN [40] with
bounding box voting as the ensembling strategy. Specifically, an increase of
nearly 1 AP point was realized in all experiments with omni-supervised learning
compared to a fully supervised baseline, suggesting a more limited ability to im-
prove object detection models with the proposed methods. However, consistent
performance increase in different contexts shows that omni-supervised learning
has the potential to improve model performance in multiple use cases.

Huang et al. [21] applied omni-supervised learning with 3D U-Net [6] ar-
chitectures to detect the volumes, locations, and centers of 6 brain structures
in 4044 3D brain scans of fetuses. 5% of the images (344) were annotated by
medical experts; a time cost of 120 hours was attributed to this effort, with a
theoretical time cost of 1251 hours for annotation of the entire dataset. By using
omni-supervised learning on a partially labeled dataset, Huang et al. managed
to achieve the following accuracy boost compared to a fully supervised baseline
(mean performance of the baseline versus the omni-supervised learning model in
parentheses):

– 7.2% lower error in predicting brain volume (22.8% vs. 15.6%)
– 4.9% higher 3D IoU in predicting brain structures (57.9% vs. 62.8%)
– 0.31 mm lower center deviation in predicting structure center coordinates

(2.07mm vs. 1.76mm)

Huang et al. compare these results with their other publication on brain scan
segmentation [22] in which they outperformed 3D U-Net architectures with new
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fully supervised VP-Nets scoring an average 3D IoU of 62.0%. However, VP-Nets
lag behind compared to the 62.8% 3D IoU score achieved by omni-supervised
learning with ordinary 3D U-Nets trained on a similar dataset. The superior
performance of omni-supervised learning compared to fully-supervised meth-
ods, combined with the motivation for low-cost alternatives to manual dataset
annotation, provides another clear signal about the practical benefits of omni-
supervised learning in medical applications.

The omni-supervised learning implementation of Huang et al. differed from
the original authors in several important ways. First, the impact of different
transformations was investigated more thoroughly. The omni-supervised learn-
ing models that used 7 rotations of 10 degrees (60.6% 3D IoU) performed better
than models that used 7 translations of [-10, 0, 10] pixels in each orthogonal
direction (60.9% 3D IoU). Huang et al. attribute the difference in performance
to the orientational variations in brain scan imaging. These variations are also
the reason why an implementation with R-CNN’s sliding-window schemes was
discouraged for this problem. Second, data distillation was used in conjunction
with model distillation to generate unknown labels. Huang et al. trained 2 iden-
tical architectures with different loss functions to derive labels from the data
transformations. These loss functions, binary cross-entropy and die similarity,
focus on better optimization of volume estimation and IoU metrics respectively.
Given the varied training conditions, the obtained models are expected to per-
form differently during the inference process. The performance of the retrained
student model was improved to 61.8% 3D IoU when 2 teacher models were used
in conjunction with data distillation. Third, the use of soft labels for automatic
annotation was recommended over hard labels. Radosavovic et al. preferred the
use of hard-labels to be consistent with manually labeled data. Huang et al. ar-
gued that soft-labels contain rich information that can be passed on to student
models, agreeing with the findings of Hinton et al. [20].

Finally, it is important to note that Huang et al. draw similar conclusions
when compared to the findings of Radosavovic et al. [39]. Both authors express
a preference for retraining from scratch over fine-tuning teacher models due to
the risk of local extrema traps. Both authors also note how the average model
performance scales positively with the number of unlabeled examples introduced,
with Huang et al. also seeing a decrease in the variance of the performance
metrics with larger training sets.

Venturini et al. [49] criticize the lack of selection criteria for auto-labeled
predictions in omni-supervised learning pipelines, arguing that uncertainty es-
timation could be an asset for improving student model performance. Previ-
ous omni-supervised learning publications either introduce auto-labeled data
randomly [21] or with weak heuristics using detection thresholds and average
detected instances [39]. Venturini et al. argue that omni-supervised learning re-
quires data and model diversity, which are also methods to measure aleatoric
and epistemic uncertainty [28] respectively.

The researchers propose the following hypotheses:
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– Data volumes with lower aleatoric uncertainty correlate with clearer and
more challenging data, leading to better segmentation performance

– Data volumes with lower epistemic uncertainty most closely resemble labeled
training data and introduce bias based on fully supervised segmentations

The hypotheses were validated on ADNI MRI [25] (135 labeled volumes,
680 unlabeled volumes) and INTERGROWTH-21st ultrasound [36] (146 labeled
volumes, 802 unlabeled volumes) datasets by measuring the Dice coefficient and
the Hausdorff distance of student learning after random, aleatoric and epis-
temic selection of volume datasets. Omni-supervised learning with random data
selection (0.700 ± 0.023 Dice) produced a statistically significant increase for
the ultrasound dataset compared to a fully supervised baseline (0.673 ± 0.046
Dice). Lowest aleatoric uncertainty selection (0.727 ± 0.014 Dice) resulted in
the highest significant performance increase for ultrasound images, while lowest
epistemic uncertainty did not result in a statistically significant improvement
(0.689 ± 0.040 Dice) over baseline.

The effects on the MRI dataset were smaller, and the only statistically sig-
nificant increase from baseline (0.848 ± 0.015 Dice) was observed for aleatoric
selection (0.851 ± 0.015 Dice). Venturi et al. attribute the limited performance
gain in the MRI dataset to the high baseline performance and the amount of
training examples. The researchers argue that the large contrast in performance
gain in the ultrasound dataset may be related to the greater variation in ul-
trasound image quality; they believe that datasets with lower or more variable
quality benefit most from aleatoric selection based on uncertainty. The study by
Venturi et al. shows that low aleatoric uncertainty should be considered as a se-
lection criterion for auto-labeling data with omni-supervised methods, especially
when training on datasets with variable quality.

2.4 Multi-source learning

Ren et al. propose an alternative omni-supervised learning framework for object
detection that simultaneously handles strong labels, various forms of partial an-
notations (tags, dots, and scribbles), and unlabeled data. Instead of using data
distillation pipelines with unlabeled examples, the authors train models with
mixed annotations by using region proposal refinement pipelines and pseudo-
label generators with robust loss functions. Liu et al. [33] use a similar method-
ology to include weakly labeled and unlabeled data in their training pipeline
by using focal loss to distill the soft pseudo-labels from unlabeled data. Ren et
al.’s UFO2 managed to outperform Faster-RCNN [40] by an additional 4.5 AP
points when training on the COCO-80 [32] data set. Their research shows that
omni-supervised learning pipelines are not limited to data and model distilla-
tion and that weakly-supervised methods can be advantageous when deployed in
an omni-supervised context. Ren et al. also argue the merit of budget-conscious
labeling policies, where a fraction of the human labeling budget is spent on creat-
ing cost-efficient weak labels rather than devoting all available time on a limited
amount of strong(er) labels. Because of the robustness of UFO2, it allows for
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the distribution of the labeling budget across different labeling techniques. Ren
et al. show that fully allocating labeling budget to strong annotation box labels
yields lower accuracy (13.97 ± 0.98 AP) than reserving 20% of the budget to
weaker class point labeling (14.11 ± 1.01 AP). This again points to the practical
benefits of weak-supervised learning for omni-supervised learning pipelines.

Yang et al. [54,55] propose a multi-source omni-supervised learning frame-
work that uses multiple datasets with varying label definitions. This scheme is
achieved by adding multiple classification sub-models at the end of a network,
which allow predictions to be passed to the corresponding label mapping. This
approach allows the model to use a number of heterogeneous labels from dif-
ferent labeled data sources to learn robust feature representations. Individual
datasets are further enriched by using unlabeled data via data distillation. Yang
et al. [54] succeeded in improving the performance of the model with these robust
techniques in a number of different problem areas, including panoramic street
segmentation, traversable area detection, and nighttime street segmentation.

Duan et al. [13] propose webly-supervised learning pipelines to exploit the
vast quantities of unlabeled data from the web. They achieve this by using
teacher models to filter unlabeled examples and by transforming data from differ-
ent sources into a similar data format. Duan et al. demonstrate the effectiveness
of their OmniSource network on the Kinetics-400 dataset [4] by establishing a
record performance of 83.6% Top-1 accuracy (previous state-of-the-art achieving
82.6% Top-1 accuracy.

3 Methods

3.1 Objective

The following experiments will measure the effectiveness of adding omni-supervised
learning steps to fully supervised learning pipelines. Specifically, the impact of
data distillation and model distillation will be analyzed during separate steps in
the given pipeline. Best practices and suggestions from related publications are
thoroughly considered during implementation.

A machine learning model will be trained to solve pixel-level instance seg-
mentation tasks in urban street scenes. This application choice is justified by the
following arguments:

– Understanding street labels does not require expert knowledge, especially
when compared to medical applications such as brain segmentation where
medical knowledge is paramount. An application context without major
knowledge barriers allows focusing on machine learning methodology rather
than understanding (and possibly exploiting) the application area

– The generation of accurate pixel-level segmentation maps is time consuming,
which is a good real-world motivator for auto-labeling subsets of the training
data

– Image segmentation masks can be treated as single color channel images.
Thus, data enrichment techniques are consistent between training images
and annotation masks
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– Instance segmentation with a high number of classes is a difficult machine
learning task, yielding fully supervised learning models with capped optimal
performance. This leaves some margin for further performance improvements
with techniques outside of a fully supervised regime

3.2 Training dataset

The Cityscapes Dataset for Semantic Urban Scene Understanding [7], a collec-
tion of 25000 German street scene frames, will be used in the machine learning
pipeline. The authors state that this dataset is one of the largest and most
diverse dataset of street scenes with 5000 high quality and 20000 coarse an-
notations spread across 30 different classes. Of the 5000 images with detailed
annotations, a subset of 1525 annotations are kept private for competitions,
leaving 3475 images for training and model validation.

For the purpose of the experiments, the 3475 high-quality annotations are
treated as ground-truth labels, while the subset of 20000 coarse labels are ig-
nored, with the corresponding images treated as unlabeled data from the same
distribution. This setup can simulate a scenario with a label budget constraint
where only 15% of all available data can be annotated. The labeled data is ran-
domly shuffled and distributed among a training set of 2416, a validation set of
704, and a test set of 352. These are all multiples of a batch size of 16 and ap-
proximate a train-valid-test distribution of 70-20-10. To remain consistent with
the labeled data, the unlabeled dataset will contain 19984 images, as 2 images
were corrupted by the authors (preventing the final batch of 16 images from
being used). The omni-supervised implementation of Wang et al. also [51]

3.3 Model architecture

The machine learning models will be based on the U-net [41] architecture widely
used by the medical community for image segmentation [6,12,26,34,44,56]. In
addition to the segmentation of biological structures, U-nets were successfully
implemented in a number of different problem spaces [23,43,57]. A U-net consists
of two intertwined architectures: an encoder network that attempts to encode
input images into abstract feature representations and a decoder network that
attempts to decode abstract representations into output segmentation maps. The
largest layers of these architectures are connected with a bridge, while the shal-
low layers are connected with skip connections 1. The double connections allow
learning complex feature representations (thanks to the bridge) while avoiding
vanishing or exploding gradients during backpropagation (thanks to the skip
connections).

For the input layer, all Cityscape images (recorded at a resolution of 2048
by 1024 pixels) are reduced with nearest interpolation to a resolution of 512 by

1 The bridge architecture consists of an encoder block, identical to a single block of
the encoder network. Skipped connections are established by merging the block of
the encoder and decoder network with corresponding filter sizes.
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256 pixels. In the default setting of a U-net architecture, height and width of the
inputs are equal and the resulting input image is square in shape. However, the
Cityscapes images are recorded with an aspect ratio of 2:1, so a similar aspect
ratio is used for the model input. U-net’s ability to work with any given input
size is used and it is assumed that doubling the number of input pixels will only
benefit the model. In addition, the width and height of the input are defined as
powers of 2, which fits well with the computer hardware. For the output layer, the
number of output classes is kept at 20 to remain consistent with the Cityscapes
competition rules. The labels of all omitted classes are set to a background label,
leaving the following instance labels: road, sidewalk, building, wall, fence, pole,
traffic light, traffic sign, vegetation, terrain, sky, person, rider, car, truck, bus,
train, motorcycle, and bicycle.

Filters and batch sizes are defined based on available computing resources.
Specifically, each encoder and decoder block contains 2 3x3 convolutions with
filter sizes of 64, 128, 256, and 512. The filter size is increasing in the encoder
network and decreasing in the decoder network. The 2 convolutions used in the
bridge contain the largest filter with a size of 1024. This configuration results in
34,526,396 trainable parameters.

Following the implementation of Huang et al. [21] batch normalization [24]
is applied after each convolutional layer to optimize the convergence rate and
ReLU is applied afterwards for nonlinearity. Since ReLU is used as the preferred
activation function, the filters of convolutional layers are initialized by sampling
the following Gaussian distribution, as proposed by He et al. [17]:

µ = 0, σ =
√

n inputs

(where n inputs is the number of variables that pass through a given layer)
Datta et al. [8] points out that this filters initialization strategy works op-

timally with nonlinear activation functions in deep neural networks, which is
applicable to a U-net architecture. For regularization, dropout [46] was applied
at a rate of 0.50 after the largest convolutional block of the encoder network,
decoder network, and bridge.

3.4 Loss and metrics

At the time of this publication, the Cityscape benchmark suite contained 281
model submissions. The Jaccard index (better known as IoU score) [14] was used
as a measure of model accuracy. The highest scoring model achieved an average
score of 86.5, while the top 100 and top 200 models had scores of 80.6 and
69.5, respectively. Unless otherwise noted, all index scores should be considered
averages for a given training, validation, or testing series. For the optimization of
teacher model loss, a generalization of the Jaccard index, the Tversky index [48],
is used as the optimization metric. The Tversky index is defined as follows:

TP

TP + α ∗ FN + β ∗ FP
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where alpha and beta are scale parameters and TP, FN and FP are true positives,
false positives and true negatives, respectively. The introduction of the alpha and
beta parameters allows for the creation of different loss functions with minimal
effort, facilitating model distillation pipelines. This generalization allows the
importance of precision and recall to be verified during training. Setting alpha
and beta equal to 1 yields the Jaccard index, while setting both to 1/2 yields the
Sørensen-Dice [10,45] coefficient. All the above index scores are between 0 and 1,
with higher values implying better accuracy of the model. The loss function can
thus be defined as the inverse or negative Tversky index, where the model must
maximize the index to minimize the loss. To obtain a score between 0 and 1 for
both index and loss, the difference between 1 and the negative index is taken as
the final loss function for training. The loss is optimized using Adam (Adaptive
Moment Estimation) [29] with an initial learning rate of 0.0001.

3.5 Data and model distillation

Most previous omni-supervised learning applications use transformations such
as flipping, translating, rotating, cropping and zooming. Radosavovic et al. [39]
suggest that color augmentation is also a suitable approach for data distillation,
which was chosen as the preferred technique for data distillation. In contrast to
color augmentation, spatial transformations (other than flipping) come at the
cost of losing information located at the edges of the image, such as corners
being cut off after rotation or blurred images after zooming. In applications
such as human key point annotation and segmentation of biological structures,
the objects of interest are usually in the center of the image; thus, the risk
of information loss in the image perimeter is minimal to non-existent. This is
not the case for the Cityscapes dataset, where the labeled pixels are scattered
throughout the entire image. Another argument for preferring color jittering to
spatial transformations in this context has to do with the practical implications
of this data distillation strategy. When transformations such as rotation and
translation are applied to an input image, the same transformations must be
applied to the corresponding labels and vice versa to the predictions. These
steps are avoided when color jittering is used; the segmentation maps for all
possible transformations with color jittering remain invariant and thus apply to
the original image. Horizontal flipping, however, is a spatial transformation in
which no pixels are lost due to padding.

The hypothesis is that data distillation with color jittering and flipping will
result in improvements in omni-supervised learning pipelines. 5 types of data
enrichment transformations are defined:

– Horizontal flipping with a probability of 50%

– Contrast adjustment by a factor

– Brightness adjustment

– Color saturation adjustment

– Sharpness adjustment (blurring and sharpening filter)



12 S. Jurev

Each shift factor is sampled from a uniform distribution and each of the 4
color transformations is performed unless otherwise stated.

During the data distillation steps, 16 transform vectors of size 4 are sampled
from a uniform distribution to determine the intensity of the 4 color jittering
techniques, resulting in 16 magnified images for model inference. Model distil-
lation is applied to each magnified image by averaging all predictions of 2 con-
trasting models on that image. The distilled prediction map is flipped according
to the sampled flipping factor, then a single ensemble is created by averaging all
16 model ensembles.

As proposed by Venturini et al. [49] the sum of the variance per pixel between
the transformations of each ensemble is calculated as a selection criterion. 13888
of the self-labeled images (equivalent to 400% of the labeled data) with the lowest
aleatoric uncertainty are selected for student model training. During student
training, 6 images from the auto-labeled selection are sampled and added to
a batch of 10 images with real labels, according to the recommendations of
Radosavovic et al. [39].

3.6 Pipeline summary

The complete experimental steps of the data and model distillation pipeline are
defined as follows:

– Train a preliminary model for hyperparameter tuning
– Train 2 teacher models with varying Tversky loss parameters and continue

to use the optimal parameters from the previous step
– Test 2 teacher models from the previous step with all possible combinations

of model and data distillation.
– Select the best performing scenario from the previous step and ensemble

(hard) data distillation prediction labels for the next step
– Train the first student model using the labeled dataset, unlabeled examples,

and corresponding predictions from the previous step
– Test the first student model with and without data distillation
– Select the best performing scenario from the previous step and generate hard

prediction labels for the next step
– Train a second student model using the labeled dataset, unlabeled examples,

and corresponding predictions from the previous step
– Test the second student model with and without data distillation

4 Results

4.1 Preliminary testing

A preliminary model was trained to determine appropriate hyperparameters for
teacher training and data distillation. The filter size of the model was limited
to 25% for faster training feedback and more margin for improvement with dis-
tillation techniques. Tversky alpha and beta are both set to 0.5, so the model
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optimizes for the Dice index. Data magnification is applied in accordance with
the transformations used during data distillation, with a factor sampled evenly
between 0.5 and 2. Table 1 summarizes the inference measurements on the test
set under different regimes.

Distillation Dice IoU

None 0.8205 (0.0852) 0.7039 (0.1182)

D.D. [0.5, 2.0] 0.7808 (0.0807) 0.6468 (0.0977)

D.D. [1, 1.2] 0.8343 (0.8387) 0.7235 (0.1092)

Table 1: Preliminary results yielded successful results when data distillation was
performed with sampling interval [1, 1.2].

4.2 Teacher training

Following the insights from the preliminary tests, the following 2 teacher models
are trained for model distillation:

– Model teacherprecision with Tversky parameters alpha = 0.3 and beta = 0.7
(more weighting of false positives and optimization for better precision)

– Model teacherrecall with Tversky parameters alpha = 0.7 and beta = 0.3
(false negatives weighted more heavily and optimized for better recall)

Figure 1 shows the teacher training and validation loss after 150 epochs.
Table 2 summarizes model testing without data augmentation.

(a) TeacherPrecision training (b) TeacherRecall training

Fig. 1: The loss of training and validation sets begins to diverge after 40 epochs.

4.3 Transformations and ensembles

5 multi-transform and/or multi-model inference scenarios are examined on the
test set with the 2 trained teachers:
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Teacher Dice IoU

Teacherprecision 0.8963 (0.069) 0.8184 (0.1001)

Teacherrecall 0.8932 (0.0729) 0.8138 (0.1034)

Table 2: Teacherprecision achieves a superior score.

– Only model distillation
– Only data distillation using Teacherprecision
– Only data distillation using Teacherrecall
– Model distillation and data distillation and consistent color jitter sampling
– Model distillation and data distillation with inconsistent color jitter sampling

In the latter scenario, the color transformation is sampled from the uniform
distribution [1,2, 1,5], as opposed to the uniform distribution [1, 1,2] that both
teacher models use to supplement the data during training.

Table 3 summarizes the metric scores for inference during data and model
enrichment with teacher predictors. The labeling strategy with the highest IoU
score, namely data distillation with Teacherprecision, is used for annotating unla-
beled examples. Using this strategy, 13888 ensembles with the lowest aleatoric
uncertainty are selected for training student models.

Distillation Dice IoU

M.D 0.8948 (0.07) 0.8159 (0.1005)

D.D. Teacherprecision 0.9037 (0.0658) 0.8301 (0.0961)

D.D Teacherrecall 0.8997 (0.0708) 0.8241 (0.1009)

M.D + D.D. from [1, 1.2] 0.9017 (0.0677) 0.827 (0.0979)

M.D + D.D. from [1.2, 1.5] 0.8341 (0.0746) 0.7218 (0.1013)

Table 3: Data distillation with teacher precision and D.D. yields highest perfor-
mance, model distillation yields inferior results

4.4 Student training

The first student1 model is trained for 300 epochs (allowing the model enough
time to converge and learn from pseudo-labeled examples as suggested by Ra-
dosavovic et al. [39]) with batches of 10 labeled examples and 6 pseudo-labeled
examples. Labeled examples are passed through the model once per epoch, while
pseudo-labeled examples are sampled each batch. After student1 is trained, it
becomes the teaching model for a second student2 model by predicting a new set
of pseudo-labeled examples. The second student model is trained on these new
predictions for 200 epochs. Figure 2 gives an overview of the student training
and table 4 gives an overview of the test metrics before and after the test-time
data augmentation for both students.
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(a) Student1 training (b) Student2 training

Fig. 2: Training and validation loss for student models begin to diverge after 25
epochs, despite additional regularization of variable batch samples

Model Dice IoU

Student1 0.9081 (0.0687) 0.8378 (0.0994)

Student1 D.D. 0.914 (0.0664) 0.8474 (0.0966)

Student2 0.9062 (0.0707) 0.8349 (0.1016)

Student2 D.D. 0.9124 (0.0668) 0.8449 (0.0978)

Table 4: Comparison of student performance. Data expansion during the test
remains favorable for both student models. The difference in quality between
the students is negligible.

5 Discussion

5.1 Data distillation performance

Performance improvements in the proposed pipeline sent clear signals regarding
the potential of omni-supervised learning, specifically the success of data distil-
lation with color jitter. A baseline segmentation performance of teacherPrecision

0.8184 IoU (after test-time augmentations) corresponding to the best baseline
teacher was outperformed by a student model trained on teacher predictions,
with an IoU of 0.8474. Part of this performance improvement is attributed to the
use of test-time augmentations rather than the exploitation of distilled pseudo-
labels; the IoU of teacher and student models improved by 0.0117 and 0.0096,
respectively, when transformational ensembles were exploited during label as-
signment. However, the student model consistently outperformed its teacher,
even without test-time augmentations. These results are consistent with Ra-
dosavovic et al.’s [39] hypothesis that student accuracy is lower bounded by the
performance of a teacher model.

5.2 Model distillation performance

Tests with model distillation did not yield conclusive results. Averaging model
predictions reduced teacherPrecision U-nets’ performance by 0.0025, while teacherRecall
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U-nets’ performance increased by 0.0021. Opposite minuscule shifts in score,
despite the fact that teacher U-nets were trained with different loss functions
and weight initializations, may motivate research toward more robust initializa-
tion strategies and parametric loss functions for model distillation. Nonetheless,
training results indicate performance flattening when model complexity is in-
creased to increase performance. Despite rigorous regularization techniques, such
as dropout, noisy labels, and varying batches through sampling, validation and
training loss diverge when performance reaches a level above 0.7 IoU. After the
first 150 epochs, student validation loss remains almost twice as large as train-
ing loss, with decreasing movements in both losses during the last 150 epochs.
These insights suggest that model optimization yields only small results when a
sufficiently large performance is achieved. The contrasting success of data aug-
mentation methods contributes to this hypothesis. When well-performing models
are optimized, techniques such as data distillation have a lower risk of being in-
effective because the model plateaus at high accuracy.

The first two reasons cited by Dietterich et al. [11] for why model ensembling
can be beneficial do not seem to apply in this scenario:

– Ensembles of the two models do not appear to be contradictory, since the
performance of the ensemble is between the individual performances of the
models. This suggests that the ensemble is the average of similar predictions
from a superior and inferior model

– Local optima traps are not expected with numerous trainable model weights
and convergence around a consistent loss value

However, the plateau performance of models trained for multiple epochs sug-
gests that an individual predictor cannot find the perfect parameters without
some form of distillation. This reasoning is supported by the success of data
distillation methods in exceeding the plateau performance of the teacher. The
reasoning of Dietterich et al. for the success of model distillation in better ap-
proximating a space with perfect parameters can also be partially applied to
data distillation.

5.3 Iterative student training performance

Training student2 on the predictions of student1 did not result in an IoU in-
crease, despite the improvement in teacher quality. The superior accuracy of
student1 is likely attributed to the fact that he trained over 100 more epochs
than student2. Another possible explanation for the lack of IoU increase in the
following student training iterations is the high performance of the teacher base-
line. Student1 achieves a stronger baseline due to data distillation, making it
more difficult to further improve performance with similar techniques. It is also
likely that the increase in baseline performance between teacher and student is
not large enough to produce significantly better training examples for the next
student. Radosavovic et al. [39] hypothesized that iterative student training may
be beneficial for data distillation pipelines. In this context with strong baseline
performance, the iterative nature of data distillation could not be confirmed.
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5.4 Color jittering as a technique for data distillation

Preliminary increases in test time resulted in performance below baseline when
color change factors between 0.5 and 2 were sampled, resulting in a performance
drop of 0.0571 compared to an original baseline of 0.7039. Such large intervals
were defined to produce more varied examples for data distillation, with the
expectation that highly varied examples will produce superior ensembles. 0.5 and
2 were chosen as interval extrema for intuitive understanding of the sampling
space; a factor of 0.5 results in a halving of a color feature, while a factor of 2
results in a doubling of that feature. The uniform sampling space would result
in a tendency toward positive adjustments (sampling space between 1 and 2)
rather than negative adjustments (sampling space between 0.5 and 1).

Despite the application of a similar strategy during training, the model did
not appear to generalize well across highly diversified transformations. Applying
a less extreme sampling interval does provide a performance increase during test-
time augmentation. However, there is evidence that data distillation works better
with subtle changes in the input image. This assumption is further validated
during data distillation of teacher models, using a sampling interval of [1.2,
1.5] for test-time data augmentation. This strategy underperformed by 0.1052
IoU, despite being more conservative than the preliminary data augmentation
approach. Future research on data distillation should take into account the choice
of size of data transformation techniques. However, this paper confirms that
color jittering can be used for both test-time augmentation and data distillation
pipelines.

5.5 Further improvements to optimize performance on the
Cityscapes dataset

Given the objective of this paper, which is the application of omni-supervised
learning methods, the research time was mainly spent on deepening the knowl-
edge in these methodologies rather than optimizing the prediction accuracy on
the Cityscapes dataset. At the time of writing, the model would rank in the
top 20 of the Cityscapes Benchmark Suite ranking with a prediction accuracy of
0.8474 IoU. However, the Cityscapes benchmarks differ from the design of the
experiment by not calculating background labels (zero) in the IoU metric. For
the purposes of this experiment, these classes were treated no differently than
the 19 defined foreground labels. When optimizing for benchmark performance,
it is recommended to train a model with 19 labels and ignore the background
classification during loss optimization.

Another limitation of this research in producing optimal models for Cityscape
benchmarks is the exclusion of coarse labels from the training pipeline. Introduc-
ing weakly labeled data pipelines in addition to distillation could increase the
accuracy of the performance of pseudo-labelers. In this approach, teacher mod-
els convert coarse annotations to fine labels and student models use all 20000
coarsely labeled examples without filtering criteria or batch sampling.
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In addition to using coarse labels, a test split is unnecessary when testing
on the private Cityscapes test set. Thus, all available 3475 images can be used
for training and validation. A thorough analysis of the model’s performance on
individual classes could indicate better loss definitions with measures of class
imbalance.

5.6 Time and computation costs of omni-supervised learning

Radosavovic et al. [39] argue the advantage of data distillation over model dis-
tillation due to the lower time cost of inference compared to model training.
In the proposed pipeline, a U-net architecture consisting of 34526396 trainable
parameters was used. Both inference and training can be computationally in-
tensive in this context and require important considerations before developing a
model pipeline. To obtain the results in this paper, an NVIDIA RTX 3090 was
used as the training GPU. This significantly accelerated the model training, but
increased the complexity related to preparing training environments.

The model training time consists of approximately 800 milliseconds per train-
ing step. The teacher and student model epochs consist of 151 and 241 steps,
respectively, resulting in a training time of roughly 2 to 3 minutes per epoch. A
training of 200 epochs produces models after 6 to 10 hours of training. In con-
trast, data distillation pipelines produce annotations at an estimated rate of 2
annotations per second, requiring an estimated annotation time of up to 3 hours
for data distillation on the unlabeled dataset Cityscapes and up to 5 minutes
during test-time data enrichment. Results may vary significantly depending on
the hardware used.

The implementation of soft labels for predictions of unlabeled data also
proved infeasible. Storing labels on a hard disk takes 1 MB of space when the
label consists of a logit and not a one-hot encoding. For 20000 labels, 20 GB
must be reserved. For one-hot labels of size 20, that number increases to 400
GB. Implementations with soft labels are most advantageous when the number
of classes is limited.

5.7 The state of omni-supervised learning

After reviewing the literature, a dichotomy of omni-supervised learning applica-
tions can be distinguished. One group of researchers of omni-supervised learning
builds on the work of Radosavovic et al. and considers omni-supervised learning
to be synonymous with (data) distillation in a large-scale context. The other
group of researchers generalizes omni-supervised learning as exploiting internet-
scale quantities of weakly labeled or unlabeled data, with or without distillation
methodologies. The applications of the second group are more tied to their ap-
plication context, while publications on general distillation techniques provide
a good theoretical basis for other projects. Considering the number of publi-
cations available based on the research on data distillation by Radosavovic et
al. [39] and model distillation of Hinton et al. [20], there is clear evidence that
these methods can work well in real-world applications. There is a clear lack of
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knowledge in the search for heuristics for the application of distillation methods.
Future research should consider contributing to the development of guidelines
for omni-supervised implementation, similar to the publication of Venturini et
al. [49]

6 Conclusion

This research presents omni-supervised learning as a robust methodology for
extracting knowledge from unlabeled datasets. Ensembling and distillation tech-
niques have proven effective in real-world scenarios through numerous omni-
supervised literature publications in medicine, object detection, speech recogni-
tion, and more. Some omni-supervised methodologies were also particularly ef-
fective in exploiting a mix of heterogeneous label types in their learning pipeline
under a regime of multi-source learning. Models that employ data distillation of-
ten benefit from lower computational and time costs due to the speed of inference
compared to training time.

This paper also demonstrated the effectiveness of color jittering as a data dis-
tillation strategy. A student model with a performance of 0.8184 IoU managed
to outperform its teacher model with a performance of 0.8474 IoU by implement-
ing multitransform inference and test-time data augmentation. Model distillation
did not produce a performance increase in this context. Also, training a second
learning model on the distilled labels of a previous learner did not yield any im-
provement. Extreme data distillation transformations are discouraged and may
harm model performance when performed.

Further research related to omni-supervised learning should consider an ex-
pansion of heuristics that could constitute best practices for practitioners of
omni-supervised learning. Data distillation allows for a number of different trans-
formation augmentations, but due to a lack of selection criteria, they are often
chosen at random. Researchers who explore omni-supervised learning in this
capacity can provide a foundation for many other implementations.
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3. Buciluǎ, C., Caruana, R., Niculescu-Mizil, A.: Model compression. In: Proceedings
of the 12th ACM SIGKDD international conference on Knowledge discovery and
data mining. pp. 535–541 (2006)

4. Carreira, J., Zisserman, A.: Quo vadis, action recognition? a new model and the
kinetics dataset. In: proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition. pp. 6299–6308 (2017)

5. Caruana, R., Niculescu-Mizil, A., Crew, G., Ksikes, A.: Ensemble selection from
libraries of models. In: Proceedings of the twenty-first international conference on
Machine learning. p. 18 (2004)



20 S. Jurev
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