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Synonyms

Definition

Data-driven process simulation is a technique which constructs a computer model
that imitates the internal details of a business process and extensively uses data -
recorded by information systems supporting the actual process - to do so. The model
is used to execute what-if scenarios in order to better understand the actual process
behavior and predict the impact of potential changes to the process.
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Overview

Data-driven process simulation

Every organisation executes multiple business processes - e.g. the production, trans-
portation and billing process - which have to be managed properly to generate cus-
tomer value (Dumas et al|2013). An essential part of business process management
is the identification and design of process improvement opportunities - e.g. hire
more staff to reduce waiting time at a specific step in the process. Since a busi-
ness process typically has a complex and dynamic nature, it is often impossible to
deduce analytically the full impact of a specific process change. In such setting,
process simulation is a valuable instrument.

Process simulation is the imitation of the actual process through the use of a
(computer) model. It allows an organisation to verify the consequences of proposed
process modifications prior to implementation (Melao and Pidd|2003)). The quality
of the results of process simulation are directly dependent on the quality of the
process simulation model.

Therefore, to construct a high-quality simulation model, the researcher must
gather extensive process information as input. Traditionally, such input is gathered
by means of business documents, interviews and observations. While valuable, it
has been shown that these sources also have limitations:

e Process documentation often describe how a process should be executed which
can deviate from the actual process behavior (Maruster and van Beest|2009).

e Interviews with business experts can result in contradictory information (Vin-
cent|1998)) and the perception of the interviewees might be heavily influenced by
recent experiences within the process (Dickey and Pearson|[2005).

e Observational data could suffer from the Hawthorne effect (Robinson/2004) - i.e.
the performance of staff members increase simply because they know they are
being observed - and often require a significant time investment.

Another type of input are the data and records kept by different information sys-
tems about the daily process execution. With the rise of process-aware information
systems - supporting the entire process rather than a specific activity (Dumas et al
2005)), e.g. Enterprise Resource Planning systems - the amount of these process data
are growing rapidly. The benefit of these data is that they provide an objective view
on the real process behaviour. The challenge however, is to extract insights from
these data which can be used to construct more realistic simulation models.

The goal of data-driven process simulation is to extend the traditional inputs for
simulation model construction with such process data and to extract insights from
the data with respect to different aspects of the simulation model. As a consequence,
it encompasses several techniques which support specific modeling decisions.
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Building blocks of a simulation model

When constructing a simulation model, four building blocks can be distinguished:
entities, activities, control-flow and resources (Martin et al2016b). For each of these
building blocks, a series of modeling tasks need to be executed during the construc-
tion of a simulation model.

An entity is the dynamic object that flows through the process model and which
instigates action in the process as activities are executed on it by resources (Kelton
et al| 2015; [Tumay|[1996)) - e.g. a specific order (entity) in an order picking pro-
cess. During simulation, multiple entities can be simultaneously present within the
process and can influence each other’s process flow by, e.g., occupying particular
resources.

An activity is the execution of a specific task by a specific resource on a given
entity (Tumay||1996) - e.g. the registration (task) by employee X (resource) of order
Y (entity).

The control-flow of a process expresses the temporal relationship between the
activities. Control-flow consists of sequence flows - modeling ’directly follows’ re-
lationships - and gateways - modeling complex process behavior such as choice
and parallelism. The control-flow defines the different routes an entity can follow
through the process - e.g. an international order might follow a different route in
the order picking process than a national order, resulting in different or additional
activities that need to be executed on the order.

The actual execution of activities is the responsibility of resources. Basic re-
source types are technical resources, such as software systems, and human re-
sources (Dumas et al[2013; Tumay||1996).

Key Research Findings

This section provides the key research results on how process data can be used to
improve different modeling aspects of process simulation. It should be noted that, in
general, the insights that can be retrieved from process data depend upon the quality
and granularity of the available data. To structure the discussion in this section, the
four building blocks of a simulation model and their associated modeling decisions
are used.

Entities

With respect to the entity building block, two modeling decisions will be discussed:
the arrival rate and the entity typology.
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Entity arrival rate

Modeling the entity arrival rate - i.e. the pace at which new entities arrive at the
process - typically consists of a deterministic and a stochastic part. The deterministic
part can be a constant or dependent on other context-related factors. The stochastic
element is typically modeled as a probability distribution (van der Aalst[2015).

Process data is used to learn the parameters of a predefined probability distribu-
tion. The exponential distribution is often used under the assumption that the start
of the first activity in a process execution defines the actual arrival of the entity and
the entities arrive independent from each other (Rozinat et al|2009). When these as-
sumptions appear too restrictive - e.g. an entity arrived before the first activity was
executed on it - the ARPRA algorithm (Martin et al|2016c) accounts for queue for-
mation before the first activity and discovers the proper Gamma distribution - which
is a generalization of the exponential distribution.

Entity types

No two entities are exactly the same and it is not uncommon that entity properties
have a direct impact on the process execution - e.g. the physical dimensions of an
order have a direct impact on the duration of the packaging activity. To simplify
complex processes, it is common to define entity types which represent a group of
entities similar in terms of specific characteristics (i.e. attributes) (Kelton et al2015).

When working with entity types, the quality of the defined typology has a di-
rect influence on the quality of the simulation model. To identify relevant entity
types, cluster analysis is a useful technique to segment the entities (Xu and Wun-
sch/2005). Recently, various algorithms have been developed that discover clusters
which group entities that have a common execution path and where clusters - entity
types - differ in terms of process execution. Various approaches exist: a vector-based
approach where the trajectory of an entity is translated into a set of features (Bose
and van der Aalst [2010; lde Medeiros et al [2008; Delias et all 2015}, |Greco et al
2006; |Song et al|[2009), an approach based on the generic edit distance (Bose and:
van der Aalst|2009), Markov model based clustering (Veiga and Ferreira2010) and
an approach driven by process model accuracy (De Weerdt et al|2013).

Activities

With respect to activities, five important modeling decisions will be discussed: de-
termining which activities need to be included, activity duration, resource require-
ments, queue discipline, and activity interruptions.
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Activity definition

Process data is typically captured at the level of events - i.e. specific moments in
time which change the state of the process. Even when data is logged at the level of
activities, this data might be at a too granular level for process simulation purposes.
In both cases, techniques are needed to identify appropriate activities and to map
data to higher-level activities. For this purpose, activity mining (Giinther et al|2010)
can be used and only requires the event log. Other approaches which incorporate
domain knowledge are also available such as in [Szimanski et al| (2013)), Baier et al
(2014) and Mannhardt et al (2016).

Activity duration

Modeling the activity duration typically consists of a deterministic and stochastic
element. Deterministic differences in activity duration can be dependent on a wide
range of entity properties, but also on resource workload (cfr. Pospisil and Hruska
(2012) and [Nakatumba and van der Aalst (2010); Nakatumba et al (2012)). Process
data can be used to discover these dependencies and model them correctly.

The stochastic element is modeled by means of a probability distribution. Activ-
ity durations are extracted from the process data - i.e. difference between the start
and completion time of an activity - and used to fit the probability distribution.

When either start or completion time of activities are missing, this approach can-
not be applied directly. Literature suggest several approaches to deal with such miss-
ing data. When only the completion time is recorded, various proxies are suggested
for the corresponding start time, such as the completion time of the previous activity
for that entity or the time at which the resource executing the activity finished its pre-
vious job (Nakatumba|2013; 'Wombacher and lacob|2013).When only the start of an
activity is recorded, similar proxies have been suggested in Martin et al{(2016b)). Be
aware that several issues such as the interruptibility of activities or the presence of
batch processing can render the extraction of duration observations more complex.

Resource requirements

The resource(s) required to execute a particular activity need(s) to be specified. Pro-
cess data containing resource information can be used to support this modeling task
and different techniques exist to reveal the relationship between activities and re-
sources (Huang et al|[2011} |Liu et al[2008; Ly et al(2006; |Senderovich et al|[2014)).
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Queue discipline

In a simulation model, one must define how queues are dealt with at activities. The
queue discipline establishes the processing order of queuing entities, such as first-
in-first-out (FIFO), last-in-first-out (LIFO) or according to a priority rule.

Process data can be used to discover the queuing discipline that is applied.|Suriadi
et al| (2017)) propose a method to extract FIFO, LIFO and priority-based processing
patterns from process-related data and considers three perspectives: the resource,
activity and case perspective, each representing potential levels of aggregation.

Activity interruptibility and unexpected interruptions

With respect to interruptions, the activity interruptibility and unexpected interrup-
tions need to be modeled. The activity’s interruptibility expresses whether it can
be interrupted while an entity is being processed. If activities are interruptible, one
must still model the interruption frequency, duration and nature. The nature of an
interruption refers to whether the activity execution stops immediately (preemp-
tive) or whether the running entity can still be finished (non-preemptive) (Hopp and
Spearman|2011)).

Process data containing specific information such as interruption events or re-
source break information (Senderovich et al|2014)) can be used directly to inform the
aforementioned modeling tasks. However, often such specific information is miss-
ing and the interruption time is simply part of the activity duration. Under these
circumstances, duration outlier analysis can be used (Pika et all2013}; [Rogge-Solti
and Kasneci2014) to inform the researcher on activity interruptions.

Control-flow

With respect to the control-flow, two aspects need to be modeled: the control-flow
definition between the activities and the gateway routing logic.

Control-flow definition

The control-flow determines the path(s) an entity can follow throughout the process
and defines sequentiality, choice and concurrency between activities. A multitude of
algorithms exist to retrieve control-flow models from process data (De Weerdt et al
2012} van der Aalst|2016). Several of these algorithms have been applied in a sim-
ulation context such as the alpha-algorithm (Aguirre et al|2013}; Rozinat et al/[2008|
2009), fuzzy mining (van Beest and Maruster|2007) and heuristic mining (Leyer
and Moormann|2015; Maruster and van Beest[2009).
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Gateway routing logic

For gateways representing choice the routing logic needs to be defined, which can be
stochastic - each outgoing path has a specific probability-, deterministic - business
rules govern the choice- or a combination of both.

In literature, Rozinat and van der Aalst (2006a.b) use decision trees to discover
the decision logic from process data, which is also applied in a simulation con-
text (Rozinat et al|[ 2008 |2009). [Schonenberg et al| (2010) use regression analysis
to mine decision logic from process data. The work of |de Leoni et al| (2013)) al-
lows one to mine rules from process data which are linear combinations of multiple
entity attributes. All these approaches result in deterministic rules, but can be eas-
ily extended with a stochastic element as suggested by [Pospisil and Hruska) (2012)).
A purely stochastic approach is presented in [Leyer and Moormann| (2015) which
simply learns the routing probabilities for each choice.

Resources

With respect to modeling the resources, three modeling tasks are discussed: the
definition of resource roles, resource schedules, and batch processing.

Resource roles

Resource roles group resources performing similar activities and allows one to sim-
plify the simulation model - e.g. activities are assigned to roles instead of specific
resources.

Various work on how to retrieve insights on resource roles from process data
exist. One approach is to perform a cluster analysis on resource-activity frequency
matrix retrieved from the process data (Song and van der Aalst|2008} |[Rozinat et al
2009). Another approach is to focus on handover relationships in the data (Burat-
tin et al|[2013)) or to cluster resources on the number of entities they collaborated
on (Ferreira and Alves|2012)).

Resource schedules

A resource schedule expresses its availability for the simulated process, which can
differ from the official working schedule as a resource is often involved in multiple
processes. Process data can help to gather insights in the resource’s availability for
the process.

A first approach to use process data is to estimate the start and end time of a work-
ing day from the process data (Wombacher et al|2011)). Other approaches estimate
resource availability as a percentage of the total time a resource is executing activi-
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ties (L1iu et al2012; jvan der Aalst et al|[2010), which however do not provide exact
availability timeframes. If more fine-grained insights are needed, the work of [Martin:
et all (2016a) provides a method to mine daily availability records for resources.

Batch processing

Batch processing refers to a resource’s tendency to accumulate entities in order to
process them simultaneously, concurrently or sequentially. Again, process data can
be used to study the actual batching behaviour.

Wen et al| (2013) developed a control-flow discovery algorithm when simulta-
neous batch processing occurs in a process. Similar to [Liu and Hu (2007), they
assume that events are only recorded for one of the cases in a batch. While [Wen:
et al| (2013) focus on the control-flow, Nakatumbal (2013) states that batching be-
haviour is present when two sets of activity instances on a particular working day
are separated by a time period of more than one hour. A more systematic approach
is proposed in Martin et al| (2017). Based on a distinction between simultaneous,
concurrent and sequential batch processing, an algorithm is proposed which detects
batching behaviour. Moreover, metrics such as the batch size are calculated which
can be used to specify batching parameters in a simulation model (Martin et al
2017).

Examples of Application

Literature provides examples in which real-life process data is extensively used to
support the construction of simulation models. For example, Rozinat et al (2009)
consider the complaint handling process and the invoice handling process in munic-
ipalities and use process data to specificy the entity arrival rate, activity duration,
control-flow, gateway routing logic, and resource roles. In another example, |Leyer,
and Moormann| (2015) simulate the loan application process at a financial institu-
tion and use real-life process data to model the activity duration, control-flow, and
gateway routing logic.

While the aforementioned references use process data to support multiple mod-
eling decisions, dedicated papers focusing on a single decision also apply their pro-
posed techniques to real-life data. For instance, Maruster and van Beest (2009)
mainly focus on the use of process data to model the simulation model’s control-
flow and consider three real-life processes: a process of a gas company, the fine
collection process of a governmental institution and the navigation process in an
agricultural decision support system. In another example, Martin et al| (2017) re-
trieve insights in resources’ batching behavior from a call center’s and a production
department’s process data.
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Future Directions for Research

Despite the valuable research efforts outlined above, four key directions of addi-
tional work to exploit process data for the development of a simulation model can
be distinguished.

Firstly, there is room for new, improved and dedicated algorithms which support
specific modeling decisions using process data. This article only discusses a subset
of modeling tasks required to build a simulation model. For other modeling tasks,
e.g. the additional ones included in [Martin et al| (2016b), no clear starting points
for future research could be identified in literature. For some modeling decisions
included in this article, the state of the art refers to approaches which were not
directly developed with simulation in mind. For instance, the use of clustering to
identify entity types results in distinct process models for each entity type, requir-
ing an additional aggregation step to produce a single model. Dedicated algorithms
can exploit the specific characteristics of process data and specific needs of pro-
cess simulation. Additionally, existing (dedicated) algorithms can also be extended
to provide even more insights. For example, the ARPRA algorithm (Martin et al
2016c) can be extended to discover non-stationary arrival patterns.

Secondly, a common assumption amongst process discovery techniques is that
both start and completion of an activity are logged. Often the data does not meet
these assumptions and e.g. only the completion times are recorded. In such cases, the
researcher must make additional assumptions to apply existing algorithms. There-
fore, future research on start time estimation and imputation is worth pursuing. Al-
ternatively, existing algorithms can also be extended such that they do not longer
require e.g. explicit start timestamps.

Thirdly, most existing algorithms focus on a single modeling aspect, whereas
they are in fact related to other modeling decisions. Future algorithms for supporting
modeling tasks could therefore benefit from an integrated approach. For example,
the resource schedules can be taken into account when mining the queue discipline
as a resource might start prioritizing urgent tasks at the end of the working day.

Finally, a single analysis package should be created which takes process data as
an input and provides comprehensive support for a multitude of simulation model-
ing decisions. This involves an integration of the current algorithms with yet to be
developed techniques for other modeling decisions. Even though the development
of such an integrated package does not require the development of new scientific
knowledge, it is required to facilitate data-driven simulation in practice.
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