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Abstract

Recently, the use of synthetic training data has been on the rise as it offers correctly
labelled datasets at a lower cost. The downside of this technique is that the so-called
domain gap between the real target images and synthetic training data leads to a de-
crease in performance. In this paper, we attempt to provide a holistic overview of how
to use synthetic data for object detection. We analyse aspects of generating the data
as well as techniques used to train the models. We do so by devising a number of
experiments, training models on the Dataset of Industrial Metal Objects (DIMO) [3].
This dataset contains both real and synthetic images. The synthetic part has different
subsets that are either exact synthetic copies of the real data or are copies with cer-
tain aspects randomised. This allows us to analyse what types of variation are good
for synthetic training data and which aspects should be modelled to closely match the
target data. Furthermore, we investigate what types of training techniques are benefi-
cial towards generalisation to real data, and how to use them. Additionally, we analyse
how real images can be leveraged when training on synthetic images. All these ex-
periments are validated on real data and benchmarked to models trained on real data.
The results offer a number of interesting takeaways that can serve as basic guidelines
for using synthetic data for object detection. Code to reproduce results is available at
https://github.com/EDM-Research/DIMO_ObjectDetection.

1 Introduction

Deep learning and its applications have advanced tremendously over the last couple of years.
These powerful machine learning models require a large amount of labelled training data
however. The more complex and the better these models get, the more training data they
require. But good training data is not easy to come by. Manually creating photographs and
labeling them is a slow and costly process. Additionally, humans are prone to introducing
errors and bias in datasets [13, 17], which is bad for model performance. Furthermore, some

© 2022. The copyright of this document resides with its authors.
It may be distributed unchanged freely in print or electronic forms.


Citation
Citation
{Deprotect unhbox voidb@x protect penalty @M  {}Roovere, Moonen, Michiels, and wyffels} 2022

Citation
Citation
{Northcutt, Athalye, and Mueller} 2021

Citation
Citation
{Tommasi, Patricia, Caputo, and Tuytelaars} 2017

https://github.com/EDM-Research/DIMO_ObjectDetection

2 VANHERLE ET AL.: ANALYSIS OF OBJECT DETECTION WITH SYNTHETIC DATA

forms of annotations are very difficult for a human to create, such as depth maps, segmenta-
tion maps or object poses.

Due to these problems with datasets created by humans, synthetic training data has become
more popular over recent years. With modern rendering technology it is easy to render thou-
sands of images fairly quickly and at a low cost when 3D models are provided. Since the 3D
composition of the depicted scene is known, the accompanying labels for the machine learn-
ing task can easily be generated. Additionally, these labels are pixel correct and the dataset
contains less bias, since a computer is way better at randomising than a human. There is
however a big disadvantage to using synthetic data. Although looking very realistic, there
still is a difference in appearance between real and rendered images. This causes a model
that is trained on synthetic images, to perform worse on real images. This phenomenon is
called the domain gap [16] and it hinders synthetic training data from being widely adopted.
Object Detection is one of the most prominent fields of computer vision. This is due to the
fact that it has many applications and is often the first step in vision pipelines for more com-
plex tasks. Some of these applications include robot control [2], product inspection [20],
surveillance [15] and many more. If a company wants to apply deep learning to their spe-
cific tasks, they need high quality training data that is specific to them. Manually labelled
data is often too expensive or sometimes even too difficult to come by, especially so for
smaller companies. These companies sometimes resolve to using synthetic data to train their
models, often with unsatisfactory results, due to the aforementioned problems with synthetic
data. While synthetic data is cheaper then manually created data, it is not for free. When
rendering thousands of images, costs can accumulate to a large number as well.

In this paper we offer a number of insights on how to generate and how to use synthetic
training data. The goal is to generate knowledge on how to create training data that offers
good performance on real images whilst keeping the total cost of rendering as low as pos-
sible. When using this synthetic data we use only basic deep learning mechanisms that are
available in most toolkits. We deliberately stray away from more complex methods of do-
main adaptation and generalisation to make our findings as widely applicable as possible. To
provide these insights, we perform a number of experiments using the Dataset of Industrial
Metal Objects (DIMO) [3]. This dataset contains a set of real images, exact synthetically
rendered copies of those real images and sets of synthetic images with variations in different
aspects. This unique dataset allows us to study the exact impact of those variations towards
the generalisation on real images. However, data alone is only half the picture. Additionally,
we study the impact of a number of deep learning techniques towards the generalisation on
real test sets. The impact is measured by training a number of object detection models on
different datasets and configurations while measuring the performance on a real test set.

2 Related Work

Models trained on synthetic data often suffer from a decrease in performance on real data.
This is due to the domain gap, a term introduced by Tobin et al. [16]. They argue that it is
impossible to perfectly simulate all aspects of a camera and that there will always be a differ-
ence between synthetic training data and real test data. They solve this for the task of object
localisation by using domain randomisation. This technique randomises as many aspects of
the rendering as possible as opposed to trying to accurately simulate the data. Trembley et
al. [18] applied this technique for object detection. Their domain randomised car detection
dataset leads to great performance on the KITTI dataset [5], even better than the Virtual
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KITTI dataset [4] that was modelled to be similar. This has shown that randomisation can
be a substitute for realism.

A different approach to randomisation is attempting to make the datasets as realistic as pos-
sible. Movshovitz-Attias et al. [12] investigated how useful photorealism is and what param-
eters are the most important, for the task of viewpoint estimation. They show that a more
complex rendering process is beneficial and that adding synthetic images to a real dataset
offers a boost in performance. Additionally, they conclude that randomising lighting param-
eters leads to better generalisation. Hodan et al. [9] developed a method for generating object
detection datasets using physically based rendering (PBR). They show that models trained on
PBR datasets perform better than ones trained on datasets created by simpler rendering tech-
niques and that increasing the quality of the PBR leads to better models. Additionally, they
show that taking into account the context (gist, geometric, semantic, and illumination con-
textual aspects) in which the object will be placed improves the performance of the trained
network.

There are other techniques to improve performance as well. Hinterstoisser ez al. [8] use trans-
fer learning to improve generalisation of models trained on synthetic data. They initialise a
network with weights trained on real data and freeze the layers of the feature detector during
training. Using this technique, they train a model on a simple synthetic dataset and manage
to get performance close to that of a model trained on real data. Nowruzi et al. [14] investi-
gated the use of real images when training on synthetic data. They show that adding a small
amount of real images can be useful and that fine-tuning is better than mixing the data.

In our research we use the DIMO dataset. This dataset contains a real dataset, an exact
synthetic copy and a number of different variations of the synthetic copy. We can thus inves-
tigate what variations are beneficial for generalisation but also research if it is useful to put
effort in copying some aspects of the target dataset. This allows us to offer some unique in-
sights that other papers have not yet investigated. Additionally, we attempt to offer a holistic
analysis, investigating a number of important concepts for synthetic training data.

3 Experimental Setup

3.1 The Dataset

In our experiments we use five subsets of the DIMO datasets. The first subset contains real
RGB images, captured with a JAT GO-5000 camera (subset denoted as real). Additionally,
we used the four synthetic datasets that have two types of variations. The first is an exact
digital twin dataset, where both the poses of the objects as well as the light of the environ-
ment match with the real images (synth). The second and third are datasets for which either
the poses (synth, rand pose) or the lighting conditions (synth, rand light) are randomised,
with the non-randomised component matching the real images. The fourth and last dataset
of DIMO that we use in our experiments varies both the poses and the lighting conditions
(synth, rand all). The poses of the objects for the real images were manually set in repre-
sentative and interesting positions. These poses were then manually annotated and used in
the generation of the synthetic data. The randomization of the poses in the synthetic data is
done by spawning the objects in a uniform random location 30 cm above the carrier. Sub-
sequently, a physics engine simulates the dropping of the objects on the carrier, until they
advance into a stable state. This provides a variation in the distribution of poses between the
synthetic and real datasets. The light variations were created by iterating over a list of 31


Citation
Citation
{Gaidon, Wang, Cabon, and Vig} 2016

Citation
Citation
{Movshovitz-Attias, Kanade, and Sheikh} 2016

Citation
Citation
{Hoda¬, Vineet, Gal, Shalev, Hanzelka, Connell, Urbina, Sinha, and Guenter} 2019

Citation
Citation
{Hinterstoisser, Lepetit, Wohlhart, and Konolige} 2019

Citation
Citation
{Nowruzi, Kapoor, Kolhatkar, Hassanat, Lagani{è}re, and Rebut} 2019


4 VANHERLE ET AL.: ANALYSIS OF OBJECT DETECTION WITH SYNTHETIC DATA

Il '@
&

Figure 1: Examples of an scene in the DIMO dataset to illustrate the different variations.
From left to right: Real image, synthetic copy, randomised poses, randomised lighting, both
randomised.

environment maps of indoor scenes. The real light was captured with a HDR 360 image of
the environment where the real images where recorded. More details on the creation of this
dataset can be found in the original DIMO [3] paper. Figure 1 shows an example scene from
the DIMO dataset, and images from the four different synthetic datasets.

For the experiments in this paper, we use the first 150 scenes of the DIMO dataset for
each of the subsets. Since there is more variation introduced in some datasets, they do not
have an equal amount of images. The real and its synthetic twin have around 2k images
each, the synthetic datasets with random light or random poses contain around 29k images
each and the fully random synthetic dataset contains 78k images. We split each dataset in a
training (90%), validation (5%) and test (5%) set. Since the datsets are subdivided in scenes,
we ensure that all images from a specific scene belong to the same set. The models are thus
tested on unseen scenes.

3.2 The Model

Although recently transformers have surpassed convolutional neural networks in object de-
tection performance [21], CNN’s still remain the most popular type of neural networks for
vision. This is especially true outside of research. Additionally, a lot of research is still being
done in the field of CNN’s, pushing their performance closer to that of transformers [11, 19].
We therefore opt to focus our analysis on CNN based feature detectors.

In our experiments we use the Mask R-CNN model [1, 7], a widely used object detection
and instance segmentation model. It is a two stage architecture consisting of a convolutional
feature detection network and detection heads. In this work ResNet101 [6] is used as a fea-
ture detector. When transfer learning is used throughout this paper, the feature detector is
initialised with weights trained on COCO [10]. Unless mentioned otherwise, the layers of
the feature detector are frozen when using transfer learning. In each experiment we train the
model for 100 epochs with Stochastic Gradient Descent using a learning rate of 0.001 and a
momentum of 0.9. A batch size of four is used and each epoch 1.000 images are used to train
the model. This is done to be able to consistently compare per-epoch model performance be-
tween models trained on datasets with different amounts of images. If data augmentation
is used this is a combination of zero to two color modifying augmentations and zero to one
translating augmentations. The color augmentations include: add, multiply, Gaussian blur,
Gaussian noise, motion blur and grayscale; the translating augmentations include: rotation,
translation, shear, scale, horizontal flip and perspective transform. More details are provided
in the supplementary material.
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Figure 2: Results of the Mask R-CNN model trained on each of the five datasets, with
variable and equal dataset sizes, on the real test dataset.

4 Results

In this section we describe and execute a number of experiments using the setup described in
Section 3. To test the performance on the real target domain for each of these experiments,
we test the trained models on an unseen set of real images. We compute the AP, AP5y and
AP75 values as described for the COCO challenge [10]. In this section we only report on the
AP value as the other metrics follow the same trends. For completeness, the other metrics
are provided in the supplementary material.

4.1 Scene Composition

In this first experiment we attempt to determine whether it is important to create a synthetic
dataset that closely matches the target data in terms of scene compositions and what type of
variations are beneficial for generalisation. Should you use lighting conditions and object
poses that are plausible for the real test dataset, or can you just make these parameters ran-
dom? To find out, we trained a Mask R-CNN model from scratch on each of five datasets
described in Section 3.1. Since the datasets have different amounts of images, we also re-
peated the experiment equalising the sizes of the datasets. Each of the datasets were reduced
to the size of the real dataset, which is 1775 images. We sampled random images from the
training set. The results are shown in Figure 2.

When looking at the results from the variable size experiment, we can see that the model
trained on the real images performs the best on the real test set, this is as expected. The ren-
dered copy of that dataset, with the same poses and lighting conditions, performs the worst
and fails to generalise towards the real images. The model trained on the dataset with the
same poses but with extra images under varying lighting conditions generalises reasonably
well, falling 13 AP points under the model trained on real data. The model trained on the
dataset with randomised poses and real lighting conditions performs way worse, only achiev-
ing 23.77 AP. This shows that variation in the form of lighting conditions is more beneficial
toward generalisation on real data than variation in object poses. The model trained on the
fully randomised dataset performs the best of all the synthetic datasets. This dataset is how-
ever way larger than the other datasets.

We therefore also compare the performance of the models trained on datasets of equal size.
Here we see that the model trained on the dataset with randomised light and real poses per-
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Figure 3: Results of training the model on each of the five datasets with data augmentation
and/or transfer learning. The horizontal lines indicate the performance of the model trained
without these techniques.

forms the best of the synthetic datasets. It performs slightly better than the fully randomised
dataset. Both of these models still outperform the non randomised synthetic dataset. The
model trained on the dataset with real lighting and randomised poses performs the worst
with only 5.22 AP. This leads us to conclude that there is a slight benefit to modelling object
poses. We confirm our suspicion that varying lighting conditions help toward generalisation
on real data and trying to model real light conditions hurts performance. We argue this is
due to the fact that it is easier to make higher level features such as shapes and poses match
between real and rendered images, it therefore makes sense to try and accurately simulate
these features in the synthetic dataset. Lower level features — such as color, lighting and
texture — are more difficult to accurately render in a synthetic dataset. We therefore believe
it is better to try and randomise these features of the synthetic dataset, as this leads to better
generalisation.

4.2 Training Techniques

In our previous experiment, we trained the model from scratch and did not augment our data.
This is however not a realistic scenario. It has been shown that transfer learning and data
augmentation help improve performance on real data, when trained on synthetic data [8].
We therefore repeat the previous experiment, but now we include transfer learning and data
augmentation to analyse their effects on generalisation. For this experiment, we are more
focused on the effects of certain training techniques on the different datasets as opposed to
comparing the datasets amongst each other. We therefore use all images of each dataset, the
models have thus been trained on different sizes of datasets. We include one extra experiment
where we restricted each dataset to have the same size as the real dataset, being 1.7k images.

Figure 3 shows the results of these experiments. The horizontal lines represent the per-
formance of the models trained without any of these techniques. For the models trained
with only data augmentation, we see that the model trained on real images gets a slight
performance boost compared to the model without (3.7 AP). The models trained on the
two datasets with randomised lighting experience only a small difference in accuracy and
the model trained on the dataset with real poses and random lighting even suffers a small
decrease in performance. The two models trained on the datasets with the real lighting con-
ditions experience a large boost in performance. When training the models with transfer
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Figure 4: The evolution of the AP on the real test set for models trained without any tech-
niques, with data augmentation and transfer learning.

learning we observe a large boost in performance for all models. Interestingly, the worst
performer of the previous experiment — the synthetic copy dataset — now becomes the best
performing synthetic dataset, while having much less images than all the other datasets.
When using both techniques we see very similar performance to when only transfer learning
is used. Some models even suffer a slight decrease in accuracy. Finally, when we train the
model on equally sized datasets using both training techniques, we notice only a very small
decrease in performance. This is notable, since the dataset sizes decrease from 26k and 70k
to only 1.7k.

To further analyse the impact of data augmentation and transfer learning, we compute

the AP on the real test set for every two epochs. This allows us to investigate the evolution
of the training process. Figure 4 shows the training process for the model trained without
any techniques and for the models trained with either data augmentation or transfer learning.
When using no techniques we see that learning flattens of very quickly, especially for the
datasets with no variation in lighting. When using data augmentation the model is able to
learn for longer and at a better rate. This has a way larger impact on the datasets with no
variation in lighting. When using transfer learning, the models for all of the datasets show
good performance after one epoch, the learning flattens off very quickly however.
From these results we conclude that data augmentation and especially transfer learning help
overcome the difference in low level features between real and synthetic data. Data aug-
mentation does so by introducing more variation in these features, leading to a more robust
model. Transfer learning achieves this by initialising the model with weights that are already
capable of detecting low level features from real world images. Thus when using these tech-
niques, it is beneficial to accurately simulate the poses and lighting conditions of the target
domain in the synthetic dataset. When it is not possible to model the target domain, one
should try to maximise variation in lighting conditions to achieve the best generalisation.
Additionally, it is not necessary to use a large amount of images, even when using a ran-
domised dataset. To confirm this, we trained models on a number of subsequently smaller
subsets of the full random synthetic dataset. The results, shown in Table 1, indicate that
adding more images only helps until a certain amount as we see a peak at 20k images. The
differences in AP are not big, showing that only a few thousand images can already produce
a decent model.
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Image Count | AP |

1755 69.42
4387 72.23
8775 72.58
17550 73.01
35100 72.01
70200 71.52

Table 1: Results of training the model on different amounts of images sampled from the fully
random dataset.

Layers Retrained\ AP ‘

All 81.26
Stage 3+ 76.71
Stage 4+ 80.77
Stage 5+ 77.13
Heads 71.52

Table 2: Performance in AP on the real test set of models trained with transfer learning, but
with different layers retrained.

4.2.1 Transfer Learning

So far we have shown that transfer learning is very helpful when training on synthetic data.
Transfer learning can be done in multiple ways however. In our previous experiments we
initialised the feature detector with weights trained on COCO, froze those layers and only
trained the network heads. This forces the network to make predictions based on features
learned from the COCO dataset, possibly leading to a decrease in performance. It is also
possible to retrain parts of the feature detector, allowing the network to learn new features
from the dataset. To investigate which layers we can retrain without losing the benefits of
transfer learning, we train a number of models with different parts of the feature detector
frozen. We train a model starting from the 3rd, 4th and 5th ResNet stage and we perform an
experiment where we retrain all layers. For this experiment, we only use the fully random
synthetic dataset. Networks are again initialised with a model pre-trained on COCO and data
augmentation is used.

The results for this experiment are shown in Table 2. The best performing model is
the model where all layers were retrained. The model where only the detection heads were
retrained has the worst performance, falling at least five AP points below the other mod-
els. This shows us that while it is useful to initialise a network with transfer learning, it is
important to let the network learn new features from the synthetic dataset as well.

4.3 Leveraging Real Images

So far we have only considered using strictly synthetic images. It is however sometimes
possible that some real images with their labels are available as well. In the following ex-
periments we try to examine whether it is useful to use real images besides synthetic images
and how to best use the real images. This can be done in many ways, the two most straight-
forward and widely used are: mixing the real images with the synthetic training images
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Figure 5: Performance in AP on the real test set of models trained with both synthetic and real
data. The real data is either mixed in with the synthetic or used for fine tuning. The synthetic
and real data is used in different ratios. The horizontal lines represent the performance of
models trained on purely synthetic and real data, taken from previous experiments.

during training, and fine-tuning a network trained on synthetic images with real images af-
terwards. We will be testing both these methods. Furthermore, we analyse how many real
images to use. We perform tests with different ratios of real to synthetic images, keeping the
total amount of images constant at 3510. For these experiments we use the real and fully
randomised datasets and train with transfer learning and data augmentation. For the initial
training stage we only retrain the heads of the network. When fine-tuning, we retrain the
entire network with a lower learning rate of 0.0001.

In Figure 5 the results of the different ratios of synthetic to real data are shown for the

different techniques. The horizontal lines represent the performance of the models trained
on the real and fully random datasets. When mixing real images with the synthetic dataset
we see that adding only a small amount already gives a performance boost. Adding a larger
ratio of real images improves the performance even more, until the five to one ratio. The best
performing model in this strategy achieves an AP of 80.13, which is an improvement over the
model trained on real data. The models trained by fine-tuning on real data see a large benefit
from this technique. Even when using only a small amount of real images the performance
increases to 82.05 AP, this is 10 AP points above the model trained on the large random
synthetic dataset and almost five AP points above the model trained on real data. Increasing
the ratio of real images slightly increases the performance for the fine-tuning, reaching 83.7
AP for the one to one ratio.
From these results we can conclude that combining real and synthetic images can lead to
an increase in performance compared to training on only one of the two. Additionally, we
find that fine-tuning is the best way to use real images and that only a small amount of real
images can already make a significant difference.

5 Conclusion

Throughout this paper we defined a number of experiments, training object detection models
using different techniques on the DIMO dataset. We evaluated all these models, trained on
synthetic data, on real data from the same problem domain. The goal was to acquire useful
guidelines on how to generate data for deep learning and how to properly use this data.

Our experiments offer unique insights in how different variations of synthetic datasets per-
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form on real data, using different training techniques. We show that modelling the lighting
conditions and poses of a synthetic dataset to match the real target domain is beneficial to-
wards generalisation, but only if transfer learning is used. When using transfer learning, we
show that it is not beneficial to freeze the layers of the feature detector. It is better to retrain
the entire network. This is contrary to some current research [8], so we argue this should
be considered on a per-problem basis. Additionally, we investigated how to leverage real
images. In our experiments we find that adding a small amount of real images is beneficial
and that fine-tuning is the best method to do so. This is in line with the current state of the
art [14].

The Dataset of Industrial Metal Objects is a fairly simple dataset in terms of scene compo-
sition, as it contains no unknown objects and covers only a limited range of camera posi-
tions. Yet, it is the only dataset that includes the kind of controlled variations needed for
these experiments and the scenes depicted in the dataset are highly relevant for industrial
applications. We therefore believe that the recommendations made in this paper could serve
as guidelines to generate data and train models for new problem domains. Future research
should try to extrapolate these findings to different and more complex domains by generating
other datasets with these controlled variations.
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