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We propose and experimentally demonstrate a method to strongly increase the sensitivity of spin measure-
ments on nitrogen vacancy (NV) centers in diamond, which can be readily implemented in existing quantum
sensing experiments. While charge state transitions of this defect are generally considered a parasitic effect to
be avoided, we show here that these can be used to significantly increase the NV center’s spin contrast, a key
quantity for high-sensitivity magnetometry and high-fidelity state readout. The protocol consists of a two-step
procedure, in which the charge state of the defect is first purified by a strong laser pulse, followed by weak
illumination to obtain high spin polarization. We observe a relative improvement of the readout contrast by 17%
and infer a reduction of the initialization error of more than 50%. The contrast enhancement is accompanied by
a beneficial increase of the readout signal. For long sequence durations, typically encountered in high-resolution
magnetometry, a measurement speedup by a factor of >1.5 is extracted, and we find that the technique is
beneficial for sequences of any duration. Additionally, our findings give detailed insight into the charge and
spin polarization dynamics of the NV center and provide actionable insights for direct optical, spin-to-charge,

and electrical readout of solid-state spin centers.

DOI: 10.1103/PhysRevResearch.5.013014

I. INTRODUCTION

Spin centers in crystals such as diamond and silicon car-
bide are prime candidates for the development of quantum
sensors given their long quantum coherence lifetimes and
strong optical transitions [1-13]. In diamond, the nitrogen
vacancy (NV) center is particularly prominent due to its ex-
cellent room-temperature spin coherence, high brightness, and
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large optical spin contrast. The defect, which consists of a
substitutional nitrogen atom and an adjacent vacancy in the
diamond lattice, displays multiple charge states [14], of which
the negative state NV~ is commonly discussed due to its
optically addressable spin-1 ground state. However, the charge
state dynamics have gained increasing interest in recent years,
spurred in part by the observation of spin-to-charge conver-
sion [15]. This mechanism forms the basis of photoelectric
detection of the NV center’s magnetic resonance (PDMR)
and its coherent dynamics, down to the single-defect level
[16-19]. Since this development removes the need for col-
lection optics and single-photon detectors, it makes the NV
center system more amenable to integrated technological ap-
plications, particularly in compact diamond quantum sensors
[20-22].

The sensitivity of such a diamond sensor depends on the
optical spin readout contrast and on the signal strength (i.e.,
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the square root of the photon collection rate), motivating
numerous efforts to improve each of these quantities [23].
Typical single-NV-center experiments obtain a readout con-
trast of about 30%.

Recently, a relative increase of about 10% was reported by
using a multipulse spin initialization routine with short green
laser pulses at a single power, applied in alteration with wait
periods over a total duration of several microseconds [24].
However, the charge state dynamics of the center were not
considered therein.

Charge state initialization is a key factor towards improv-
ing the readout contrast, since population in the neutral state
(NV?) leads to undesirable background luminescence and re-
duced brightness. However, a major hindrance in charge state
initialization lies in the unfavorable ionization dynamics that
only allow unidirectional conversion from NV~ to NV via
excitation with a wavelength longer than the zero-phonon
line of NV, Unfortunately, no such mechanism has been
shown for the transfer from NV to NV~. The importance of
charge state purity for increased measurement sensitivity was
highlighted in another recent experiment, where the center’s
charge state was controlled in real time via fast electronic
feedback [25]. Although this method achieved high-fidelity
charge state initialization and an increase in the contrast by a
factor of ~1.13, it required an initialization duration of several
tens of microseconds and considerable hardware overhead.

Here, we predict and demonstrate a method to improve the
readout contrast and brightness by enhanced charge and spin
state initialization of the NV center. The method is readily
suitable for existing experimental setups. We find that this
sequence provides superior initialization for any measurement
duration and we thereby improve the collected photon rates
by 11% and the maximal readout contrast to >46%. It re-
quires only excitation using a single wavelength with different
powers, and we demonstrate experimentally that most of the
resulting improvement can be obtained using very short pulse
sequences with a combined length of less than 3 us, providing
enhanced readout for any measurement sequence length. Fur-
thermore, the principle is most likely applicable to a whole
host of similar systems, such as the divacancy, the silicon
vacancy, and NV centers in silicon carbide, as well as similar
defects in other materials [9-11,13,26,27].

II. MODEL: CHARGE STATE DYNAMICS TO IMPROVE
SIGNAL AND CONTRAST

We develop an effective rate equation model which in-
cludes both the spin and the charge dynamics to reproduce
the experimental time traces and the derived spin contrasts.
A conceptual overview of the scheme is shown in Fig. 1(a).
The model utilizes the decay rates I'j;; and absorption cross
sections o;;, with i and j corresponding to the involved levels.
The free parameters in the model are the excitation cross
sections, all decay rates, and overall scaling factors for the
excitation rates of the two lasers. The resulting parameters are
found by a least-squares minimization procedure described
in detail in Appendixes A, B, and G. Our model consists of
five levels in the negatively charged center (two ground states,
two excited states, and one singlet level) and two levels in
the neutral state. We do not include any metastable levels in

(2) (®) High-Power Limit

(©

FIG. 1. Model overview. (a) Level diagram (levels 1-8) used
for model predictions including a charge capture channel into the
metastable state (level 7). Green arrows denoted by a o indicate a
laser-driven transition, while system-internal decay processes are in-
dicated by dashed arrows and denoted by a I'. CB, conduction band.
(b) Sketch of population distribution within the NV center under
high-power illumination. At strong saturation, a significant portion
of the NV center population will be shelved in the longest-lived state,
i.e., the NV~ metastable state. (c) Under low-power illumination, the
population within the NV~ manifold will be spin polarized by the in-
tersystem crossing dynamics, while the quadratic power dependence
suppresses two-photon charge state mixing processes.

the neutral charge state. It is known that the NV charge state
possesses a metastable manifold which has been observed by
electron spin resonance [28]. From this manifold a one-photon
charge state conversion is energetically possible [29]. Pre-
vious observations, however, indicate that this process does
not play a significant role in the charge state dynamics of the
system [30-32]. Finally, a weakly bound state is included as
described below.

A two-photon process via level 6 effects the NV° to NV~
transition [30-32]. Ab initio considerations indicate that the
conversion from NV° to NV~ occurs from the optically ex-
cited NV? state (level 6) both directly to levels 1 and 3 and
via the metastable singlet state (level 7) (see Appendix A).
This state exhibits a lifetime which is more than an order of
magnitude longer than all optically excited states and has a
small excitation cross section that allows the population to be
shelved during illumination [1,17]. This conversion pathway
highlights the close relationship between the spin, the charge
state, and the shelving dynamics which has eluded a detailed
description so far [18].

This optical pathway connects the charge state dynamics
with a shelving process in the long-lived singlet state. In
the (optical) high-power limit, this mechanism enables effi-
cient charge state initialization via NV~ to NV transfer and
subsequent electron recapture [Fig. 1(b)]. The model indi-
cates that the negative charge state population can thereby
be increased from ~80% at low power to over 92% (see
Appendix B). However, increased shelving under high-power
illumination, i.e., far beyond saturation of the optical tran-
sition, would lead to continuously decreased luminescence
with higher laser powers, while it has been shown that the
NV center exhibits almost power-independent luminescence
in this regime [33,34]. This behavior is accounted for in
the model by allowing excitation out of the singlet state via
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single-photon absorption to a higher-lying state [level 8 in
Fig. 1(a)] [33,35]. Including this state, the luminescence is
expected to slightly decrease past the saturation point while
remaining almost constant at higher laser powers, consistent
with the anomalous saturation behavior observed previously
[33,34,36]. Nonetheless, high-power illumination overall pro-
vides a method to significantly improve the charge state purity.

After shelving, the NV~ m; = 0 occupation will be limited
to only 81% of the total population, by a combination of
the branching ratio of the decays from the metastable state
and excitation out of the metastable state, according to our
model (see Appendix B). Using high-power initialization, we
therefore sacrifice spin state purity to improve the charge state
ratio. However, the m; = 0 population can now be increased
by using weak excitation: For sufficiently low laser power,
charge state conversion becomes negligible as it is suppressed
due to its quadratic dependence on the illumination intensity
[37] [Fig. 1(c)]. The spin polarization is then constrained by
the ratio of the spin mixing rates, with a limiting value of
98% in the m; = 0 state within the NV~ manifold, resulting in
>90% of the total population residing in the m; = 0O state. In
comparison, conventional initialization results in only ~77%
of the total population residing in m; = 0 (see Appendix B).
Thus, using sufficiently weak laser pulses, two-power initial-
ization is able to improve both charge and spin state purity.
However, it should be noted that in practice the achievable
spin polarization will be a compromise between expediency
and charge purity.

III. EXPERIMENTAL RESULTS

For our measurements, we use a home-built optically
detected magnetic resonance (ODMR) setup with two 520-
nm, 80-mW laser diodes (Roithner LD-520-80MG). Two
separate diodes are used here in order to guarantee that
the readout pulses for different sequences are not affected
by thermal changes, or any other memory effects in the
diode which could be caused by different driving conditions.
The diodes are driven by a directly transistor-transistor-
logic-switchable (TTL-switchable) diode driver designed for
spike-free switching (IC Haus HGID). One laser diode is
used for readout pulses only, while the second is used for
the high- and low-intensity laser pulses. Their beams are
combined on a polarizing beamsplitter and coupled into a
single-mode, polarization-maintaining fiber with orthogonal
polarizations. However, we note that two-power initialization
can be achieved with a single laser diode.

As they have orthogonal linear polarizations, the two lasers
couple differently to the NV center: The readout laser excites
the optical transition 1.4 times more efficiently than the initial-
ization laser. We use a readout laser power of P = 0.6 mW,
typical for NV center experiments, and initialization laser
powers of <21 mW . Furthermore, in order to guarantee that
our results are not altered by diode switching characteristics,
we sample the incident beam and record time-resolved traces
for both NV center fluorescence and laser power (see Ap-
pendix F).

The beam is focused on the sample by using an immersion-
oil objective (Nikon CFI Plan Apo NCG 100X Oil) with a
numerical aperture of 1.4 which is used for excitation as well

as for photon collection. For our optical system, the nominal
intensity at the NV center is ~20 mW/um? per milliwatt at
the input of the microscope objective. Our model indicates
that the resulting excitation rates are 35 and 25 MHz/mW for
the readout and initialization laser, respectively.

NV fluorescence is partially filtered out from the collected
light by using a 650-nm long-pass filter. The luminescence
is collected with two optical fibers (Thorlabs P5-SMF28) to
identify single NV centers and detected by two avalanche
photodiodes. Microwave pulses are produced with a signal
generator (Analog Devices ADF4351), are amplified (Mini-
circuits ZHL-16W-43+), and reach the NV center via a wire
spanned across the sample.

We operate at an external magnetic field close to 0 G,
where the m; = +1 states can be treated as degenerate, though
we note that the scheme is equally applicable at larger fields,
including those commonly used to polarize the nitrogen nu-
clear spin [38]. We further apply microwave pulses with a
Rabi frequency of 2w x 13 MHz, which is sufficient to ef-
ficiently drive all three transitions present due to hyperfine
coupling between the nitrogen nucleus and the NV center’s
electronic spin [1].

A. Population shelving and contrast

In order to investigate the predicted reduction in lumines-
cence due to shelving after high-power illumination, we use
a Pr = 0.6 mW readout laser pulse supplemented by Pp =
7mW pulses [Fig. 2(a)]. After a brief spike in the count
rate, part of the luminescence is quenched by the high-power
excitation. Switching off the strong laser pulse leads to a
further, rapid decrease, after which the luminescence recovers
on a timescale dependent on the metastable state’s lifetime and
the power Pg. No such behavior is observed when switching
off the readout laser during the second strong pulse, corrob-
orating the purported shelving due to intense illumination.
Figure 2(b) shows the power dependence of the shelving up
to Pp = 7mW . At even higher laser powers than measured
here, our model predicts a minimum value of 0.35 for the
fluorescence quench.

We compare the fluorescence traces obtained with and
without application of a microwave  pulse [Fig. 2(c)], from
which we directly calculate the respective readout contrasts.
We define the contrast of an optically detected magnetic res-
onance (ODMR) signal as C = 1 — S;/Sp, where S; and Sy
correspond to the total photon counts in the readout window
from m; = +1 and m,; = 0, respectively [39]. While a short
integration time 7Tj, near the start of the readout gives the
highest contrast [Fig. 2(c)], a longer readout duration will
increase the collected photon number. However, prolonged
illumination leads to charge state conversion as well as spin
depolarization, and thereby to a reduction of the contrast over
time. We thus provide two distinct values: Maximal contrast is
obtained from integrating over 50 ns near the start of the read-
out pulse. The contrast for a high signal-to-noise ratio (SNR)
is instead obtained by integrating over a 280-ns window.

Figure 2(c) shows two spin state readout traces for two
different initialization intensities, as well as the integration
windows used to calculate the contrast values. The initial-
ization powers used here are indicated by the blue area
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FIG. 2. High-power dynamics. (a) Photon collection during a
Pr = 0.6 mW readout pulse with (blue) and without (orange) addi-
tional P, = 7 mW pulses. The sudden decrease in fluorescence after
switching off the strong pulse is indicative of shelving into a nonra-
diative state. (b) Depth of the fluorescence dip over Pp (red triangles)
immediately after switching off the high-intensity laser. The dashed
blue line is retrieved from our model, which reproduces the increased
dip with laser power well. At higher laser powers, the model curve
predicts a minimum value of 0.35 for the fluorescence quench. The
inset shows the recovery time extracted from an exponential fit to the
luminescence traces for different Pp. The dashed line is the recovery
time obtained from the model. (¢) Comparison of spin contrast lumi-
nescence traces for Pp = P = 0.6 mW (blue) and Pp = 2 mW with
Pr = 0.6 mW (green), where the latter corresponds to the highlighted
data points in (d). The fluorescence counts collected with and without
application of a microwave 7 pulse are denoted as n; and ny, while
the lower graph corresponds to the signal difference between the two
states. (d) We now apply the high-intensity laser pulse before the
readout pulse and investigate the obtained contrast with increasing
initialization power Pp using a pulse length of 3 us. Increasing Pp
while keeping the readout power constant results in a decrease of the
contrast (purple). We additionally show the reference contrast (blue)
obtained from conventional initialization using a 0.6-mW initializa-
tion and readout pulse. We show both the maximal contrast (50-ns
integration window) and the contrast for the highest signal-to-noise
ratio (280 ns), from measurements (points) as well as numerical solu-
tions from the model (lines). These integration windows are indicated
by Tiy in (c).

in Fig. 2(d). The blue trace shows our result for conven-
tional initialization, while green lines are obtained from
traces using 3 mW of initialization power. Here we obtain
a slightly increased total luminescence signal, hinting at the
increased charge state fidelity using high-power initialization.
Furthermore, the reduction in readout contrast with laser
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FIG. 3. Two-power enhancement. (a) Sequence used during mea-
surements consisting of four steps (steps I-IV), for direct comparison
of two-power (steps I and III) and conventional (steps II and IV)
initialization, where the system is read out using the same laser power
as for initialization. (b) Counts over time during a readout pulse for
conventional initialization (blue) and with two-power initialization
(purple). We observe a clear increase in the obtainable contrast at the
start of the readout pulse, which reduces over time due to increased
spin mixing. (c) Sweep of the power in the low-power pulse with
a duration of 90 us after application of a Py = 21 mW charge state
pulse (purple) and when omitting the latter (orange). Furthermore,
we include the contrasts obtained from the conventional readout-
pulse initialization for reference (blue). While crosses indicate data
points, lines indicate numerical solutions from the model. We show
both maximal (solid lines) and best-SNR (dashed lines) contrasts and
for this duration obtain an optimal P, ~ 6 uW. (d) Resulting contrast
over increasing integration window duration for our two-power (pur-
ple) and conventional (blue) initialization. The red line shows the
improvement evaluated for each integration time, which surpasses
17% for integration windows longer than 200 ns.

power is depicted in Fig. 2(d), where we vary the initial-
ization power Pp while keeping the readout power fixed at

B. Two-power initialization

We now initialize our system using a two-power scheme.
The system is initialized into the negative charge state via trap-
ping in the metastable state by application of a high-intensity
laser pulse with a power Py = 21 mW. We then apply a low-
intensity pulse with power P, = 6 uW and length #;, = 90 us
to polarize the spin state via the more favorable excited-state
branching ratios within NV, followed by a readout pulse [see
step I in Fig. 3(a)]. We additionally perform measurements
with the conventional (single-pulse single-power) readout-
pulse initialization method [see step II in Fig. 3(a)].

In order to quantify the effects of the charge state ini-
tialization pulse (with power Py) and the spin initialization
pulse (power P, and length #7), we first fix Py = 21 mW and
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FIG. 4. Contribution of the charge initialization pulse. High-
intensity laser power sweep for P, = 6 uW (purple) and P, = O uW
(orange) for maximal contrast (solid lines) and best-SNR contrast
(dashed lines). We additionally show our obtained contrast using
conventional readout-pulse initialization (blue). Lines are obtained
from solving the model, while crosses indicate data points.

t, = 90us while varying the power P, [see Fig. 3(c)]. We
observe a fairly wide optimum around P, = 6 uW for which
a maximal contrast around 46% can be reached using the
two-power sequence, compared with ~43.5% using only the
low-power pulse.

Having chosen a power P;, we aim to quantify the charge
state initialization by varying the power of the high-intensity
laser, as depicted in Fig. 4. We perform these measurements
once for P, = 6 uW (purple) and once for P, = O (orange).
Our results show a clear drop in contrast with increased Py
for P, = 0. For data points using two-power initialization
(PL = 6uW), towards Py — OuW, the low-intensity pulse
and our readout laser are responsible for initialization and
tend towards 43.5%, similar to the results previously shown
[24]. For initialization using solely the combination of readout
pulse and high-intensity pulse (orange), we observe a lower
contrast optimum around Py = 50uW before dropping to
the same contrast given by our reference measurements at
Py =0.

We further perform ODMR measurements using the two
optimal pulse parameters [Fig. 5(a)]. This was performed with
and without two-power initialization, both implemented in the
same sequence to guarantee identical external circumstances.
It can be seen that the resonance minimum reaches a slightly
lower value, while the off-resonant luminescence level is sig-
nificantly higher, when using two-power initialization. We
attribute the increase in photon counts to an improved NV~
population caused by the high-power pulse, while the lower
minimum additionally underpins the high spin state purity
obtained from the low-power pulse.

IV. IMPROVEMENT FOR ANY SEQUENCE LENGTH

We find from the model that implementing the two-power
initialization sequence is always advantageous in terms of
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FIG. 5. (a) ODMR measurement performed for two-power ini-
tialization using optimized parameters (purple) with #, = 90 us and
a readout laser power of 0.9 mW. For comparison a sequence using
conventional initialization, where the system is read out using the
same laser power as it is initialized with, is shown in blue. Counts
are obtained in 280-ns readout windows. Solid lines are sinc? fits to
the data. (b) Depiction of the pulse sequence and pulse duration used
for high-speed two-power initialization. (c) Contrast obtained from
an optimized pulse sequence where the readout pulse is immedi-
ately followed by a short (150 ns) high-intensity pulse Py = 21 mW
allowing for rapid charge state initialization. A 200-ns-long pause
is inserted for the laser diode to completely switch off before a
low-intensity pulse of varying power and length is applied. For a
combined initialization and readout duration of 3 us we already ob-
tain a relative contrast increase of 12% compared with conventional
initialization.

measurement sensitivity, independent of the free-evolution
time in the measurement sequence (see Appendix D). As
an example, a speedup factor of 1.2 is predicted for a free-
evolution time of only 500ns. Confirming this prediction,
a measurement sequence with short initialization times is
shown in Fig. 5(b). For short evolution times, on the order of
microseconds, relevant for recently developed methods such
as quantum heterodyne (Qdyne) detection [40], the speedup
benefits chiefly from the fast charge state purification using
high-power pulses. We observe that the contrast is already
improved, compared with conventional initialization, for the
shortest measured sequence with an initialization duration
of 650ns. A far greater improvement can be achieved with
only a modest increase of the initialization time: A maximal
(SNR) contrast of 44% (35%) is already reached with a total
combined initialization and readout time of only 3 us with
Pp =90uW, 1, = 2 s, and a readout power of P = 0.7 mW
[Fig. 5(c)]. For comparison, conventional initialization using
this readout power reaches 40.8% (31%) at the readout power
used here.

Longer measurement sequences, with a duration of tens to
hundreds of microseconds, are regularly used in, e.g., high-
resolution magnetometry [23] and the detection of external
spins [41,42] using near-surface NV centers [43] or involving
the manipulation of nuclear spins [44]. Longer initialization
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times can be used in such sequences, which can thereby be
accelerated with a speedup factor of >1.5 (see Appendix D).

V. SUMMARY

In summary, we have shown that a two-power initialization
sequence strongly increases the initial spin contrast of the NV
center. The improvement persists over the course of the read-
out duration, giving a contrast increase of >17% after 250 ns.
The benefit of the sequence is threefold: Firstly, the spin
and charge states are initialized with high purity. Secondly,
the luminescence collected in the NV~ spectral window is
increased, further improving the SNR. Thirdly, initialization
times can be shortened down to only a couple of microsec-
onds while still benefiting from the first two advantages. An
additional, though here small, beneficial effect is the observed
suppression of background luminescence by bleaching within
the detection volume, the nature of which is yet to be deter-
mined (see Appendix E). Additionally, we supply a detailed
model that is in good agreement with the data recorded here
and is able to predict the spin contrast, fluorescence behavior,
and time evolution of the system under illumination. The
demonstrated method has two requirements: Following a stan-
dard readout pulse, a high-power laser pulse is required which
must be switched off on a timescale much shorter than the
metastable-state lifetime (i.e., «200ns). This pulse can be
short (on the order of nanoseconds) since the driven shelving
pathway does not involve any optical decay processes. Then,
a low-power laser pulse with an intensity on the order of
0.5-10% of the readout pulse is needed, the length of which
is set by the desired improvement. Both requirements can be
fulfilled in most standard NV center experimental setups using
acousto-optic modulators or switched laser diodes [24,45].

VI. DISCUSSION AND CONCLUSION

The two-power initialization method provides a direct
route to improved measurements in almost any setting for ni-
trogen vacancy sensors and can be adapted for a large variety
of spin centers [23]. Additionally, the improved initialization
may be of use even in low-temperature applications, where ac-
celerated initialization routines for the spin and charge states
can reduce the sequence duration [46,47]. The spin readout
can be improved further by using a higher readout power than
what was available in our experiment. Our model predicts a
maximum contrast approaching 48% using two-power initial-
ization, while a (hypothetical) perfect initialization procedure
would produce a maximum contrast of slightly above 52%.
Finally, we note that the intricate interplay of the spin po-
larization with the charge state dynamics indicates that the
mechanism implemented in this paper will depend on the
excitation wavelength [30,48]. This matter underlines the ne-
cessity for further investigation, by both theoretical modeling
and experimental characterization of the NV center’s response
to excitation.
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APPENDIX A: MODEL

Having demonstrated the validity of two-power initializa-
tion, we aim to explore the effect of charge state conversion
on the observed photodynamics of the defect, and infer its
effect for higher laser powers. Building upon insights gained
from previous work [24,30,49,50], we therefore construct an
effective model for the dynamics (see Fig. 1).

We model the negative charge state as a five-level system
including two ground states (L;, L3), two optically excited
states (L, L4), and one effective singlet state (L7), driven by
off-resonant green laser excitation. Levels Ls and L represent
the neutral charge state (NV®). Optically excited NV~ states
can either decay back to the NV~ ground state via emission
of a red photon or decay to the singlet state (L;) via a non-
radiative and spin-dependent process. Excitation with green
(520 nm) illumination does not supply sufficient energy to
directly excite the system from the the triplet ground states
to the conduction band. Charge state conversion occurs either
from the optically excited levels in the triplet manifold of
NV~ [30] or by excitation from the metastable state (L7). The
driven channel from L, and L, takes place via either an Auger
process [51] or direct ionization [29] responsible for electron
ionization. The former process decays into the ground state of
NV°, whereas the latter process scatters to the shelving “A,
state of NV leaving one electron elevated to the conduction
band. The direct photoexcitation can be approximated by an
er operator, which is a one-body operator. According to the
Slater-Condon rules [52,53], only one spin orbital can change
in this optical transition; therefore 3E of NV~ transforms
into “A, of NV? plus an electron in the conduction band by
photoexcitation. In our experiments we do not find evidence
of measurable population of the shelving A, state; therefore it
is ignored in the model. Conversely, the Auger process can be
described as swapping two spin orbitals, a two-body operator;
therefore *E of NV~ can scatter to the ground state of NV’
plus an electron high in the conduction band [51].
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The photoexcitation of the 24, excited state of NV® may
also occur by either a direct process (promoting an electron
from the valence band to the empty a; defect level in the gap)
or an Auger process (occupying the in-gap a; hole by an elec-
tron from the in-gap e level and then promoting an electron
from the valence band to the empty e defect level in the gap).
Both processes leave a hole in the valence band. In the direct
process, the system arrives at the ground state of NV, i.e.,
L¢ goes to the L; and L3 states because of the Slater-Condon
principle to which we have alluded. On the other hand, the
Auger process enables us to arrive at the metastable state L7 of
NV~ too, besides the L; and L; states, where L; amalgamates
the 'A; and ' E singlet states because of the very short lifetime
of the 'A; state [54]. The energy cost of these processes
varies with the final state. The calculated adiabatic acceptor
charge transition level of the NV defect is at about 2.75eV
from the conduction band edge [55,56], whereas the calcu-
lated energy gap between the A, ground state and the 'A;
state is at about 1.6 eV (see Ref. [57] and references therein).
The total energy cost to convert the NV ground state to the
1A, NV~ excited state is then about 4.3 eV, which coincides
with twice the zero-phonon-line (ZPL) energy of NV, This
means that a special excited state of 'A; of NV~ binding a
hole resonant with the valence band maximum develops. This
hole is Coulombically bound, which is a special bound exciton
state or Rydberg state which has been observed for the silicon
vacancy (SiV) defect [58] and has been recently implied and
modeled for the 3A, plus a bound hole system for the NV~
defect [59,60]. The bound hole is loosely localized following
the effective mass theory. By even taking into account the pos-
sible relaxation energy of the ions caused by the change in the
electronic states, we may claim that 520-nm laser excitation
can reach the 'A| plus bound hole state of NV~ by two-photon
excitation of NVO. Scattering to the 'E (L;) and 34, (L, and
L3) states of NV~ via an Auger process leaves a hole deep in
the valence band at around 1.2 and 1.6eV from the valence
band maximum, respectively. According to our calculation, a
resonant a; state, broadened by the diamond bands, occurs in
this energy region which originates from the dangling bond
orbitals of the carbon and nitrogen atoms near the vacant site.
Unlike the usual diamond bands that are completely delo-
calized, the resonant state is weakly localized. This should
lead to a larger direct- and Auger-ionization rate of NV than
those of NV, because no such high-energy resonant state
exists in the conduction band, critical in the photoionization
of NV™. Previous calculations of the ionization rates of NV~
implied that the Auger rates are significantly faster than the
direct-ionization rates [51]. By asserting the same scenario
for the photoionization of NV and considering the resonance
condition towards the 'A; state (L;), we assume a decay from
L to Ly and existing decay channels towards L; and L. In this
case, the NV~ ground-state triplet is spin polarized towards
the m; = O state. Nevertheless, simulation results could not
entirely exclude the possibility that direct ionization to the
ground state occurs. In this case, the group theory analysis
implies that the population of the m; = 0O states relative to the
ms = 1 states of >A, is given by 1/3 : 2/3.

Furthermore, at high excitation powers, the NV cen-
ter exhibits nearly power-independent luminescence [33,34].

TABLE I. Model parameters used for the rate equation model.

Parameter Value
Decay time (ns)
;| 13
Iy 13
It 20
rs) 93.5(8)*
r,; 14.98(6)*
F{} 186.12(24)*
;) 2722(57)
Normalized cross section
012 =034 1
073 0.0059(3)*
06,7 0.15(1)*
06,3 03(2)d
025 = 045 0237(4)a
05.6 0.562(7)*
06 1 0.281(7)*
Lg branching
I'sa/Ts2 2.7(1.6)*
Igs5/Ts 0
Power scaling (MHz/mW)
Readout laser 35.0(3)*
Initialization laser 25.0(2)*

“Fitted parameters obtained from the results in the main text.

This behavior is incompatible with perfectly “dark™ shelving
of the electron in the metastable state, since such a sys-
tem would display decreasing luminescence towards higher
excitation intensity. We therefore include excitation from the
metastable ground state (L;) via a single-photon transition
to a higher-lying state (Lg). A strong and broad transition
around 2.58¢eV from 'E to 'E’ has been observed in nu-
merical simulations and could be excited by 520-nm green
illumination (2.384eV), providing a possible candidate for
such a mechanism [35]. 'E’ can decay to the triplet excited
states via an intersystem crossing [57,61]. In the model, decay
from Lg is allowed towards the NV ground state and to the
NV~ triplet excited states, but the numerical optimization
converges towards values with negligible decay to the neutral
state. We underline that the excitation efficiencies for many
of these processes are expected to be strongly wavelength
dependent, leading to different dynamics for other excitation
energies [48].

The processes described above are collected in a rate equa-
tion system where o; ; denotes the excitation cross section for
a transition L; — L;, scaled via a variable P which is globally
varied by two free parameters determining laser coupling to
the NV center. Since lasers with orthogonal polarization can
couple differently to the NV center, we adjust the driving
rate constant P independently for each laser. Similarly, the
decay rate from an excited state L, — L, is given by I', .
We fix a number of decay rates to literature values, namely,
I'21, Ta3, and I's 5 (see Table I). Furthermore, we fix the
lifetime of the higher-lying state (Lg) to 200 ps and only vary
its relative branching ratios into L;, L3, and Ls. Since not
much information about the details of this state is known,
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we opted to assign a comparatively fast decay rate to it. This
ensures that no population is shelved in this state while its
branching still remains included. Our fitted model suggests
that this state decays equally into to the optically excited
m, = 0 and my; = %1 states; however, the obtained error bars
leave the possibility of potential spin polarization open. Here,
further investigation might be of interest and lead to a bet-
ter understanding of the optical excitation cycle of the NV
center.

Additionally, we fix the excitation cross sections o034 =
01,2 = 1 while all other excitation cross sections are extracted
from a numerically optimized fit (see Appendix G) to the data
shown in the main text; the excitation cross sections are listed
in Table I.

APPENDIX B: MODEL PREDICTIONS

In this Appendix, we evaluate our model in the high- and
low-power excitation regimes, highlighting several features
that are of relevance for the measurement of spin-dependent
luminescence and photocurrent. The system presents power-
dependent shelving due to og 7. At low powers, the metastable
state will be depopulated predominantly via decay into the
triplet ground states (I';; and I'73). At higher powers, the
shelved population is reduced by laser excitation via the tran-
sitions with cross section o7 3. The balance between these
processes will define the anomalous saturation, since con-
version from NV~ to NV results in an increase in the
shelving rate, while excitation out of the metastable state
leads to fluorescence in the high-power limit. These rates
also define the photoelectric signal under green illumina-
tion and negate the possibility of perfectly protecting nuclear
spins from electron decoherence using high-power laser
illumination [62].

These mechanisms also explain our improved charge state
initialization: Under sufficiently high driving powers, the
population will be strongly shelved in L7, so long as the
excitation rate of the singlet state remains sufficiently small.
We find that more than 80% of the population is pumped
into the metastable state, such that the charge state error
is reduced from 19.5 to 8%. After subsequent relaxation,
the shelved population will branch into the m; = £1 state
(L) with Ry3 = F7'3/(F7,1 + F7,3) = 0.07 and into the
mg = 0 state (L)) with R;1 = T'71/(T'71 + '73) = 0.93 (see
Table I). A high-intensity pulse thus initializes the charge state
effectively, at the cost of spin polarization within the NV~
manifold.

At this point, the m; = 0 population can, however, be in-
creased using weak laser excitation: In the low-power limit,
where Poy 5 < I'p1 +T'27 and Poy s < 'y 3 + T4 7, the rate
of transfers between charge states is negligible. It is therefore
possible to initialize the spin state effectively within the NV~
subsystem in this regime, via the decay rate ratios I's 7/T"2.7 >
1 and I'7,;/T'73 > 1. The m; = 0 population can then be in-
creased to a maximum of 1/(1 4+ Ry 71'73/R471'7.1) = 98%
within the NV~ manifold, where Ry 7 =1"27/(T'21 +T'27)
and Ry 7 = T'47/(T'43 + T'47), respectively. Since time is a
limiting factor in measurements, in practice the achievable
spin polarization will be the result of a compromise between
expediency and charge state conversion probability.

with relaxation low-power pulse
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FIG. 6. (a) Population after relaxation from the steady state for
continuous-wave illumination with intensity Py. High-power illu-
mination leads to shelving in the metastable state, which permits
high-fidelity charge state initialization. The NV° population (orange)
decreases towards high pumping power Py >> 1 mW, but the m; =
+1 population (red) increases. The sum of these populations gives
the total initialization error (dashed line). (b) Model evaluation of
spin state error within NV~ (portion of total population in m, = £1),
charge state error (population in NV°), and total error (sum of both,
purple) under low-power initialization after a 21-mW initialization
pulse. The diamonds are obtained from low-power approximations
(see main text), which coincide well with the full model at low
excitation powers.

The key mechanisms are summarized in Fig. 6. Figure 6(a)
shows the calculated populations for NV (orange) and m, =
+1 (red) for relaxation after a long pulse of a given power,
i.e., after relaxation from the steady state. The dashed purple
line is the total initialization error calculated by taking the
sum of both. While in the low-power regime we obtain a
constant NV population of about 19.5%, in agreement with
the findings in Ref. [30], increasing the power beyond 1 mW
will initialize the charge state towards NV~ while simultane-
ously worsening the NV~ spin state initialization. Figure 6(b)
shows the effect of subsequent spin initialization using low
intensity versus time (solid lines). It can be seen that this sec-
ond pulse rapidly reduces the spin error caused by the charge
state pulse. For long illumination times, the error increases
again due to slow charge state conversion of the NV center.
We find that for low powers this rate can be approximated
as P?01,055/(I'2.1 + I'2.7) and the polarization rate can be
approximated as Poj 2R47R7,1. Conversely, the NV? to NV~
charge recapture can be approximated as P>056067/Ts.5. The
results obtained from these approximations are indicated by
the diamonds in Fig. 6(b). The resulting luminescence con-
trast and the spin polarization are both highly dependent on
the parameters assumed for the branching ratios in the excited
and metastable states. In Table II, we compare selected values
from the literature, cautioning that the assumptions, measure-
ment methods, and experimental settings were rather different
in each case. For each set, we also show the calculated initial
contrast achievable for perfect spin and charge state initializa-
tion, as well as only for perfect charge state initialization.
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TABLE II. Comparison of selected and literature parameters. The first two columns of data show the maximal m; = 0 and m, = +1
populations (Ly, L;) in the low-power limit. Since the selected literature models do not include both charge states of the NV center, in the
“Chosen” row we state two values for respective Lo(max) and L;(max) populations: The first value assumes no charge mixing, for which
comparatively high spin initialization is obtained; values in parentheses, instead, give the resulting population taking the neutral charge state
into account. The next three columns show the metastable state branching ratio (MS) towards the optical ground state as well as the branching
ratios of the optically excited NV~ states (E0, E£1). Furthermore, using these values, in the last two columns we calculate the maximal
initial contrast (Lo = 1), for which we assume perfect m; = 0 initialization, as well as the spin readout contrast obtained from the maximally

achievable m,; = 0 initialization; we note that these values are lower than what we obtained in our measurements since, in order to allow for
LoR43+L Ry, +0.6Ls

comparison between literature values, they are calculated as C = 1 —

LRy 3+LoRy, | +0.6L5°

where the factor 0.6 stems from the spectral selectivity

of NV°.
Population Branching ratio Contrast

Lo(max) L;(max) MS(R7,1) EO(R2,7) Ex1(Ry7) Ly=1 Lo(max)
Tetienne et al. [63] 0.88 0.12 0.57 0.09 0.41 0.38 0.3
Gupta et al. [64] 0.91 0.09 0.7 0.13 0.57 0.51 0.44
Kalb et al. [65] 1 0 0.8 0 0.41 0.39 0.39
Thiering and Gali [66] 0.84
Chosen 0.98 (0.79) 0.017 (0.014) 0.93 0.12 0.46 0.39 0.33

APPENDIX C: LUMINESCENCE SIGNAL

The maximum contrast and the contrast at the best
signal-to-noise ratio (SNR) for spin-dependent luminescence
measurements can be extracted from the time-dependent state
occupations under pulsed excitation and are shown in Fig. 7.
Firstly, we evaluate the dynamics of the system under the as-
sumption that the populations have reached a steady state after
illumination with laser intensity Pg (scenario I in Fig. 7). This
equilibrium is usually reached even after a few short mea-
surement pulses on the order of approximately microseconds,
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FIG. 7. Readout power. Model contrast predictions under varia-
tion of readout power for three cases (scenarios I-III). Green lines
show the result if the system could be perfectly initialized into
ms = 0. Purple lines correspond to a charge state pulse of 20 mW,
i.e., the value with the best expected performance in our data, fol-
lowed by a low-intensity pulse of 6 uW for 90 us. Orange lines show
the conventional sequence used in experiments, where the readout
pulse is of the same power as the initialization pulse. Solid lines
show the maximal contrast obtained at a singular point within the
readout duration, while the dashed lines show the SNR contrast (for
maximum SNR), found by optimizing the readout duration (red line).
Read., readout; Init, initialization.

and should therefore correctly depict common experimental
conditions. Furthermore, it is necessary to consider the rela-
tive signal strengths for the luminescence of the two charge
states, which cannot be perfectly discriminated by spectral
filtering. In the experiment, we use a long-pass filter with
an edge wavelength of 650 nm. From the filter transmission
and the spectral properties of the two charge states [59], we
estimate a spectral selectivity of NV relative to NV~ of
0.6 : 1. The combined luminescence signal of the two charge
states is thus calculated from the bright transition rates S =
Loy + Laly 3 + 0.6 x L¢Ts 5.

In order to extract the contrast, we use two input states: In
the first case, the population distributions after initialization
are taken as the initial conditions, resulting in the signal Sp. In
the second case, the L; population is fully swapped with the
L3 population, corresponding to a 7 rotation of the initialized
state from m; = 0 to my; = %1, resulting in the signal S;. The
optimal measurement time is then found by numerical inte-
gration of the two signals over the readout time to maximize
the quantity SNR = (Syp — S1)/+/So + S1.

We examine two further initialization conditions. In sce-
nario II, the starting conditions are chosen to match the
population resulting from the two-step initialization sequence
described in the main text with P = 20 mW and #;, = 90 us.
This choice improves both the maximal contrast and the
best-SNR contrast significantly, reaching values of 48 and
38%, respectively. Green lines show the upper contrast limit
predicted by our model in scenario III, where perfect ini-
tialization into m,; = 0 is assumed. We make the simplifying
assumption that the excitation light causes no extraneous
background scattering.

In summary, the two-step initialization procedure, com-
bined with an optimized readout intensity, provides a re-
markable improvement in the signal difference that can be
extracted from a spin-dependent measurement. Our model
furthermore predicts that, with further improvements to the
initialization, a peak contrast of almost 52% (best SNR:
41%) could be reached by perfect spin and charge state
initialization.
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APPENDIX D: EFFICIENCY

Two-power initialization can effectively increase the read-
out contrast by more than ~17% and boost the peak photon
count rate by 11% (see main text). We will follow up with
an analysis of the expected speedups gained from using three
separate laser powers for readout and initialization and com-
pare our results with the conventionally used method of using
a single pulse for readout and initialization. High-power illu-
mination will lead to an initial reduction in readout contrast
compared with the commonly used method due to the in-
ferior branching ratio of the metastable state (see previous
sections and main text). However, for the high-intensity pulse
Py, only very short times are necessary since, according
to our model, it only relies on driven channels which are
not delayed by any decay time. Here we expect a trade-
off between expediency and initialization quality to occur.
Conversely, the low-intensity pulse P, must be sufficiently
weak in order to avoid charge state conversion. This require-
ment, in turn, can lead to long (many-microsecond) pulses
for the spin polarization to take effect. In order to obtain a
break-even point that optimizes the applied initialization for
a given manipulation time ty;, we compare three different
initialization methods with respect to their sensitivities. We
follow the treatment of Ref. [23], where the sensitivity is
given by

N+ Ty 1 1 1
1Y TN Coptn e

Here, T, corresponds to the dephasing time, 73 and 7; rep-
resent the time necessary for manipulation and initialization,
respectively, Copy = (S1 — S0)/(S1 + So) is the readout con-
trast, and N is the average number of photons collected per
sequence.

We numerically solve our model for three cases: Readout-
pulse initialization (RPI) is the commonly employed method,
where a laser pulse with power Pg and duration tz provides
both readout and initialization. Single-pulse initialization
(SPI) includes a second, weaker pulse of power P, and length
7;, for initialization; thus different powers are allowed for
readout and initialization. For two-power initialization (TPI),
we include a short, high-intensity pulse (Py, ty). We further-
more include a pause tp after each initialization sequence,
so that metastable state decay into the NV~ optical ground
state can take place. Additionally, we define the system as
“initialized” if, independently of the starting state, the system
always ends up in the same final state (up to a 0.1% error).
The total initialization time is then calculated as 7, = 1 +
Ty + 71 + Tp and optimized for all manipulation lengths, 7).
Since we compare the three cases for identical spin manip-
ulation times, the factor tj exp (tp/7T,") drops out in the
calculation.

To obtain the speedup provided by our improved initializa-
tion sequence, we compare readout-pulse initialization with
single- and two-power sequences using

(D)

2
Tispryor ctP1y _ "I{SPI) or (TPI) D2)

2
Trpr TIRpPI
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FIG. 8. Speedup. (a) We optimize the sensitivity for RPI, SPI,
and TPI for a set of manipulation times to obtain the sensitivity
gain. All parameters are left free during optimization though we
force the application of a 20-ns-long high-power (30 mW) pulse
for TPI. Both SPI and TPI prove beneficial for all manipulation
lengths. (b) Predicted speedup in measurement time. (c) Comparison
of the sensitivity for four selected cases: readout-pulse initializa-
tion with Pr = 1 mW (gray) and two-power initialization (TPI) for
Pr = 1mW and fixed P, = 380uW (green), P, =200 uW (blue),
and P, = 43 uW (purple). With these fixed values we only allow 7,
to vary. (d) Optimal P, and t; for all sets of manipulation times using
TPI (we note that SPI leads to very similar results).

calculated as 7 = n? and represents the time necessary to
reach a certain SNR.

The results are depicted in Fig. 8 showing the scaled
sensitivities for RPI and three cases of TPI. We obtain an
immediate improvement in sensitivity for both SPI and TPIL
The benefit from SPI shows that initialization and readout
should in general be performed at different powers due to
power-dependent charge state conversion. The benefit of TPI
stems from the fast state initialization at high powers. While
a single readout pulse typically needs about 1-2 us to prop-
erly initialize the system, usually only the first 300 ns are of
interest for signal acquisition. Using TPI on the other hand,
the readout pulse can be kept short (300 ns), while subse-
quent application of the high-power pulse only needs about
20 ns to reach a steady state. The spin state error resulting
from high-power initialization (see main text) is, however,
outweighed by the comparatively fast initialization. For long
manipulation times an increasing amount of time can be spent
to repair the resulting spin error using subsequent low-power
illumination without a significant increase in sequence length.
Sensitivity for TPI thus gets monotonically better since the
low-power pulse can be kept at lower and lower powers while
increasing its length to avoid charge state mixing. Figure 8(b)
shows the predicted speedup for TPI and SPI. Furthermore,
Fig. 8(c) shows the achieved speedup for three selected low-
power pulses. While the previous results were obtained by
optimization of pulse lengths and powers, here we fix the read-
out power Pr = 1 mW, and P, = {43 uW, 200 uW, 380 uW}
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FIG. 9. Background counts taken 3 um away from the NV cen-
ter during a constant 0.6-mW readout pulse when followed by an
additional 5-ps-long pulse with varying power Py. During these
measurements, as in all data captured in the main text, we kept the
total sequence length at 100 us in order to maintain identical circum-
stances. We obtain an exponential reduction from ~3900 counts per
second to ~2700 counts per second with increasing Py . For compar-
ison, at 0.6 mW we collect about 7 x 10* counts per second when
focused on the NV center. We attribute the reduced fluorescence to a
background signal that is bleached away by increasing illumination
intensity.

while we numerically optimize the low-power pulse length at
these instances [Fig. 8(c)]. For short manipulation times, it
proves beneficial to apply short, comparatively strong pulses
(380 uW) at the end of the initialization step instead of long,
e.g., 43-uW, pulses since low-power pulses require more time
for proper initialization. For long manipulation times, how-
ever, we obtain a speedup surpassing 1.5. Figure 8(d) shows
the numerically calculated optimal powers and pulse lengths
for the low-power pulse in TPI. We note that the optimal Py,
and t;, for SPI derived from our model are almost identical to
those for TPI.

APPENDIX E: BACKGROUND SUBTRACTION

During all measurements, we observed a slight increase of
2% in the reference contrast from steps II and IV (see main
text, Fig. 3(a)) when the high-intensity pulse was added to the
TPI sequence (steps I and III). We thus performed a set of
background measurements using the two-power initialization
sequence while varying the power of the high-intensity pulse
(Fig. 9). These measurements were performed by collecting
fluorescence 3 um away from the NV center on a spot with-
out any other NV centers at the same depth. We observed
a clear decrease in collected background photons with in-
creasing Py, which we attribute to unwanted fluorescence
that is bleached away by the additional pulse. We thus cor-
rected our photon count rates using Py-dependent background
counts.
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FIG. 10. Laser contrast correlations. We perform a contrast cal-
culation on the laser power traces recorded using a separate photon
counter. The data processing is identical to that used for the evalua-
tion of NV center photoluminescence counts. Left plots: The contrast
that could stem from laser diode fluctuations vs the contrast from
each data point for both long (top) and short (bottom) integration
windows. Red lines in the plots show a linear fit through all points.
Right plots: Contrast of our data sets that sweep Py and P, when
applied to the laser traces.

APPENDIX F: LASER CHARACTERISTICS

As described in the main text, we use two laser diodes
driven directly by a TTL-switchable diode driver for readout
and high- or low-intensity pulses, respectively. This separation
prevents potential correlations caused by laser diode charac-
teristics. As an example, driving a diode at peak power can
cause intensity variations in subsequent pulses due to elec-
tronic or thermal effects. We stress that the use of two laser
diodes is not a requirement for the improved initialization
and was only implemented to guarantee highly repeatable
readout pulses for a broad variation of initialization pulse
characteristics.

In order to quantify the effects of laser fluctuations on our
results, we sampled part of the excitation light into a fiber to
record the laser time traces during the experiments described
in the main text. We applied all contrast calculations to our
fluorescence traces (main text) as well as to the recorded laser
traces. Figure 10 shows the obtained contrast from the laser
versus the contrasts resulting from our fluorescence traces
(left panels) for both short and long integration windows.
While for short integration windows we see a very slight anti-
correlation (red lines), we observe no correlation between the
two quantities for longer integration windows. We addition-
ally apply our contrast calculation to the Py and P, sweeps.
These also show no significant correlation, proving that laser
pulse variability does not contribute to the observed contrast
improvements.
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APPENDIX G: NUMERICAL OPTIMIZATION
AND GENETIC ALGORITHM

In order to fit our free parameters to the experimental re-
sults, we numerically solve the system matrix to retrieve time
traces for each data measurement trace. Those traces consist
of the first 500 ns of each readout pulse for both readout power
initialization and two-power initialization. Our optimization
parameter is obtained by finding the least-squares deviation
of the simulated fluorescence relative to the measured fluo-
rescence. Additionally, we compare the fluorescence of our
model during stepwise increase of continuous laser excita-
tion power to a measured fluorescence. The sum of both
is calculated to obtain the total fit error Ayy. We further
give an abstract overview of the optimization process: We
first create a parent state vector P = (A, Az, ..., A;) =
(I'1, ..., Ty, o1,...,0x) for which we can evaluate A,y We
additionally create a second parent P, that contains random-
ized elements. Both parents are used to create three offspring
members O ;3 via random cutting and swapping. Below we
describe the procedure using a seven-parameter space. Off-
spring creation then leads to

Ay B
A B,
Az B;
Pi=|As|, Po=|By
As Bs
Ag Bg
A7 B,

_ T R (G1)
B, Ay B
B, A B,
Az Aj B;
—> 01 = A4 . 02 = A4 N 03 = B4
As As As
Ag Ag Ag
Az By Aq

Offspring vectors are then mutated such that each parame-
ter has a probability of changing by a random factor §; €
[1—€,1+¢€]eg., A3 = 8345, We give all elements of each
offspring member a 20% chance of mutation. From this pro-
cedure we obtain, e.g., the set

A By
Az B
A; Bj

Pi=|As|, P =|B4],
As Bs
Ag Bs
A B,

o _ _ (G2)

B, Ay B
B, A, B,
A; As B;

O1=|As|, O,=|As|, O3=|Bs],
As As As
Ag Ag Aq
Aq B, A;

for which we evaluate all individual A, then select the two
that minimize Ay best, which are chosen as new parents from
which the process repeats. Finally, we note that in the actual
optimization process, six offspring members were created
from each set of parents, and the parameter space consisted
of all free parameters.
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