
O R I G I N A L  R E S E A R C H

Machine Learning Algorithm to Estimate Distant 
Breast Cancer Recurrence at the Population Level 
with Administrative Data
Hava Izci 1, Gilles Macq2, Tim Tambuyzer2, Harlinde De Schutter2, Hans Wildiers1,3, 
Francois P Duhoux4, Evandro de Azambuja5, Donatienne Taylor6, Gracienne Staelens7, Guy Orye8, 
Zuzana Hlavata9, Helga Hellemans 10, Carine De Rop11, Patrick Neven1,3, Freija Verdoodt2

1KU Leuven - University of Leuven, Department of Oncology, Leuven, B-3000, Belgium; 2Belgian Cancer Registry, Research Department, Brussels, 
Belgium; 3University Hospitals Leuven, Multidisciplinary Breast Center, Leuven, B-3000, Belgium; 4Department of Medical Oncology, King Albert II 
Cancer Institute, Cliniques Universitaires Saint-Luc, Brussels, Belgium; 5Institut Jules Bordet and l’Université Libre de Bruxelles (U.L.B), Brussels, 
Belgium; 6CHU UCL Namur, Site Sainte-Elisabeth, Namur, Belgium; 7Multidisciplinary Breast Center, General Hospital Groeninge, Kortrijk, Belgium; 
8Department of Obstetrics and Gynecology, Jessa Hospital, Hasselt, Belgium; 9Department of Medical Oncology, CHR Mons-Hainaut, Mons, Hainaut, 
Belgium; 10Department of Obstetrics and Gynaecology, AZ Delta, Roeselaere, Belgium; 11Department of Obstetrics and Gynaecology, Imelda 
Hospital, Bonheiden, Belgium

Correspondence: Hava Izci, KU Leuven, Department of oncology, Herestraat 49 Box 7003-06, Leuven, 3000, Belgium, Email hava.izci@kuleuven.be 

Purpose: High-quality population-based cancer recurrence data are scarcely available, mainly due to complexity and cost of 
registration. For the first time in Belgium, we developed a tool to estimate distant recurrence after a breast cancer diagnosis at the 
population level, based on real-world cancer registration and administrative data.
Methods: Data on distant cancer recurrence (including progression) from patients diagnosed with breast cancer between 2009–2014 
were collected from medical files at 9 Belgian centers to train, test and externally validate an algorithm (i.e., gold standard). Distant 
recurrence was defined as the occurrence of distant metastases between 120 days and within 10 years after the primary diagnosis, with 
follow-up until December 31, 2018. Data from the gold standard were linked to population-based data from the Belgian Cancer 
Registry (BCR) and administrative data sources. Potential features to detect recurrences in administrative data were defined based on 
expert opinion from breast oncologists, and subsequently selected using bootstrap aggregation. Based on the selected features, 
classification and regression tree (CART) analysis was performed to construct an algorithm for classifying patients as having 
a distant recurrence or not.
Results: A total of 2507 patients were included of whom 216 had a distant recurrence in the clinical data set. The performance of the 
algorithm showed sensitivity of 79.5% (95% CI 68.8–87.8%), positive predictive value (PPV) of 79.5% (95% CI 68.8–87.8%), and 
accuracy of 96.7% (95% CI 95.4–97.7%). The external validation resulted in a sensitivity of 84.1% (95% CI 74.4–91.3%), PPV of 
84.1% (95% CI 74.4–91.3%), and an accuracy of 96.8% (95% CI 95.4–97.9%).
Conclusion: Our algorithm detected distant breast cancer recurrences with an overall good accuracy of 96.8% for patients with breast 
cancer, as observed in the first multi-centric external validation exercise.
Keywords: machine learning, breast cancer, distant metastases, recurrences, algorithm, administrative data

Introduction
Cancer recurrence is considered to be an important cancer outcome metric to measure the burden of the disease and 
success of (neo)adjuvant therapies. Despite this, high-quality breast cancer recurrence rates currently remain unknown in 
most countries, including Belgium. To date, cancer recurrence is not systematically registered in most population-based 
cancer registries, due to the difficulty and labor-intensity of registering follow-up for recurrences.

Recurrence definitions used for registration purposes differ among countries, due to the lack of consensus regarding 
a standardized clinical definition. Defining recurrence clinically is a challenge, since various methods exist to detect 
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recurrences after (neo)adjuvant treatments of a patient such as physical examination, pathological examination, imaging, 
or tumor markers. Unlike the guidelines and definitions that currently exist in the clinical trial setting,1,2 no guidelines are 
set to correctly and consistently register a recurrence in a patient with stage I–III breast cancer at diagnosis.

Real-world recurrence data could give an estimation of cancer burden and efficacy of cancer treatment modalities 
outside a conventional clinical trial setting, which could eventually lead to improvements in quality of care.3,4 

Administrative data from health insurance companies on medical treatments and procedures, also known as bill claims, 
and hospital discharge data could represent an alternative source for the assessment of disease evolution after breast 
cancer treatment.

Recently, machine learning algorithms based on classification and regression trees (CART) have been developed to 
detect cancer recurrence at the population level using claims data.5 However, only in a limited number of countries, 
research teams were able to successfully construct algorithms to detect breast cancer recurrences, and only for a small 
number of centers (USA,6,7 Canada,8,9 Denmark10,11 and Sweden)12 Our aim was to develop, test and validate an 
algorithm using administrative data features allowing the estimation of breast cancer recurrence rates for all Belgian 
patients with breast cancer.

Methods
Study Population
To construct and validate an algorithm to detect distant recurrences, female patients with breast cancer diagnosed between 
January 1, 2009 and December 31, 2014 were included from nine different centers located in all three Belgian regions. We did 
not include patients with stage IV breast cancer at diagnosis, patients with a history of cancer (any second primary cancer, 
multiple tumors, and contralateral tumors), or patients who could not be coupled to administrative data sources. All breast 
cancers, regardless of molecular subtype, were included. Among the nine centers were centers from the Flemish region 
(University Hospitals Leuven, General Hospital Groeninge, Jessa Hospital, Imelda Hospital, and AZ Delta), Brussels-Capital 
region (Cliniques universitaires Saint-Luc and Institut Jules Bordet) and Walloon region (CHR Mons-Hainaut and CHU UCL 
Namur). For all nine centers, 300 patients were included per center, by randomly selecting from the study population 50 patients 
per incidence year. The study population of six centers was divided by randomization (60–40% split-sample validation) into 
a training set to develop the algorithm, and an independent test set to perform an internal validation.13 The algorithm was 
additionally validated with an external validation set of the three remaining centers, to check reproducibility of the algorithm in 
a dataset with patients from other centers.

Definition of Distant Recurrence: Manual Chart Review
For the selection of the nine centers, we aimed for a reasonable variety of center characteristics based on teaching vs non- 
teaching hospital, the spread across the three regions in Belgium, and center size.

For each patient in the study population, recurrence status (yes, no, unknown) and recurrence date (day, month, year) were 
extracted and collected from electronic medical files and reviewed by trained data managers from each of the nine hospitals. 
Recurrence was defined as the occurrence of a distant recurrence or metastasis between 120 days after the primary diagnosis 
and within 10 years of follow-up after diagnosis or end of study (December 31, 2018). Data managers were instructed to 
consider death due to breast cancer in our definition of a recurrence. Loco-regional recurrence, was not considered as an 
outcome in our study. Both patients with a progression (without a disease-free interval) and patients with a recurrence (with 
a disease-free interval) were considered as outcome in our definition of recurrence. Patients with an unknown recurrence 
status, due to the lack of follow-up for example, were excluded from the analysis. Patients with a recurrence within 120 days 
were considered de novo stage IV and therefore excluded because interference of first-line treatment complicates recurrence 
detection. Starting from diagnosis to detect recurrent disease might cause more false positive recurrence cases due to the 
treatment of the initial breast cancer overlapping with the immediate first-line treatment due to metastatic disease. Recurrence 
diagnosis date was the time-point (described in day, month, and year), confirmed by pathological examination, imaging (CT, 
PET-CT, bone scintigraphy or MRI scan), or defined by physicians in the multidisciplinary team meeting (MDT).
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Administrative Data Sources and Linkage
In the course of an extensive data linking process with pseudonymization of the patient data, the recurrence data from the 
hospitals (i.e., gold standard) were linked to several population-based data sources. These included cancer registration 
data from the Belgian Cancer Registry (BCR), and administrative data sources, including claims or reimbursement data 
(InterMutualistic Agency, IMA),14 hospital discharge data (Technische Cel, TCT),15 information on vital status 
(Crossroads Bank for Social Security, CBSS)16 and cause of death (“Agentschap Zorg en Gezondheid”, “Observatoire 
de la Santé et du Social de Bruxelles-Capitale”, and “Agence pour une Vie de Qualité” – AVIQ).17 Information on data 
sources and data used is presented in Appendix 1.

Pre-Processing and Feature Extraction
To build a robust algorithm to detect distant recurrences, pre-processing and extraction of features were 
performed. Expert-driven features to potentially detect recurrences in administrative data were created based on 
recommendations from breast oncologists (P.N. and H.W.). First, a comprehensive list of reimbursement codes for 
diagnostic and therapeutic procedures and medications was selected, and code groups were created based on their 
relevance for the diagnosis and/or treatment of distant metastasis in breast cancer patients (See Appendix 2).

Potential features were further refined based on the exploration of data from patients with a recurrence, 
including time-frames starting from time points after diagnosis (0 days, 90 days, 160 days, 270 days, and 365 
days after diagnosis). We assessed different time-frames to obtain the most accurate feature to detect recurrences, 
and because starting from the date of diagnosis might result in noise from the treatment of the initial breast cancer. 
We additionally created features based on count of codes, by assessing the maximum number of codes per year or 
per pre-defined time-frame (starting from 0, 90, 160, 270, and 365 days after diagnosis) (Table 1). The best 
performing time-frame was selected for each feature by maximizing the Youden’s J index:18

Feature Selection and Model Development
After a feature list was obtained (as described in previous section), this list was narrowed down based on the ensemble 
method of bootstrapping.19 In total 1000 bootstrap samples were used to generate 1000 classification and regression 
trees (CART) using the same training set, and to select best-performing features based on the frequency of the 
features.19,20

Cost-complexity pruning was applied for each bootstrap sample, to obtain the best performing model and avoid over- 
fitting of the model to the dataset.20 CART inherently uses entropy for the selection of nodes or features. The higher the 
entropy, the more informative and useful the feature is.20 A 10-fold cross-validation was also performed to ensure 
robustness of the model in different training sets. Collinearity of the selected features was accounted for by the one 
standard error (1-SE) rule, to eliminate redundant features. The 1-SE rule selects the least complex tree that is within 1 
standard error from the best performing tree.21

Based on the selected features from the bootstrapping, a principal CART model was built to classify patients as 
having a recurrence or not by using the complete training set.

Sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), and classification accuracy 
was calculated for evaluating and comparing the performance of the principal CART model. All models were created and 
trained in SAS 9.4 (SAS Institute, Cary, NC, USA) within the SAS Enterprise Guide software (version 7.15 of the SAS 
System for Windows).

Results
Data for a total of 2507 patients could be retrieved from nine Belgian centers and were included in the final 
dataset to train, test and externally validate the algorithm (Figure 1 and Table 2). The mean follow-up period was 
7.4 years. For the split sample validation, the patients from six centers were split into the training set (N = 975 of 
which 78 distant recurrences, 8.0%) and internal validation set (N = 713 of which 56 distant recurrences, 7.9%). 
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Table 1 List of Potential Markers for Recurrence (Available Within Administrative Data) Based on Recommendations from Breast 
Oncologists

Category Feature Rule Considered Time-Frame

Diagnosis First Multidisciplinary team meeting (MDT) Presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Follow-up Multidisciplinary team meeting 
(MDT)

Presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Any Multidisciplinary team meeting (MDT) Presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Anatomical pathological report Presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Imaging (CT, MRI, X-ray, ultrasound scan) Count per year or presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

CT scan Presence of 2, 3, 4, 5 or 6 times a year

Max number of codes present X times a year

MRI scan Presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

CT or MRI scan Presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Test for Tumor marker CA15-3 Count of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Max number of codes present X times a year

Secondary malignant neoplasm Presence Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Treatment Chemotherapy Count or presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Time-frame of X days between codes

Metastasis-specific codes

Metastasis-specific agents Presence of codes (grouped)

Presence of codes (single)

Targeted therapy Count or presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Time-frame of X days between codes

Hormone therapy Count or presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Time-frame of X days between codes

Radiotherapy Count or presence of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Time-frame of X days between codes

Surgery Count of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

Systemic treatment (Chemotherapy, 
Hormone therapy, or Targeted therapy)

Count of codes Starting from 0, 90 days, 160 days, 270 days, or 365 days after 
diagnosis date

(Continued)
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The external validation set consisted of three independent centers with 819 patients, of which 82 had distant 
recurrences (10.0%). The training, internal validation, and external validation sets did not have differences in 
distribution of baseline tumor and patient characteristics (Table 2).

Based on bootstrap aggregation, 1000 CART models were built using the following features: (1) “Presence of 
a follow-up MDT meeting, starting from 270 days after diagnosis” (feature present in 975 out of 1000 CART models), 
(2) “Maximum number of CT codes present (with a moving average over time) of 5 or more times a year” (851 CART 
models), and (3) “Death due to breast cancer” (412 CART models) (see Supplementary Figure 1). Afterwards, the final 
CART model was constructed with these three features and calculated by using all data of the training set (Figure 2).

The sensitivity of the principal CART model to detect recurrences for the training set was 79.5% (95% 
confidence interval [CI] 68.8–87.8%), specificity was 98.2% (95% CI 97.1–99.0%), with an overall accuracy of 
96.7% (95% CI 95.4–97.7%) (Table 3), and an AUC (area under the curve) of 94.2%. After 10-fold cross- 
validation within the training set, we found a sensitivity of 71.8% (95% CI 66.4–86.7%), specificity of 98.2% 
(95% CI 96.3–98.5%) and overall accuracy of 96.1% (95% CI 94.7–97.2%). The internal validation (i.e. based on 
test set) resulted in a sensitivity of 83.9% (95% CI 71.7–92.4%), a specificity of 96.7% (95% CI 95.0–98.9%), 

Patients with breast cancer 
diagnosed in 2009-2014 from 

9 Belgian centers (300 per 
hospital)
N=2,700

Included patients 
N=2,507

N=186 patients excluded due to lack of follow-
up: e.g. patients live far from the hospital and 
cannot travel due to lack of resources, familial 
circumstances, fitness levels, …

Training set
N=975

Independent test set
N=713

External validation set
N=819

6 centers 3 centers

N=7 patients with metastases within 120 days

Figure 1 Patient inclusion flow diagram.

Table 1 (Continued). 

Category Feature Rule Considered Time-Frame

Patient Death due to breast cancer Presence

Death Presence From 5 years after diagnosis date

Morphology

Age

Clinical, pathological or combined stage

Abbreviations: CT, computer tomography; MRI, magnetic resonance imaging; CA15-3, cancer antigen 15–3.
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and accuracy of 95.7% (95% CI 93.9–97.0%). After external validation was performed on three additional centers, 
the sensitivity was 84.1% (95% CI 74.4–91.3%), with a specificity of 98.2% (95% CI 97.0–99.1%) and accuracy 
of 96.8% (95% CI 95.4–97.9%).

Table 2 Baseline Patient and Tumor Characteristics

6 Belgian Centers 3 Belgian Centers

Characteristic Category Statistic Training Set 
(N=975)

Independent Test 
Set (N=713)

External Validation 
Set (N=819)

Follow-up (months) Mean 89.9 87.9 88.7
Minimum 1.5 0.9 1.8
Maximum 131.8 131.9 131.9

Distant recurrence Yes n (%) 78 (8.0%) 56 (7.9%) 82 (10.0%)

Age (years) Mean 59.8 58.8 59.9
Minimum 21 25 24

Maximum 93 95 91

Combined stage at diagnosis I n (%) 452 (46.4%) 340 (47.7%) 371 (45.3%)
II 363 (37.2%) 259 (36.3%) 289 (35.3%)
III 116 (11.9%) 85 (11.9%) 107 (13.1%)

Unknown 44 (4.5%) 29 (4.1%) 52 (6.3%)

Grade 1 n (%) 124 (12.7%) 94 (13.2%) 135 (16.5%)
2 461 (47.3%) 348 (48.8%) 353 (43.1%)
3 340 (34.9%) 242 (33.9%) 244 (29.8%)

Unknown 50 (5.1%) 29 (4.1%) 87 (10.6%)

Cause of death Alive n (%) 846 (86.8%) 608 (85.3%) 703 (85.8%)

Deceased
Breast cancer 43 (4.4%) 44 (6.2%) 49 (6.0%)

Other 86 (8.8%) 61 (8.6%) 67 (8.2%)

N= 975

NO
N= 857

YES
N= 118

Presence of a follow-up MDT starting from 270 days 
after diagnosis

YES
N= 56

NO
N= 62

NO
N= 840

YES
N= 17

YES
N= 5

NO
N= 57

Max number of CT codes present (5 times a year)

Death due to breast cancer

Death due to breast cancer

Figure 2 Final CART model to detect recurrences based on the three selected features after bootstrapping. Nodes represent selected features by the algorithm to classify 
patients. 
Abbreviations: MDT, multidisciplinary team meeting; CT, computed tomography scan.
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Discussion
Main Findings
In this study, we were able to successfully develop a machine learning algorithm to detect distant recurrence in patients 
with breast cancer, achieving accuracy of 96.8% after external validation in multiple centers across Belgium. The final 
list of detected parameters were presence of a follow-up MDT meeting, CT scan (max 5 times a year), and death due to 
breast cancer. Recurrence data are lacking in many population-based cancer registries due to the cost and labor-intensity 
of registration.3 True incidence of cancer recurrence should be known across age groups and regions in Belgium, to 
measure burden of illness and eventually improve quality of care. Current recurrence numbers are often extrapolated 
from clinical trials, which typically exclude older and frail patients. Older patients are more susceptible to receive under- 
treatment and to recurrences22,23 and recurrence numbers could therefore be underestimated.

The administrative data sources used in our algorithm virtually cover all residents of Belgium,14 which was useful to 
achieve population-based recurrence data. We were also able to accomplish a multi-centric study by developing the 
training model and performing an external validation based on data of multiple centers. Likewise, it is highly important 
to have a relatively large population and reliable gold standard to develop and train a machine learning model in these 
studies, to avoid prolonging and complicating the feature selection process due to conflicting recurrence and treatment 
data occurrence.

The definition of a distant recurrence in medical files was the occurrence of a distant recurrence or metastases after 
a period of 120 days. This time-frame until detection of recurrence varied among previous studies.24–27 Most common 
exclusions were done either from 120 days (Chubak et al 2012) or 180 days after diagnosis (A’mar et al 2020). Disease 
progression can be difficult to measure accurately and can be overestimated because of timing of therapeutic procedures 
that might be delayed. The limitation of our study was that we could not make a distinction between disease progression 
and disease recurrence. Defining medical recurrence in the clinic is a challenge, which makes it more difficult to define 
recurrence with a proxy based on administrative data.28 Therefore, setting a clear definition of window of treatment and 
the time-frame for detection of recurrence is considered important for future studies.

We chose to restrict our definition to distant recurrences to achieve a straightforward feature selection. We included 
death due to breast cancer as an outcome in our definition of recurrences. Cause-specific death and accurate source of 
cause of death is of utmost importance when studying recurrences, since recurrence and death are closely related to each 
other.29

The machine learning algorithm used in this study was a decision tree, i.e. the Classification And Regression Tree 
(CART) with the ensemble method. Ensemble learning combines multiple decision trees sequentially (boosting) or in 
parallel (bootstrap aggregation). The key advantages of using bootstrap aggregation are: better predictive accuracy, less 
variance, and less bias than a single decision tree. Similarly, latest studies more often make use of ensemble 
methods.7,9,12

Within the recurrence detection features that were selected from the bootstrapping method for the cohort of six 
different Belgian centers, no treatment features were selected, which could indicate that there are more inter-center 
similarities for diagnostic regimens and more differences in terms of treatment regimens. During pre-processing of the 
features, we did additional checks of features to improve accuracy of the model. For instance, we generated a treatment 

Table 3 Performance of Training Set, Cross Validation, Internal Validation Set and External Validation Set

TP TN FN FP Sensitivity, %  
(95% CI)

Specificity, %  
(95% CI)

PPV, %  
(95% CI)

NPV, %  
(95% CI)

Accuracy, %  
(95% CI)

Training set (N=975) 62 881 16 16 79.5% (68.8–87.8) 98.2% (97.1–99.0) 79.5% (68.8–87.8) 98.2% (97.1–99.0) 96.7% (95.4–97.7)

Cross validation Training set (N=975) 56 881 22 16 71.8% (66.4–86.7) 98.2% (96.3–98.5) 77.8% (60.5–81.4) 97.6% (97.1–99.0) 96.1% (94.7–97.2)

Internal validation set (N=713) 47 635 9 22 83.9% (71.7–92.4) 96.7% (95.0–98.9) 68.1% (55.8–78.8) 98.6% (97.4–99.4) 95.7% (93.9–97.0)

External validation set (N=819) 69 724 13 13 84.1% (74.4–91.3) 98.2% (97.0–99.1) 84.1% (74.4–91.3) 98.2% (97.0–99.1) 96.8% (95.4–97.9)

Abbreviations: TP, true positives; TN, true negatives; FN, false negatives; FP, false positives; PPV, positive predictive value; NPV, negative predictive value.
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feature that only included metastases-specific chemotherapy agent codes. However, this feature was not included in the 
final model. Next, we tried out a model without diagnostic features, but this did not improve accuracy. Previous studies 
mostly make use of metastatic diagnosis codes (secondary malignant neoplasm or SMN code from ICD-9 or ICD-10) in 
their algorithm, which would be useful if highly reliable. We also checked subgroups by testing out different models for 
patients younger or older than 70 years, and different incidence years. We applied the algorithm on subgroups based on 
age or incidence years, to check if the algorithm accuracy performed better in specific subgroups. As expected, we found 
higher performance in younger patients (Supplementary Table 1).

Our algorithm performance was comparable to previous studies using decision trees.9,12,24,30–32 We found greater 
accuracy compared with the pooled accuracy of previous algorithms.5

Although algorithms with highest overall accuracy are often sought-after in earlier studies, some studies also provide multiple 
algorithms to choose from based on their preference, e.g. high-sensitivity or high-specificity algorithms.6,10,24,26,30 Finally, we also 
investigated the false negative cases from University Hospitals in Leuven to explain why these cases were misclassified. We found 
that in most false negative cases, the patients were missed due to the lack of attestation of the claims or management of the patients’ 
procedures. These cases were most likely patients for which there was a decision to withhold treatment because of comorbid 
disease, older age, the prognosis of the recurrence, or patients’ treatments were reimbursed by the sponsor of a clinical trial.

Previously, algorithms based on administrative claims data to detect breast cancer recurrences at the population level 
have been established.5,7–10,12 For example research groups from the USA, Canada, and Sweden have built algorithms to 
detect recurrences in a delimited region within a population. Recent results from these groups have proven that machine 
learning algorithms based on administrative data can be used to detect recurrences, in the absence of systematic 
registration. These studies, however, only encompassed a few centers and were thus not validated in a larger cohort of 
a population. Moreover, most of these algorithms included complete metastasis-specific International Classification of 
Diseases (ICD)-codes to detect recurrences. Since metastasis-specific codes are not complete in our database, we were 
not able to use this code in our algorithm. Particularly, the Danish registry has actively collected recurrence information 
in the Danish Breast Cancer Group (DBCG) clinical database, which they were able to use to construct and validate 
population-based recurrence-algorithms to complete their recurrence database.10,11 Additionally, they were able to look 
into long-term recurrences beyond 10 years after incidence date.4,33

The objective of this study was to develop an algorithm that could be used on a nation-wide level to estimate 
population-wide distant recurrences. Compared with other studies, we used a large sample size and reported both internal 
and external validation, which was hardly reported in earlier studies.5 Another strength of our study was that unlike many 
other studies from the USA using Medicare claims,34–38 we were able to include all eligible patients with a breast cancer 
diagnosis, and not just patients older than 65 years.

Although we used different diagnosis and treatment code sources, it should be noted that treatment regimens often change 
over time and adaptation of the features should be performed for later use. Adapting the algorithm based on changes in diagnosis 
or treatment regimens might be necessary to obtain accurate recurrence rates of more incidence years in the future. Ideally, we 
would also prefer to have long-term follow-up and claims data for patients to detect long-term recurrences. However, due to 
regulations and the large bulk of data that is generated, a longer follow-up of the codes was not possible within the current study. 
Longer follow-up of recurrences and administrative data would likely improve the accuracy and lead to a more robust algorithm.

In conclusion, our machine learning algorithm to detect metastatic breast cancer recurrences performed with high 
accuracy after external validation. Claims data are available for medical procedures and medications, hospital discharge 
data, vital status and cause of death data on the whole population level, which allows the development of models for 
Belgium. This substantiates the feasibility to develop and validate recurrence algorithms at the population level and 
might encourage other population-based registries to develop recurrence models or actively register recurrences in the 
future as these become progressively important. These rates are valuable to gain more insights about recurrences outside 
the clinical trial setting and might unveil the importance of active registration of recurrences.
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