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Abstract

Identifying interdisciplinary research has become an important area
of study in scientometrics. However, defining what exactly constitutes
interdisciplinarity and how it manifests in research activities, such as
publications or research projects, remains challenging. In this paper,
we propose a mathematical modeling approach to interdisciplinar-
ity measurement based on assessing project diversity. Particularly, we
propose a novel approach that combines three indicators: the diver-
sity of researchers, the diversity of research organizations, and the
diversity of research disciplines involved in the project, to identify
potentially interdisciplinary research projects. To measure diversity, we
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2 Identifying Interdisciplinary Research in Research Projects

employ various methods, including distance matrix calculation, eval-
uation of the distance between researchers, and assessment of the
relevancy of researchers’ expertise to the projects. We implemented
the proposed approach on two datasets; FRIS and Dimensions. We
could classify the interdisciplinarity of projects into three groups -
Low, Medium, and High. Empirical results analysis supports the pro-
posed approach assumption that the diversity of research projects
gets higher when the distances between disciplines in the projects
increase. Further, it was shown that the diversity of researchers and
organizations was strongly affected by the distance. The number of
researchers and organizations had a relatively small impact on the
overall diversity score. Furthermore, the relevancy weight can be incor-
porated as an additional factor in the measurement of interdisciplinary.

Keywords: Interdisciplinary research, Interdisciplinarity indicator, Diversity,
Research collaboration, Distance metrics.

1 Introduction

Interdisciplinary research (IDR) is a mode of research that involves the combi-
nation of two or more academic disciplines into one activity (e.g., a publication,
a research project) (NSF, 2005). IDR is essential to deal with boundary-
spanning problems and to encourage the development of emerging research
fields. Over the past few years, universities and research funding organiza-
tions have strongly encouraged interdisciplinary research at the (sub)national,
European, and international levels. (Allmendinger, 2015; Wernli & Darbellay,
2016).

Although IDR has received a lot of attention in research policy, there
is a lack of objective consensus in the literature as to the definition of
interdisciplinarity. Various terms and definitions such as ‘multidisciplinarity’,
‘transdisciplinarity’, and ‘crossdisciplinarity’ as well as ‘interdisciplinarity’ are
circulating (Choi & Pak, 2006) and are often used to refer to the same con-
cept. In this study, we used the term ‘interdisciplinarity’ for consistency with
other studies in the field, as it is a widely recognized term. According to NSF
(2005), interdisciplinarity is defined as the integration of knowledge, tools, and
methods from two or more research disciplines to address a scientific or soci-
etal issue. Interdisciplinary research involves collaboration among researchers
from different disciplines to develop a comprehensive understanding of com-
plex problems and to develop innovative solutions that cannot be achieved
through the efforts of individual disciplines alone.

As stated above, “knowledge integration” is the focal point of IDR. Assess-
ing “knowledge integration” is important and challenging work (Glänzel,
2021). According to studies of Adams, Loach, and Szomszor (2016); Zhang,
Sun, Chinchilla-Rodŕıguez, Chen, and Huang (2018), the choice of data, the
methodology, and the indicators could produce seriously inconsistent and even
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contradictory outcomes. The most frequently used approaches for measuring
IDR are based on publications and their citations (Cassi, Mescheba, & De Tur-
ckheim, 2014; Porter, Cohen, Roessner, & Perreaul, 2007; Zhang, Rousseau,
& Glänzel, 2016). These methods relied on the subject classification of the
publication’s references. Particularly, a publication is considered a potential
IDR if the articles in its references section are relatively far from each other in
terms of disciplines. The main drawback of the citation-based approach is its
reliance on subject classification schemes. Using different subject classification
schemes can lead to different or even inconsistent results (Rousseau, Zhang, &
Hu, 2019).

Compared to the rich literature of studies that measure IDR based on
citation analysis, only a few studies have explored IDR using text-based meth-
ods. Typical approaches, in this research direction, are keyword analysis and
topic modeling (Ba, Cao, Mao, & Li, 2019; Bonaccorsi, Melluso, & Massucci,
2021; Nichols, 2014; Xu, Guo, Yue, Ru, & Fang, 2016). These are promising
approaches, however, to efficiently identify IDR, the text-based approaches
need a certain amount of high-quality text which is not always available in
many databases.

Another important aspect of IDR is the collaboration between researchers
with diverse disciplinary expertise (Abramo, D’angelo, & Costa, 2017; Abramo,
D’Angelo, & Di Costa, 2012; Zhang et al., 2018), which is known as organiza-
tional approaches. The reasoning behind this focus is that IDR occurs when
researchers from different backgrounds or even different research institutions
collaborate. When these researchers or organizations contribute from various
disciplinary domains, the probability of “knowledge integration,” and there-
fore interdisciplinarity, increases (Rousseau et al., 2019). Methods investigating
IDR based on this collaboration approach mainly focus on the expertise of
involved researchers or research organizations. To measure this, researchers
and/or research organizations need to be assigned one or more disciplines
(whether or not from a predefined set of disciplines) that represent their
domain of expertise. Given this information, a research activity can be consid-
ered IDR if the disciplines of the researchers or research organizations involved
in that research activity are highly diverse.

In line with this organizational research direction, in this paper, we pro-
pose a novel organizational approach for identifying IDR. This approach is
useful when citation data is not available, e.g., research project data. The pro-
posed approach assumes that the level of interdisciplinary research in a project
depends on the distances between its disciplines, whether they are disciplines of
researchers, organizations, or the project itself. More specifically, in this work,
we propose to use three indicators: diversity of researchers, diversity of orga-
nizations, and diversity of disciplines assigned to the project to identify IDR.
To calculate diversity, we first propose an approach for creating a distance
matrix. Then, we formulate the researchers, organizations, and assigned disci-
plines involved in a research project as vectors that enable the calculation of
the distance between them. Additionally, we introduce a relevancy weight that



4 Identifying Interdisciplinary Research in Research Projects

evaluates the relevancy of the researchers’ disciplines to their projects. These
calculations allow us to determine the diversity of researchers, organizations,
and disciplines involved in the projects.

Because it is still unknown how to fully capture interdisciplinarity based
on a single indicator, in this study, we propose a combination of three indica-
tors to identify potentially interdisciplinary research projects. The diversity of
researchers and organizations involved in a project reflects the range of knowl-
edge backgrounds integrated into it, while the diversity of assigned disciplines
shows the range of disciplines within the project itself. We propose utilizing a
combination of these elements to integrate details about both the proficiency
of the researchers carrying out the research project and the substance of the
project. In addition, the relevancy weight can be utilized as an additional indi-
cator to assess the degree of IDR. To the best of our knowledge, there are no
other studies that propose methods to calculate these indicators and combine
them to identify IDR.

The rest of the paper is organized as follows: Section 2 introduces the data
resources and the discipline classification used in this study. Section 3 presents
the proposed approach to identify IDR based on research project data. It
includes a description of the used approaches to calculate diversity and classify
projects into several IDR levels. Section 4 presents the empirical results of
this study. Section 5 concludes the paper and highlights possibilities for future
studies.

2 Data resource

In this study, we mainly used project data available on the FRIS. The FRIS
platform offers details about the research that is (partially) financed by the
public sector in Flemish, Belgium, including information about researchers,
research institutions, projects, and publications. Over 40 data providers,
including organizations involved in both research performance and funding,
contribute to the FRIS. The platform is a valuable resource for the Flem-
ish government, which uses it to gather insights for policy-making, generate
reports, conduct analyses, and monitor trends. The main goal of FRIS is to
accurately reflect the state of research in the Flanders at any given time.
To obtain this, all FRIS data providers push information from their institu-
tional research information systems to the FRIS platform and incrementally,
in real-time, propagate data changes to FRIS. The FRIS portal hence always
demonstrates the most recent, up-to-date information, that is harmonized
between data providers. The FRIS portal currently (on the date when data
was collected1) contains information on 42298 researchers, 2201 organizations,
56200 projects, and 582159 publications. These objects have logical relation-
ships. For example, given a project, we can determine related information
such as researchers, organizations, etc. Each project relates to one or some
researchers that are in turn affiliated with one or more organizations.

1data was collected on March 23th 2023
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Each object in the FRIS is assigned one or more research disciplines. This
is obligatory since January 2019. To label research objects with research disci-
plines, FRIS makes use of the Flemish Research Discipline Standard (“Vlaamse
Onderzoeksdiscipline Standaard”, abbreviated VODS, in Dutch) (Vancauwen-
bergh & Poelmans, 2019). The VODS is the result of the integration of the
three Flemish research discipline classifications: FWO, FRIS, and VLIR disci-
pline classifications, and is based on the structure of the Fields of Research and
Development (FORD) list of OECD (OECD, 2015). The VODS contains four
hierarchical levels, reflecting research disciplines to a different level of granu-
larity and containing 7, 42, 382, and 2493 disciplines, respectively. The first
level corresponds to the six fields of science of the OECD FORD classifica-
tion (i.e., Natural sciences (01), Engineering and technology (02), Medical &
health sciences (03), Agricultural and veterinary sciences (04), Social sciences
(05), Humanities and the arts (06)), expanded with one extra discipline to
label administrative and technical research personnel (i.e., General and logistic
services (07)). The second level contains the main disciplinary fields (i.e., Math-
ematical sciences (0101), Information and computing sciences (0102), Physical
sciences (0103), ...) while the third and fourth levels correspond to more gran-
ular subfields. Most objects in FRIS have a level four discipline attached to
them.

3 Method

This section presents a novel method to identify IDR projects. In particular,
IDR is evaluated based on three indicators: 1) the diversity of the researchers,
2) the diversity of the research organizations, and 3) the diversity of disciplines
assigned to the project.

A range of techniques to quantify diversity has been identified in the lit-
erature (Glänzel, 2021; Q. Wang & Schneider, 2018). In this work, however,
we adopted the Rao-Stirling diversity index (Stirling, 2007) to calculate the
diversity of researchers, the diversity of organizations, and the diversity of dis-
ciplines assigned to the project. The Rao-Stirling diversity index provides a
more robust and nuanced measure of interdisciplinarity than others such as
the Simpson index (Simpson, 1949) or Shannon entropy (Ortiz-Burgos, 2016),
making it a valuable tool for researchers studying interdisciplinary collabora-
tion and innovation (Porter & Rafols, 2009). It is well-suited for measuring
interdisciplinarity as it considers not only the number of categories (variety)
and their probability distribution (balance) but also incorporates the pairwise
distances (disparity) between them (Rafols & Meyer, 2010). Suppose we have
N categories, denoted by 1, 2, . . . , N . Let pi be the probability distribution
of the number of elements in category i and the total number of elements
(pi = xi/X; X =

∑
xi), and let mij be the distance between categories i and

j. The Rao-Stirling diversity index is calculated as follows:
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Table 1: Notations used in the paper.

Notation Description

v vector of disciplines
n number of researchers in a project
m number of organizations in a project
k number of disciplines assigned to a project
N number of disciplines in data
∆R diversity of researchers
∆O diversity of organizations
∆D diversity of disciplines
∆RW diversity of researchers with relevancy weight
∆OW diversity of organizations with relevancy weight
λ distance between two discipline vectors
θ relevancy weight of disciplines of a researcher and disciplines of a project
M distance matrix
mij distance between two disciplines i and j

∆ =
∑
ij

pi ∗ pj ∗mij . (1)

In this study, the categories can be considered as either the researchers,
organizations, or disciplines assigned to the project. To apply the Rao-
Stirling diversity index to calculate the diversity of researchers, organizations,
and disciplines, we need to calculate the related factors: variety, balance,
and disparity. Particularly, we need to calculate the number, frequency
of researchers/organizations/disciplines, and especially the distance between
researchers/organizations/disciplines. In the following sections, we introduce
some terminology and the approach used to calculate these factors. To easily
read the following sections, we present a list of notations used in the paper in
Table 1.

3.1 Distance matrix

A distance matrix reflects the mutual similarity or distance between disciplines
in the applied subject scheme. It is an important part of diversity calculation.
As mentioned in study of Thijs, Huang, and Glänzel (2021), there are vari-
ous methods used to create a distance matrix such as bibliographic coupling,
co-citation, and cross-citation. These approaches can be applied on different
research classification schemes such as Web of Science Categories, Leuven-
Budapest classification scheme (Glänzel & Schubert, 2003). It is important to
properly choose a method and classification scheme as it may lead to large
differences in the obtained diversity scores (J. Wang, Thijs, & Glänzel, 2015).

In theory, to measure the similarity between disciplines, most approaches
rely on citation-based analysis (Leydesdorff & Rafols, 2009; Zhang et al., 2016).
For example, co-citation analysis is a method used in scientometrics to examine
the relationship between scientific articles based on their shared citations. By
applying co-citation analysis, a distance matrix can be created to represent
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the similarity or dissimilarity between pairs of articles. This is achieved by
constructing a co-citation matrix that counts the number of times each pair
of articles is co-cited. If two articles from different research disciplines have
a high co-citation count, it suggests a frequent citation pattern, indicating a
potential relationship or connection between the disciplines.

Similarly, this study assumes that two disciplines are considered similar
if they frequently co-occur. In this context, we developed a discipline dis-
tance matrix as a tool to measure interdisciplinarity in research projects based
on projects metadata only and not on publications data. Consequently, we
employ the co-occurrence of disciplines among researchers who collaborate in
the projects to create the distance matrix. This approach proves particularly
valuable when citation information is unavailable, such as in research informa-
tion systems that store project data but lack citation data. Specifically, the
construction of the distance matrix proceeds as follows. We first define the
probability distribution of disciplines of a researcher as follows:

v = (v1, v2 . . . , vN ) ∈ RN , (2)

where each coordinate vi represents the probability of a possible discipline,
such that

∑
vi = 1. The probability of a discipline, vi, is the proportion

of that discipline within the total probability of all disciplines. For example,
suppose a researcher has three discipline codes: (0101, 0102, 0103), the vector
is v = ( 13 ,

1
3 ,

1
3 , 0 . . . , 0).

We consider each pair of researchers in a project as a collaboration. Each
researcher is represented by a discipline vector (e.g., p, q). The weight of the
collaboration between discipline i and j within researchers p and q is calculated
as follows:

wp,q(i, j) =

{
pvi · qvj + pvj · qvi if vi ̸= vj ,

pvi · qvi if vi = vj
(3)

For each collaboration within each project between two individuals, we
count the collaborations between their respective disciplines. This process
allows us to create a co-occurrence matrix. In the co-occurrence matrix,
each cell cij represents the total number of weighted collaborations between
disciplines i and j.

After obtaining the co-occurrence matrix, we utilize the cosine similarity
measure (Salton & Buckley, 1988) to compute the similarity between two dis-
ciplines, which yields a similarity matrix. Subsequently, the distance matrix is
constructed by subtracting the similarity matrix from 1.

3.2 Disparity calculation

This section presents a novel approach to calculate the disparity between two
researchers/organizations which plays an important role in the calculation of
the diversity of the researchers/organizations. To do that, we first formalize
the expertise of the researcher/organization as a vector. The disparity between
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two researchers/organizations is then considered as the distance between two
representative vectors.

3.2.1 Discipline vector

In this study, we assume that disciplines related to a researcher can be inferred
from other resources such as disciplines of their affiliations, disciplines of
projects that they worked on, disciplines of co-authors in projects, disciplines of
publications, and disciplines of co-authors in publications. Suppose a researcher
associates with the following disciplines: disciplines of organizations (denoted
by v organization), disciplines of projects (denoted by v project), disciplines of
co-authors in projects (denoted by v co−author−project), disciplines of publica-
tions (denoted by v publication), and disciplines of co-authors in publications
(denoted by v co−author−publication), the disciplines of the researcher can be
calculated as follows:

v =v organization ∗ w organization+

v project ∗ w project+

v co−author−project ∗ w co−author−project+

v publication ∗ w publication+

v co−author−publication ∗ w co−author−publication,

(4)

where wi is a weight of the corresponding vector and
∑

wi = 1.
From the dataset and by using linear regression, we can find the values of

the weighting factors in Equation (4). In the experimental work section, we
further show how the predictability of researcher disciplines can be improved
using neural networks.

3.2.2 Distance calculation

Each researcher or organization is defined as a vector with each element rep-
resenting a probability distribution of a discipline from a set of N disciplines.
The distance between two researchers or two organizations is defined as the
distance between two representative vectors. In this work, to calculate the
distance between two discipline vectors, we propose to use the Wasserstein
distance (Olkin & Pukelsheim, 1982). The Wasserstein distance, also known
as the Earth Mover’s distance, is a distance metric that is particularly well-
suited for comparing probability distributions over a given space M which is
the distance matrix in this work.

One of the main advantages of the Wasserstein distance is that it can cap-
ture the underlying geometry of the probability distributions being compared.
This is because it takes into account the actual locations of the probability
mass, rather than just comparing histograms or probability density functions.
This makes it a very powerful tool for comparing distributions that may
be fundamentally different in shape or structure. Another advantage of the
Wasserstein distance is that it is a stable distance metric. This means that
small changes in the input distributions will result in small changes in the



Identifying Interdisciplinary Research in Research Projects 9

distance, which makes it a useful tool for applications where small differences
in the distributions are important. Additionally, Wasserstein distance also
has nice mathematical properties. It’s a metric that is stronger than triangle
inequality, which means that it’s relatively smoother.

To calculate the Wasserstein distance between vp and vq, we need to com-
pare how the probabilities are distributed across the different positions or
values that the random variable can take. We do this by constructing a matrix
of distances M , where mij is the distance between position i of vp and posi-
tion j of vq. Next, it solves a linear programming problem to find the optimal
“transport plan” for moving the probabilities from vp to vq in a way that
minimizes the total distance traveled. This transport plan tells us how much
probability needs to be moved from each position i of vp to each position j
of vq to transform vp into vq while conserving the total mass of each distri-
bution. The optimal solution of the linear programming problem gives us the
minimum cost of transporting the mass of vp to vq, which is the Wasserstein
distance between vp and vq.

More specifically, let M ∈ RN×N be the distance matrix such that mij is
the distance between discipline i and j; let vp and vq be respectively probability
distribution discipline vectors; the Wasserstein distance between vp and vq is
the minimum cost of moving plan between vp and vq. It is calculated as follows:

λpq = min
∑

Pijmij , (5)

where Pij is the amount of mass to be transported from position i in vp to
position j in vq.

3.2.3 Diversity calculation

Researcher diversity calculation

To calculate the diversity of researchers, we first create a vector representing
the disciplines for each researcher participating in the project, as defined by
Equation (2). We then apply the Rao-Stirling diversity index to these vectors
to calculate the diversity of researchers. Specifically, let R = (f1, f2, . . . , fn) be
the frequency of discipline vectors of researchers, the diversity of R, denoted
by ∆R, is calculated as follows:

∆R =
∑
ij

fi ∗ fj ∗ λij , (6)

where fi and fj are the frequency of the discipline vectors i, j. λij is the
distance between two discipline vectors i and j. Note that to avoid repeated
submissions, in this equation, the index i takes values from 1 to n − 1, while
the index j takes values from i+ 1 to n.

As an example, consider four researchers with their disciplines as fol-
lows: r1 = (0101), r2 = (0102), r3 = (0101, 0102), r4 = (0101, 0102). The
discipline vectors of these researchers are vr1 = (1, 0, ...), vr2 = (0, 1, ...),
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vr3 = (0.5, 0.5, ...), vr4 = (0.5, 0.5, ...). Since vr3 and vr4 are identical, we con-
sider them as 1 vector. As a result, the discipline vectors R = (f1, f2, f3) where
f1 = 0.25, f2 = 0.25, and f3 = 0.5. The diversity of researchers is calculated
as ∆R = 0.25 ∗ 0.25 ∗ λr1r2 + 0.25 ∗ 0.5 ∗ λr1r3 + 0.25 ∗ 0.5 ∗ λr2r3 .

Organization diversity calculation

To calculate the diversity of the organizations involved in a project, we first
collect the research disciplines of each organization from its profile. For each
organization, we then create a discipline vector, as defined by Equation (2).
Suppose O = (f1, f2, ..., fm) be the frequency of discipline vectors of m orga-
nizations. The diversity of O, denoted by ∆O, can be calculated by using the
Equation (6) where fi and fj represent the frequency of the discipline vectors
of organizations i and j, respectively. λij represents the distance between the
discipline vectors of organizations i and j.

Discipline diversity calculation

To calculate the diversity of disciplines assigned to the project, we take into
account the number, frequency, and distance between disciplines. To do that,
for each project, we collect its related disciplines and create a discipline vector,
as defined by Equation (2). We then apply the Rao-Stirling diversity index
to this vector to calculate the diversity of disciplines. Specifically, let D =
(p1, p2, . . . , pN ) be discipline vector of project p, the diversity of D, denoted
by ∆D, is calculated as follows:

∆D =
∑
i,j

pi ∗ pj ∗mij , (7)

where pi and pj are the frequency of disciplines i and j. mij is the distance
between disciplines i and j, which can be obtained directly from the distance
matrix M .

3.3 Relevancy weight

In this work, we employed the Rao-Stirling method to assess the diversity
of researchers and organizations. One notable characteristic of this measure
is that any alteration in factors such as variety or disparity will result in a
change in diversity. For instance, a project with a greater number of researchers
involved would exhibit higher researcher diversity compared to a project with
a smaller research team. In other words, this approach might inadvertently
assign less importance to smaller universities or organizations with fewer
researchers, while favoring those with larger research teams and organizations.
Consequently, the evaluation of IDR could be biased if universities attempt
to manipulate the results by assigning researchers with diverse disciplines or
from diverse organizations in their projects in order to obtain a higher score
and secure additional funding
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To address this limitation, one potential solution is to incorporate a rele-
vancy weight for the researchers or organizations involved in the project. This
weight can serve as an additional metric to assess the degree of IDR within
the projects. In practice, the disciplines of researchers in a research project
are more or less related to the project’s disciplines. To assess the relevance
of researchers in the project, we propose to assign a relevancy weight to each
researcher/organization participating in the project. The relevancy weight can
be defined by the minimum distance between disciplines of the project and the
disciplines of the researcher. If at least one of the disciplines of the researcher is
close to any of the disciplines of the projects, the value of the relevancy weight
will be high. Particularly, consider two sets of disciplines: p = (dp1, dp2, dpN )
and r = (dr1, dr2, drN ). The relevancy weight is determined by the minimum
distance between each pair of disciplines from sets p and r. It is calculated as
follows:

θpr = 1−min(distance(dpi, dri)), (8)

where i ranges from 1 to N . dpi and dri represent the ith discipline in sets p
and r, respectively. The distance(dpi, dri) represents the distance between the
ith disciplines, which can be calculated using the distance metric M .

3.4 IDR identifying

To identify IDR in research projects, we propose to use a combination of three
indicators: the diversity of researchers, the diversity of organizations, and the
diversity of attached disciplines. Projects with larger diversity scores are eval-
uated as having a higher probability of being IDR compared to others with
smaller diversity scores. We can sort the projects based on the mean of these
three diversity scores and indicate which projects are more likely to be IDR
than others. However, for analysis purposes, it is necessary to classify projects
into different categories based on their diversity scores. Each category can be
considered an IDR level with a certain probability of containing interdisci-
plinary research projects. Since various IDR measurement strategies may use
different scales, we propose to categorize projects based on the diversity scores
into three levels - Low, Medium, and High - in relation to one another.

4 Experimental work

4.1 Experimental setup

4.1.1 Data

As a case study, we selected projects available in the FRIS portal with the
following criteria: 1) start date on 01/01/2019 or later, 2) the number of
researchers in the project is larger than one, and 3) excluding projects that
contain discipline 0700 General and logistic services. As a result, 3379
projects were selected for the analysis. Statistics on the input data are shown
in Table 2.
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Table 2: Statistics on input data.

#Researchers #Organizations #Disciplines

mean 2.75 1.67 1.64
std 1.89 1.28 0.97
min 2.00 1.00 1.00
max 36.00 24.00 13.00

Fig. 1: Projects distributed over the disciplines.

4.1.2 Granularity of disciplines

In this study, we focused on the second level of VODS which includes 41 disci-
plines. Note that we already excluded the General and logistic services

because it is not an actual research discipline. More granular levels (the
third and/or fourth levels) were mapped onto their corresponding, hierarchical
higher second-level disciplines. For example, suppose a researcher r has a set
of disciplines: (01010101, 01010103, 01020201), then the disciplines of r will be
reduced to the second level codes as (0101, 0101, 0102).

We used the second level of VODS because it reflects the main research
fields of research objects. The first level is too general, whereas the third
and fourth levels are too specific. This choice of granularity of disciplines was
also comparable with other studies. For instance, the study of Zhang et al.
(2018) made use of the ECOOM’s 68 sub-disciplines (Glänzel & Schubert,
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Fig. 2: Distribution of dissimilarity values.

2003) to classify affiliations, whereas a study of Rafols and Meyer (2010) used
175 subject categories in ISI to analyze reference list. These categories can be
compared and matched. For example, any disciplines from 175 categories in
ISI can each be assigned to one of 68 ECOOM’s sub-disciplines. Similarly, for
each discipline of 68 ECOOM’s sub-disciplines or 175 ISI categories, we can
convert it into an equivalent discipline in the second level of VODS. These
concordances tables are available and can be downloaded by researchers in the
Flemish region. At the moment, there is no automatic mechanism applied but
we plan to do that in the future. Projects distributed over the disciplines are
illustrated by Fig. 1.

4.1.3 Distance matrix

To calculate the diversity of researchers, organizations, and assigned disci-
plines, we created the distance matrix based on collaborations of researchers
in 20,776 projects with the 41 research fields in the second level of the VODS.
Distribution of dissimilarity values is shown in Fig. 2. As can be seen, the val-
ues are variably distributed; however, the majority of values are close to one. In
other words, the distribution of the values in the distance matrix is negatively
skewed, and the majority of the values are concentrated towards the higher
end of the distribution. A high degree of dissimilarity reflected in the distance
matrix indicates that the dataset consists of diverse research areas. This could
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be due to various reasons, such as a wide range of research topics, different
methodologies, or diverse research disciplines within the dataset. These find-
ings accurately reflect the disciplines within the second level of VODS, as this
level encompasses the main research disciplines. Optimization and evaluation
of the distance matrix are beyond the scope of this work; however, further eval-
uation and enhancements of the distance matrix will be conducted in future
research.

4.1.4 Discipline vector

Recall that in the FRIS data, all objects, e.g., projects, organizations, publi-
cations, and projects, were assigned one or more discipline codes. In addition,
these objects were logically linked to each other. For example, given a project,
we can get related researchers, organizations, and discipline codes. Further,
given a researcher, we can get his/her research groups, publications, projects,
and disciplines from the profile. Furthermore, given a publication, we can get a
list of researchers; etc. This logical relationship allows us to collect disciplines
and aggregate the discipline vector of the researcher.

In this study, we collected the disciplines of the researchers from various
objects such as projects, and publications. We assumed that data integrity is
taken care of by any RIS that stores publication data such as FRIS. Collecting
projects or publications data from different external data sources is not in the
scope of this paper but we plan in the future to investigate ways to harmonize
publications metadata collected from different data sources.

For each researcher, we collected disciplines from six objects: the profile,
organizations, projects, co-authors on projects, publications, and co-authors
on publications. We first checked whether there was any dependency between
these disciplines. To do this, we created a matrix for each researcher; a 2-
dimensional array with N rows and six columns. Each row represents a
discipline, and the values of the columns are the frequency of the discipline
appearing in the six objects. We repeated this process for each researcher. At
the end of this process, a 2-dimensional array with n∗N rows and six columns
was created, where n is the number of researchers and N is the number of
disciplines. In this matrix, we excluded rows containing only zeros. In this
experiment, we created the matrix based on 1309 researchers who worked on
500 projects. The achieved matrix contained 12,844 rows and six columns. The
Pearson correlation scores of the six objects are shown in Table 3. The corre-
lation scores between the profiles’ disciplines and the other factors were above
0.5, except for publications, which was 0.13. All p-values obtained from the
correlation test were less than 0.01, indicating that the results were significant.

Further analysis was conducted to see whether disciplines of the profile
can be predicted from the other factors. To do that, we applied 1) multilayer
perceptron neural networks (MLP) and 2) Long short-term memory neural
networks (LSTM) to train the prediction model on the matrix. We used dis-
ciplines of the profile as the output variable and other factors: organization,
project, co-authors on projects, publications, and co-authors on publications
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Table 3: Person correlation scores of six variables.

profile organization project co-project pub co-pub

profile 1 0.62 0.66 0.73 0.13 0.50
organization 1 0.55 0.64 0.12 0.52
project 1 0.72 0.15 0.49
co-project 1 0.14 0.60
pub 1 0.19
co-pub 1

All p-values related to the coefficient scores are statistically significant at a level of less than 0.01.

as predictor variables. The Mean Square Error (MSE) scores for MLP and
LSTM were 0.02 and 0.05, respectively, indicating that the profile disciplines
could be accurately predicted for the other research objects associated with
the researcher.

In this work, we used the true labels (i.e., disciplines assigned to the pro-
files) to create the discipline vectors of researchers. The disciplines vectors of
organizations were calculated based on disciplines available in organizations’
profiles. Similarly, the disciplines vectors of projects were calculated based on
the disciplines assigned to the projects.

4.1.5 IDR identifying

To assess the IDR in the input project data, we calculated diversity for
researchers, organizations, and assigned disciplines. In this work, the diver-
sity of researchers and organizations was calculated by Equation (6), while the
diversity of disciplines was determined using Equation (7). Furthermore, in
order to assess the effectiveness of the relevancy weight, we computed the rele-
vancy weight for each researcher/organization involved using Equation (8). We
used the average scores of the three diversity measures to classify projects into
three IDR levels - Low, Medium, and High. Projects with the lowest diversity
score were assigned to the low group, while those with the highest diversity
score were assigned to the high group. To classify projects into three groups,
we applied the characteristic score and scale (CSS) algorithm (Glänzel & Schu-
bert, 1988). CSS is a method for scaling and ranking items or variables based
on their relative importance or strength in a given dataset. The algorithm
works by first calculating the mean and standard deviation of each item, and
then computing a characteristic score for each item based on its deviation from
the mean. The characteristic score is a measure of the relative importance of
an item compared to the others in the dataset. After the characteristic scores
are computed, the CSS algorithm then scales the items so that they have a
common range of values. This allows the items to be directly compared to each
other and ranked based on their characteristic scores.
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(a) Distribution in researchers. (b) Distribution in organizations.

Fig. 3: Distribution of average relevancy weights.

4.2 Experimental results

4.2.1 Relevancy weight

We first present the results of the relevancy weight calculation. Recall that
we computed the relevancy weight for each researcher/organization in each
project, and also determined the average values for these weights. The distri-
butions of average relevancy weights for researchers and organizations involved
in projects are illustrated in Fig. 3. As can be seen, a significant majority
of projects exhibit high researcher relevancy weights (Fig. 3a): 95.64% have
weights higher than 0.5, with 60.43% having exact matches, and only a small
fraction (4.35%) having weights lower than 0.5. Similarly, for organizations
(Fig. 3b), 62.27% have exact matches, 89.35% have relevancy weights larger
than 0.5, and 10.65% have weights smaller than 0.5. These findings indi-
cate that the disciplines of most researchers/organizations are relevant to the
disciplines of the projects. However, there is a small percentage of researcher-
s/organizations whose disciplines are less relevant to the projects’ disciplines.
Upon further analysis of projects with low researcher relevancy weights, we
observed instances where a researcher was added to the project due to their
profile expertise being closely aligned with the project scope. However, there
were cases where the researcher was associated with a discipline not explic-
itly specified or may have a missing discipline in their profile that would be a
better match for the project. This subset represents 4.35% of the total num-
ber of projects, and our model could not differentiate them from irrelevant
researchers. Although this group of researchers falls outside the scope of our
current work, we plan to conduct further studies to include them in the future.

These findings demonstrate that the relevancy weight does not signifi-
cantly influence the IDR calculation results, as a considerable percentage of
researchers and organizations were found to be highly related to the projects.
However, in cases where the IDR is high while the relevancy weight is low or a
large number of researchers or organizations are not closely associated with the
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Table 4: Statistics on the output.

Group Number of projects Percentage(%)

High 532 15.74
Medium 794 23.50
Low 2053 60.76

(a) Low (b) Medium (c) High

Fig. 4: Distribution of average diversity scores in the three groups.

projects, additional measures should be implemented to verify the accuracy of
the IDR calculation within those specific projects.

4.2.2 IDR classification

We used the average score of three diversity scores (∆R, ∆O, ∆D) to classify
projects into three groups: low, medium, high. The descriptive statistics for
each of the three groups are shown in Table 4. The number of projects across
the three groups varies greatly, with only a small proportion being evaluated as
having high diversity score. Specifically, the high group includes 532 projects,
comprising only 15.74% of the total input projects. In contrast, the low group
comprises a large number of projects (2053 projects, accounting for 60.76% of
the total). The medium group includes 794 projects which account for 23.50%
of the total projects. These findings indicate that relatively few projects were
evaluated as having high diversity scores. We further showed the distribution
of average IDR scores within these groups in Fig. 4. As shown in Fig. 4a,
most of the projects in the low group have small average diversity scores, with
many scores close to zero. For the medium group, depicted in Fig. 4b, the
average diversity scores are equally distributed across the projects. In the high
group, represented in Fig. 4c, a few projects have high average diversity scores.
However, the majority of the projects in this group have average diversity
scores of 0.15 and 0.3.

4.2.3 Results evaluation

In this section, we further analyzed the results to evaluate the performance of
the proposed method in identifying IDR. Recall that each project available on
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FRIS has been labeled with one or more disciplines. Based on the assigned dis-
ciplines, one could have a good indication of how diverse a research project is.
For example, a project that belongs to two disciplines such as (Bio)medical
engineering and Computing sciences could be considered as high IDR since
this project was related to research fields that are very different from each
other. In contrast, a pair of disciplines Translational Sciences and Basic

sciences are very close. Thus, projects assigned by these disciplines could be
considered as low IDR. Based on this observation, we evaluated the perfor-
mance of the proposed method by assessing how it could identify projects that
were assigned multiple dissimilar disciplines.

To identify the disciplines that frequently co-occurred in projects within
each group, we utilized the widely-used association rule mining algo-
rithm (Han, Pei, & Yin, 2000) commonly employed in the field of data mining.
Association rule mining is a data mining technique used to discover associa-
tions or relationships between variables in large datasets. The goal is to identify
frequent patterns or co-occurrences of items in the data. The technique works
by examining the frequency of items that appear together in transactions or
records and then generates rules that describe the relationships between these
items. In this study, we consider each project as a record, and disciplines in the
projects as items. In the context of association rule mining, a confidence mea-
sure is a metric that is used to evaluate the strength of a relationship between
two items in a dataset. The confidence of a rule "A => B" is defined as the
proportion of transactions that contain both A and B over the proportion of
transactions that contain A. Confidence measures are commonly used in asso-
ciation rule mining to identify the most important and reliable rules and to
filter out spurious or uninteresting rules that have low confidence values (more
details about association rule mining algorithm and constraints can be found
in the study of Han et al. (2000)).

To identify pairs of disciplines that co-occur in projects, we used association
rule mining, treating disciplines as items and projects as transactions. Specifi-
cally, we applied the FPGrowth algorithm (Han et al., 2000) with a minimum
confidence threshold of 10%. With the specified threshold, we identified 35
association rules, as shown in Table 5. These rules indicate that certain pairs
of academic disciplines frequently appear together in research projects with
low distance scores. For example, the rules Biological sciences => Basic

sciences, Translational sciences => Basic sciences, and Clinical

sciences => Basic sciences were found in many projects. These three pairs
of disciplines all have distance scores below 0.2, which suggests a strong
association between them.

We further evaluated to see the correlation between Occ, Dist, and diver-
sity scores as well as with other factors such the balance, variety, and disparity.
To do that, for each association rule, we first selected the projects that included
both disciplines in that association rule. Then we calculated all factors related
to projects such as diversity, balance, variety, and disparity. Table 6 shows the
results of this calculation. In the table, we used fri, foi, and fpi to indicate the
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Table 5: Association rules within the projects.

No Association rule Occ Conf Dist

1 Biological sciences =>Basic sciences 95 0.24 0.16
2 Translational sciences =>Basic sciences 94 0.4 0.12
3 Clinical sciences =>Basic sciences 87 0.36 0.09
4 Translational sciences =>Clinical sciences 52 0.22 0.04

5
Information and computing sciences =>
Electrical and electronic engineering

49 0.18 0.43

6 Clinical sciences =>Biological sciences 44 0.18 0.2
7 Pharmaceutical sciences =>Basic sciences 44 0.37 0.21

8
Agriculture, forestry, fisheries and allied sciences =>
Biological sciences

43 0.26 0.38

9
Mechanical and manufacturing engineering =>
Electrical and electronic engineering

42 0.22 0.1

10 (Bio)chemical engineering =>Chemical sciences 41 0.29 0.04
11 Materials engineering =>Chemical sciences 40 0.25 0.33
12 Physical sciences =>Electrical and electronic engineering 40 0.22 0.54
13 Mathematical sciences =>Information and computing sciences 36 0.31 0.37
14 Physical sciences =>Chemical sciences 36 0.2 0.53

15
Biotechnology, bio-engineering and biosystems engineering =>
Biological sciences

34 0.34 0.54

16 Health sciences =>Basic sciences 32 0.2 0.28
17 Chemical sciences =>Biological sciences 32 0.14 0.63

18
Computer engineering, information technology and mathematical
engineering =>Electrical and electronic engineering

30 0.33 0.17

19 Translational sciences =>Biological sciences 29 0.12 0.16
20 Paramedical sciences =>Clinical sciences 28 0.27 0.09
21 (Bio)chemical engineering =>Materials engineering 28 0.2 0.36
22 History and archaeology =>Arts 26 0.24 0.15
23 Pharmaceutical sciences =>Translational sciences 25 0.21 0.2
24 Sociology and anthropology =>Economics and business 25 0.18 0.63

25
Computer engineering, information technology and mathematical
engineering =>Information and computing sciences

24 0.27 0.18

26 (Bio)medical engineering =>Basic sciences 24 0.23 0.28
27 Earth sciences =>Environmental sciences 24 0.29 0.33

28
Materials engineering =>
Mechanical and manufacturing engineering

24 0.15 0.5

29 Materials engineering =>Electrical and electronic engineering 24 0.15 0.58
30 Paramedical sciences =>Basic sciences 23 0.22 0.11
31 Pharmaceutical sciences =>Clinical sciences 22 0.18 0.18
32 (Bio)medical engineering =>Translational sciences 21 0.2 0.3
33 Health sciences =>Clinical sciences 21 0.13 0.31
34 Earth sciences =>Biological sciences 21 0.25 0.54

35
Mechanical and manufacturing engineering =>
Information and computing sciences

21 0.11 0.59

Occ: occurrences, Conf : confident score, Dist: distance score

average frequency of researchers, organizations, and disciplines, respectively.
Meanwhile, n, m, and k indicated the average number of researchers, orga-
nizations, and disciplines, respectively. The symbols λ indicated the average
distance between researchers/organizations. Lastly, mij indicated the average
distance between disciplines i and j.

We used the Pearson correlation method to determine the correlation
between these factors. The correlation scores between these factors are illus-
trated in Table 7. Note that in this table, the values shown in the cells below are
p-values. The results showed that Occ had a negative correlation with diver-
sity scores. Specifically, the correlation scores between Occ and ∆R, ∆O, and
∆D were -0.48, -0.39, and -0.53, respectively. The correlation scores between
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Table 6: Diversity score and related factors associated with association rules.

No ∆R fri n λr ∆O foi m λo ∆D fpi k mij

1 0.08 0.56 2.03 0.28 0.01 0.17 0.41 0.05 0.31 0.38 3.16 0.49
2 0.09 0.45 2.6 0.3 0.04 0.2 0.74 0.15 0.32 0.36 3.32 0.49
3 0.07 0.56 2.19 0.26 0.05 0.21 0.71 0.19 0.38 0.33 3.33 0.57
4 0.08 0.48 2.7 0.28 0.04 0.2 0.83 0.16 0.3 0.31 4.04 0.41
5 0.09 0.49 2.49 0.31 0.05 0.2 0.89 0.2 0.31 0.41 2.77 0.52
6 0.08 0.5 2.25 0.31 0.02 0.13 0.55 0.08 0.34 0.39 2.83 0.55
7 0.07 0.57 1.9 0.26 0.05 0.18 0.9 0.2 0.37 0.32 3.43 0.54
8 0.08 0.49 2.3 0.28 0.05 0.16 0.78 0.18 0.18 0.38 2.9 0.26
9 0.08 0.5 2.38 0.27 0.06 0.23 1.03 0.2 0.29 0.35 3.18 0.44
10 0.11 0.43 2.75 0.38 0.09 0.28 1.4 0.31 0.34 0.36 3.05 0.53
11 0.11 0.43 2.67 0.36 0.08 0.23 1.13 0.28 0.28 0.37 3.04 0.43
12 0.09 0.43 2.71 0.31 0.06 0.23 1.12 0.22 0.34 0.37 2.97 0.54
13 0.05 0.5 2.42 0.17 0.03 0.28 1.13 0.11 0.14 0.39 2.83 0.22
14 0.05 0.46 2.57 0.16 0.03 0.24 1.02 0.12 0.16 0.34 3.2 0.24
15 0.05 0.45 2.38 0.17 0.02 0.15 0.55 0.09 0.18 0.31 3.55 0.25
16 0.08 0.41 3.35 0.26 0.05 0.2 1.12 0.16 0.26 0.41 2.7 0.43
17 0.09 0.5 2.4 0.29 0.03 0.11 0.57 0.11 0.26 0.36 3.21 0.37
18 0.11 0.47 2.48 0.39 0.05 0.2 0.96 0.19 0.4 0.31 3.61 0.58
19 0.09 0.46 2.7 0.3 0.03 0.15 0.63 0.12 0.24 0.34 3.59 0.34
20 0.1 0.47 2.39 0.35 0.05 0.23 0.87 0.21 0.35 0.36 3.3 0.53
21 0.09 0.46 2.32 0.32 0.06 0.2 0.79 0.23 0.27 0.34 3.21 0.41
22 0.11 0.4 3 0.34 0.07 0.32 1.42 0.24 0.27 0.33 3.63 0.38
23 0.09 0.39 3 0.29 0.06 0.28 1.29 0.22 0.27 0.34 3.33 0.4
24 0.04 0.47 2.61 0.14 0.03 0.28 1.22 0.09 0.11 0.35 3.23 0.16
25 0.07 0.47 3.13 0.24 0.06 0.17 1.31 0.19 0.27 0.31 3.69 0.38
26 0.04 0.48 2.48 0.13 0.03 0.21 1.13 0.11 0.16 0.35 3.48 0.23
27 0.08 0.43 2.95 0.27 0.05 0.29 1.68 0.19 0.19 0.34 3.16 0.29
28 0.05 0.41 2.84 0.16 0.03 0.3 1.21 0.13 0.13 0.37 3.04 0.19
29 0.07 0.53 4.24 0.2 0.04 0.13 1.81 0.13 0.28 0.31 3.76 0.4
30 0.05 0.48 2.46 0.18 0.04 0.3 1.29 0.16 0.15 0.37 3.25 0.21
31 0.07 0.41 3.14 0.21 0.06 0.35 2.14 0.2 0.18 0.33 3.36 0.25
32 0.06 0.41 2.87 0.2 0.04 0.32 1.38 0.15 0.14 0.31 3.44 0.2
33 0.05 0.44 2.88 0.2 0.02 0.29 1.52 0.08 0.17 0.34 3.2 0.25
34 0.11 0.48 2.43 0.35 0.06 0.26 1.09 0.2 0.4 0.39 2.87 0.65
35 0.09 0.42 2.58 0.3 0.07 0.33 1.54 0.21 0.25 0.38 2.85 0.38

Dist and ∆R, ∆O, and ∆D were positive with the scores of 0.57, 0.33, and
0.90, respectively. This outcome supports the proposed approach because the
proposed approach assumes that the diversity of the project gets higher when
the distances between disciplines in the projects increase. We also observed a
correlation between ∆R and other related factors such as frequency, number,
and distance. ∆R showed a significant correlation with the average distance,
with score of 0.97. However, the correlation score between ∆R and frequency
and the number of researchers did not satisfy the significance testing score
(0.05). This finding indicates that ∆R is influenced by the distance between
researchers, but not by the number of researchers.

Similarly, the ∆O strongly correlates with the distance between organiza-
tions, with correlation score of 0.97. ∆O also correlates with the number of
organizations, although not as strongly, with a correlation score of 0.41. ∆D

was significantly correlated with distance (mij), but it was not correlated with
other factors such as frequency (fpi) or the number of disciplines (k).

These findings suggest that the diversity scores are not equally related
to other factors and that some factors may have a stronger influence on
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Table 7: Correlation scores between factors.

Occ Dist ∆R fri n λr ∆O foi m λo ∆D fpi k mij

Occ 1.0
-0.35
0.04

-0.48
0.0

-0.04
0.84

-0.08
0.65

-0.48
0.0

-0.39
0.02

0.17
0.32

-0.05
0.75

-0.41
0.01

-0.53
0.0

0.29
0.09

-0.33
0.05

-0.47
0.0

Dist 1.0
0.57
0.0

0.31
0.07

-0.22
0.21

0.64
0.0

0.33
0.05

-0.23
0.18

-0.24
0.16

0.4
0.02

0.9
0.0

0.15
0.4

-0.17
0.33

0.93
0.0

∆R 1.0
-0.15
0.39

-0.02
0.91

0.97
0.0

0.64
0.0

-0.1
0.56

-0.12
0.51

0.67
0.0

0.75
0.0

0.16
0.36

-0.1
0.59

0.74
0.0

fri 1.0
-0.44
0.01

-0.06
0.73

-0.36
0.03

-0.59
0.0

-0.49
0.0

-0.33
0.05

0.34
0.04

-0.01
0.96

0.09
0.59

0.32
0.06

n 1.0
-0.16
0.35

0.18
0.29

0.16
0.35

0.7
0.0

0.09
0.61

-0.21
0.24

-0.24
0.16

0.26
0.14

-0.22
0.2

λr 1.0
0.59
0.0

-0.15
0.38

-0.22
0.2

0.63
0.0

0.8
0.0

0.17
0.32

-0.13
0.46

0.79
0.0

∆O 1.0
0.35
0.04

0.41
0.02

0.97
0.0

0.38
0.02

0.01
0.94

-0.11
0.54

0.37
0.03

foi 1.0
0.69
0.0

0.32
0.06

-0.38
0.03

0.03
0.86

-0.17
0.34

-0.35
0.04

m 1.0
0.31
0.07

-0.33
0.05

-0.2
0.25

0.06
0.72

-0.34
0.05

λo 1.0
0.43
0.01

-0.01
0.95

-0.08
0.66

0.42
0.01

∆D 1.0
0.04
0.82

0.02
0.89

0.99
0.0

fpi 1.0
-0.89
0.0

0.17
0.33

k 1.0
-0.11
0.52

mij 1.0

diversity scores than others. These results confirmed that the diversity of
researchers/organizations was significantly impacted by the distance between
their disciplines. However, the number of researchers/organizations also had
a small impact on the diversity score. If the aim is to understand the overall
diversity of a project, it might be useful to consider all three indicators: ∆R,
∆O, and ∆D as they capture different aspects of diversity.

4.2.4 Evaluation on another dataset

To further evaluate the proposed approach, we implemented it on research
projects available on Dimensions data2. Dimensions is a large research infor-
mation database containing millions of records related to research projects
and publications. Each publication or project in Dimensions was classi-
fied using the Australian and New Zealand Standard Classification (Aus-
tralian Bureau of Statistics, 2020). For each project, we can extract a list of
involved researchers and a list of assigned disciplines. The organizations were
not included in the project’s metadata; therefore, in this experimental work,
we did not calculate the diversity of organizations. For analysis purposes, we
selected 1449 projects that contained at least two researchers and at least two
disciplines. For each project, we calculated the diversity of researchers (∆R),
the diversity of assigned disciplines (∆D), and other related factors such as
frequency, number, distance. The details of the experimental setup and results

2https://www.dimensions.ai/
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Table 8: Correlation scores between factors on Dimensions data.

∆R fri n λr ∆D fdi k mij

∆R 1 -0.62 0.54 0.93 0.09 -0.01 0 0.13
fri 1 -0.84 -0.47 0.06 -0.03 0.03 0.05
n 1 0.28 -0.04 0.01 -0.02 -0.05
λr 1 0.1 -0.02 0.01 0.15
∆D 1 -0.8 0.8 0.73
fdi 1 -0.99 -0.18
k 1 0.18
mij 1

of the IDR identification are not presented here since this experiment aimed
to briefly show the correlation between diversity scores and other related fac-
tors. The Pearson correlation scores between these factors are illustrated in
Table 8. All p-values related to the coefficient scores (in bold) are statistically
significant at a level of less than 0.01. As shown in the results, the ∆R was
found to be significantly correlated with λr, with coefficient score of 0.93. This
indicates that the diversity of researchers was affected by the distance between
them. The number of researchers participating in the projects also have an
impact on the diversity score. The correlation score between ∆R and number
of researchers was 0.54. Moreover, a significant correlation was found between
∆D and the number of disciplines as well as the distance between them. The
coefficient scores between ∆D and k and mij were 0.80 and 0.73, respectively.
This implies that the diversity of disciplines was influenced by both the num-
ber of disciplines and the distance between them. This result reinforces the
conclusion we drew from the FRIS data results, which indicated that the diver-
sity scores were more influenced by the distance between researchers than the
number of researchers participating in the project.

5 Conclusion

In this paper, we proposed an approach for identifying IDR in projects available
on the RIS based on an organizational approach. In particular, we proposed
approaches to calculate the diversity of researchers, the diversity of organi-
zations, and the diversity of disciplines attached to a project. To calculate
diversity, different approaches were proposed to 1) calculate the distance
matrix, 2) calculate the distance between two researchers or two organiza-
tions, and 3) calculate the relevancy between researchers’ disciplines and the
project’s disciplines. These calculations play an important role in the proposed
diversity calculation approach. The degree of IDR of a project was evaluated
based on the combination of these three indicators. In addition, to identify
IDR in projects, we proposed classifying them into appropriate groups based
on their diversity scores, such as Low, Medium, and High. We implemented the
proposed method on a large number of projects available on FRIS and Dimen-
sions. The results showed that the proposed method could properly classify
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projects into three levels of IDR. The empirical analysis of findings confirms
the suggested approach’s assumption that the diversity of research projects
increases as the distance between disciplines in the projects grows. The rela-
tionship between diversity scores and other factors varies, and certain factors
may exert a greater impact on diversity scores than others. To gain a compre-
hensive understanding of a project’s diversity, it could be valuable to take into
account all three indicators: ∆R, ∆O, ∆D. Furthermore, the relevancy weight
can be incorporated as an additional factor in the measurement of IDR. If
the IDR is high and the relevancy weight is low or a substantial number of
researchers or organizations are not closely associated with the projects, it is
advisable to employ additional measures to validate the accuracy of the IDR
calculation within those specific projects.

Although the combination of indicators could give a good indication of
the IDR level of a project, the proposed method still has some limitations.
First of all, the proposed method can be directly applied to identify IDR in
projects that are available on the FRIS portal since this research portal has
some advantages (e.g., all objects are labeled with a research field classification,
objects have logical relationships, etc.). However, we have shown that it is
possible to predict researchers’ profiles based on various other factors. This can
be particularly useful for RIS systems that do not store researchers’ profiles.
The second limitation is that the proposed method did not distinguish the
knowledge contribution of young (e.g., Ph.D. students) and senior researchers
(e.g., promoters) to a project. In practice, senior researchers could potentially
contribute more knowledge than young researchers to research activity. As a
result, the knowledge contributed to the project could be significantly affected
by the disciplines of promoters.

Measuring IDR in projects available on an inter-organizational research
portal is challenging. Although the proposed method has been demonstrated
to work well on the FRIS and Dimensions databases, future research should
consider different approaches. For now, we apply linear regression and neu-
ral networks to predict researchers’ disciplines without the need to assess the
weight values. In the future, we intend to apply optimization techniques such
as genetics or meta-heuristics to find the optimal values of the weights in
Equation (4). In addition, further studies should be conducted to optimize
and evaluate the distance matrix and the relevancy weight in order to improve
the IDR measurements. To further evaluate the performance of the proposed
method, we plan to evaluate it on various databases as well as compare it
to other approaches, e.g., citation-based approach, and text-based approach.
In addition, more robust indicators should be investigated to better identify
potential IDR. The first focus is taking into account the relationship between
authors to distinguish the knowledge contribution of the contributors to the
project. With this information, the diversity of researchers can be calculated
more precisely. Another research direction is analyzing the diversity and net-
work coherence of concepts embedded in the abstract of the project. Using
both diversity and network coherence of concepts would be a possible way
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to identify potential IDR in projects. Combining these approaches with the
proposed organizational approach in this paper could be potentially used to
evaluate IDR in practice.
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