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Games &  AI: How did game engines become 
unbeatable & does AI dominance entail any risks?

Research Questions: 
1. How did AI advance in board games?

1a. What does that tell us about human 
and AI dynamics?

2. What risks does AI dominance entail? 

Methodology: 
Literature Review

Chapter 01: Brief History of AI

1990s + 2000s:
Adversaries to Guides

2010s + 2020s:
Arts & Languages

1970s + 1980s:
Techniques and Critiques

1950s + 1960s:
AI and Internet on Paper
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Chapter 02: AI Rise to Championships
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Recommendations: Conclusion:
   Anthropomorphizing AI instead of 
reviewing its history leads to 
inaccurate risk assessments. 

   AI could develop with minimal 
adversity to humans, through a 
robust risk model as a path to a 
model of holistic solutions. 

Chapter 03: The Network of AI Risks
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