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A B S T R A C T 

SDSS J1004 + 4112 is a well-studied gravitational lens with a recently measured time delay between its first and fourth arriving 

quasar images. Using this new constraint, we present updated free-form lens reconstructions using the lens inversion method 

GRALE , which only uses multiple image and time delay data as inputs. In addition, we obtain hybrid lens reconstructions by 

including a model of the brightest cluster galaxy as a Sersic lens. For both reconstructions, we use two sets of images as input: 
one with all identified images, and the other a revised set leaving out images that have been potentially misidentified. We also 

develop a source position optimization Markov chain Monte Carlo (MCMC) routine, performed on completed GRALE runs, 
that allows each model to better match observed image positions and time delays. All the reconstructions produce similar mass 
distributions, with the hybrid models finding a steeper profile in the centre. Similarly, all the mass distributions are fitted by 

the Navarro–Frenk–White profile, finding results consistent with previous parametric reconstructions and those derived from 

Chandra X-ray observations. We identify an ∼5 × 10 

11 M � substructure apparently unaffiliated with any cluster member galaxy 

and present in all our models, and study its reality. Using our free-form and hybrid models, we predict a central quasar image 
time delay of ∼2980 ± 270 and ∼3280 ± 215 d, respectively. A potential future measurement of this time delay will, while 
being an observational challenge, further constrain the steepness of the central density profile. 

Key words: gravitational lensing: strong – galaxies: clusters: individual: SDSS J1004 + 4112. 
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 I N T RO D U C T I O N  

alaxy clusters, despite containing hundreds to thousands of in- 
ividual galaxies and a hot intracluster plasma, are dominated 
lmost entirely by dark matter. Because of this, observations are 
ot sufficient to completely model the mass distributions of galaxy 
lusters. One way around this is to utilize gravitational lensing to map
he mass distribution. In such scenarios, the galaxy cluster lenses the 
ackground source(s) into multiple point images and/or arcs, whose 
ositions and magnifications are entirely dependent on the mass 
istribution of the cluster. 
One such well-known example is SDSS J1004 + 4112. In this lens,

he cluster located at z d = 0.68 lenses a quasar (QSO; z = 1.734) into
 ‘quad’ configuration, with four bright outer images with maximum 

eparation of 14.62 arcsec (Inada et al. 2003 ), and a spectroscopically
onfirmed demagnified central image (Inada et al. 2005 , 2008 ). Time
elays have been measured for all the QSO images, except the central
mage (Fohlmeister et al. 2007 , 2008 ; Mu ̃ noz et al. 2022 ). In addition,
here are at least three other galaxy sources in the source plane
Sharon et al. 2005 ). SDSS J1004 + 4112 has been observed and
tudied e xtensiv ely in X-ray (Lamer et al. 2006 ; Ota et al. 2006 ;
hen et al. 2012 ), visual and infrared (IR; Ross et al. 2009 ), and radio
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Jackson 2011 ; Hartley et al. 2021 ; McKean et al. 2021 ) wavelengths.
icrolensing variability of the QSO images has been observed using 

hese methods and has helped study the QSO accretion disc size
Fian et al. 2016 ), QSO image flux ratio (Lamer et al. 2006 ), and
road emission lines (G ́omez- ́Alvarez et al. 2006 ; Fian et al. 2018 ;
opovi ́c et al. 2020 ; Hutsem ́ekers et al. 2023 ). 
What make SDSS J1004 + 4112 an object of considerable interest

re the precisely measured time delays, and the presence of a central
mage in the QSO source. The central image is typically strongly
emagnified beyond visibility, especially in individual galaxy lenses 
r when they are located very close to a bright cluster galaxy. It
as been suggested that central images in quads can be detected
Hezaveh, Marshall & Blandford 2015 ; Quinn et al. 2016 ; Perera,

illiams & Scarlata 2023 ). These observational constraints uniquely 
llow one to study in detail the central mass distribution of SDSS
1004 + 4112. Particularly, lens modelling using these observations 
an place constraints on dark matter substructures, which in turn 
rovide constraints on the nature of dark matter, such as its interaction
ross-section (Kneib & Natarajan 2011 ; Peter et al. 2013 ) or through
ts substructure mass fraction (Lagattuta et al. 2023 ; O’Riordan 
t al. 2023 ). Time delay predictions from sophisticated mass models
f galaxy clusters can be used to obtain independent and more
recise measurements of the Hubble constant H 0 (Birrer et al. 
022 ; Kelly et al. 2023 ; Liu, Oguri & Cao 2023 ; Napier et al.
023 ; Mart ́ınez-Arrizabalagaet. al. 2023 ). 
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Figure 1. SDSS J1004 + 4112. Images are presented for the QSO (green), 
Group A (cyan), Group B (purple), and Group C (gold). For Groups A, B, and 
C, labels are given using the image names from Table 1 , with X representing 
the galaxy source within the group. X ∈ [1, 3] for Group A and X ∈ [1, 
2] for Groups B and C. Red diamonds indicate identified cluster galaxy 
members (Oguri 2010 ), not including the BCG located near to QSO image 
E. For the QSO ‘quad’, the arri v al sequence of images is apparent from their 
configuration (Saha & Williams 2003 ), and is confirmed by the time delay 
measurements: C, B, A, D, and lastly E. For the three galaxy image groups, 
the arri v al sequence is also clear from their configuration. For this image, 
north is up and west is right. 
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SDSS J1004 + 4112 has been modelled using both parametric
Inada et al. 2003 ; Sharon et al. 2005 ; Fohlmeister et al. 2007 ; Oguri
010 ; For ́es-Toribio et al. 2022 ; Liu, Oguri & Cao 2023 ; Napier
t al. 2023 ) and non-parametric (free-form) (Williams & Saha 2004 ;
iesenborgs et al. 2009 ; Mohammed, Saha & Liesenborgs 2015 ;
art ́ınez-Arrizabalagaet. al. 2023 ) methods. Parametric models

enerally model individual cluster member galaxies and the broader
ark matter profile with simple mass profiles such as Navarro–Frenk–
hite (NFW; Navarro, Frenk & White 1997 ) or pseudo-Jaffe (Keeton

001 ). While these models are physically moti v ated by properties of
he cluster, their strict priors may be unable to identify all the features
f the mass distribution. Free-form models offer a flexible alternative
sing only observed image positions and/or time delays as input, and
an thus offer an unbiased measure of the mass distribution. The
rawback of these models is that they are not constrained by existing
tellar mass in cluster galaxy members. Hybrid models utilize the
hysically moti v ated priors from parametric methods in addition to
ree-form model inputs, and serve as a middle ground between the
arametric and free-form methods. 
Here, we use free-form and hybrid models to develop updated
ass distribution maps for SDSS J1004 + 4112. This work is the first

ree-form lens model for SDSS J1004 + 4112 that includes the most
ecently measured time delay (Mu ̃ noz et al. 2022 ). Using these mass
istribution maps, we can identify dark matter substructures and
ompare our result with an NFW profile and previously determined
ass profiles. We also use our models to predict the central QSO

mage time delay. 
In Section 2 , we present the observed image positions and time

elays for SDSS J1004 + 4112; in Section 3 , we discuss our lens
odelling methodology; in Section 4 , we present the results from

ur analysis; and in Section 5 , we discuss the implications of our
esults and possibilities for future work. We assume flat Lambda
old dark matter cosmology throughout this paper with �M 

= 0.27,
� 

= 0.73, and H 0 = 70 km s −1 Mpc −1 . 

 DATA  

ig. 1 shows the identified images used in this study, which are
lso presented in Table 1 . We adopt the image labels used by Oguri
 2010 ) and For ́es-Toribio et al. ( 2022 ). The QSO images are identified
y Inada et al. ( 2005 ) with the Hubble Space Telescope Advanced
amera for Surv e ys ( HST /ACS) F 814 W image, while the image
ositions for Groups A, B, and C are identified by Sharon et al.
 2005 ) using HST /ACS F 435 W , F 555 W , and F 814 W images. 

At a redshift of 1.734, a QSO is lensed by the cluster ( z d = 0.68),
orming a quadruple image system with a largest image separation of
4.62 arcsec (Inada et al. 2003 ; QSO images A–E). Throughout our
nalysis, we set QSO image A to be at the centre of the coordinate
ystem. Inada et al. ( 2005 ) disco v ered the fifth central image (QSO
) located ∼0.2 arcsec from the brightest cluster galaxy (BCG). The
rriving order of the QSO images is C–B–A–D–E. Time delays have
een measured relative to the first arriving QSO image (QSO C)
or the following (also see Table 3 ): time delay between B and C,
t BC = 781 . 92 ± 2 . 20 d (Fohlmeister et al. 2007 , 2008 ); time delay

etween A and C, � t AC = 825.99 ± 2.10 d (Fohlmeister et al. 2008 );
nd time delay between D and C, � t DC = 2456.99 ± 5.55 d (Mu ̃ noz
t al. 2022 ). 

In addition to the QSO, there are three other multiply imaged
ources in this lens (Sharon et al. 2005 ): Group A at z s = 3.33,
roup B at z s = 2.74, and Group C at z s = 3.28. The image positions

or each of these groups have a large uncertainty of 0.4 arcsec due to
ncertainty in locating each images’ centroid (Oguri 2010 ) caused
NRAS 527, 2639–2651 (2024) 
y ambiguous identification of each respectiv e e xtended image–
ounterimage pair. Some studies report Groups A, B, and C as a
ingle source galaxy with five, three, and three images, respectively
Sharon et al. 2005 ; Liesenborgs et al. 2009 ; Mohammed, Saha &
iesenborgs 2015 ). Others report three galaxies in Group A (each
ith five images) and two galaxies in both Groups B and C (each
ith three images) (Oguri 2010 ; For ́es-Toribio et al. 2022 ). In this

tudy, we adopt the latter image classifications. Due to the described
iscrepancy, we simultaneously study models using image positions
nformed by the former image classifications for comparison. 

The BCG is located at (7.114 arcsec, 4.409 arcsec), and was
easured to have a velocity dispersion of 352 ± 13 km s −1 (Inada

t al. 2008 ). Using this measurement and the relations described
n Jørgensen & Chiboucas ( 2013 ), we estimate the dynamical mass
 dyn and ef fecti ve radius R e of the BCG to be ∼10 12.2 M � and ∼10 1.2 

pc, respectively. 
Lastly, we calculate the critical surface density for the QSO source
 crit to be 1.17 × 10 11 M � arcsec −2 . 

 LENS  R E C O N S T RU C T I O N S  

ur lens modelling procedure involves two sequential steps. First,
sing GRALE (see Section 3.1 ), we generate 40 individual lens
olutions. This gives us a sample of 40 lens models, each with varying
tness values, reconstructed source positions, and QSO time delays.
fter this, we av erage o v er this sample of 40 lens models to get one
ean lens model which we use as our best o v erall lens model. Ev en

or this mean model, the back-projected images will not coincide
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Table 1. Observational data. 

Source Redshift Image name x (arcsec) y (arcsec) 

A 0 .000 0 .000 
B − 1 .317 3 .532 

QSO 1.734 C 11 .039 − 4 .492 
D 8 .399 9 .707 
E 7 .197 4 .603 

A1.1 3 .93 − 2 .78 
A1.2 1 .33 19 .37 
A1.3 19 .23 14 .67 
A1.4 18 .83 15 .87 
A1.5 6 .83 3 .22 
A2.1 4 .13 − 2 .68 
A2.2 1 .93 19 .87 

Group A 3.33 A2.3 19 .43 14 .02 
A2.4 18 .33 15 .72 
A2.5 6 .83 3 .12 
A3.1 4 .33 − 1 .98 
A3.2 2 .73 20 .37 
A3.3 19 .95 13 .04 
A3.4 18 .03 15 .87 
A3.5 6 .83 3 .02 
B1.1 8 .88 − 2 .16 
B1.2 − 5 .45 15 .84 
B1.3 8 .33 2 .57 

Group B 2.74 B2.1 8 .45 − 2 .26 
B2.2 − 5 .07 16 .04 
B2.3 8 .33 2 .57 
C1.1 10 .25 − 3 .06 
C1.2 − 7 .55 15 .39 
C1.3 8 .49 2 .72 

Group C 3.28 C2.1 9 .95 − 3 .36 
C2.2 − 7 .30 15 .44 
C2.3 8 .49 2 .72 

Note . Observ ed images and classifications for SDSS J1004 + 4112 as used in 
Oguri ( 2010 ) and For ́es-Toribio et al. ( 2022 ). QSO images have a positional 
uncertainty of 0.04 arcsec. The images for Groups A, B, and C are assumed 
to have positional uncertainty of 0.4 arcsec. 
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xactly to well-defined source positions. To determine which precise 
ource positions to use, we use the Metropolis–Hastings algorithm 

o optimize them (see Section 3.2 ). 

.1 Lens reconstruction with GRALE 

n this work, we use the non-parametric (free-form) lens inversion 
oftware GRALE . 1 GRALE utilizes a grid lens inversion technique 
ased on a genetic algorithm to optimize solutions to the lensing 
quations (Liesenborgs, De Rijcke & Dejonghe 2006 ; Liesenborgs 
t al. 2007 , 2020 ). As a result of this, it is a fle xible inv ersion method,
nd only requires lens image locations and redshifts as input. In a
utshell, GRALE optimizes a mass basis of projected Plummer spheres 
n a grid. A Plummer sphere has projected surface mass density of: 

( θ ) = 

M 

πD 

2 
d 

θ2 
P 

( θ2 + θ2 
P ) 2 

, (1) 

nd a lens potential of 

( θ ) = 

2 GMD ds 

c 2 D D 

ln ( θ2 + θ2 
P ) , (2) 
s d 

 GRALE is publicly available, and the software can be found at the following 
age: https:// research.edm.uhasselt.be/ ∼jori/ grale2/ index.html . 

i
i
3

h

here θP is the characteristic angular width of the Plummer sphere, 
 is its total mass, and D ’s are angular diameter distances between

he observer, source, and deflector. The inversion method seeks to 
ptimize the weights of all the Plummers in the grid, in essence
y trying to make back-projected images o v erlap in the source
lane (this is quantified by the ‘pointimageo v erlap’ fitness measure
escribed below). After optimizing, the resulting grid is steadily 
efined, with regions of more mass receiving more refinement. This 
rocess continues o v er man y generations. At each generation of the
enetic algorithm, weights are optimized based on several fitness 
riteria. In our case, we use four fitness measures (in order of
riority): 

(i) ‘pointimagenull’: A uniform null space map of triangles is 
nputted where no images are expected to be formed. This map is
ack projected into the source plane and penalizes regions where the
ull space map o v erlaps with the estimated sources. See Zitrin et al.
 2010 ) for more information. 

(ii) ‘pointgroupo v erlap’: Specific images of a source are back 
rojected to the source plane. This source position is then forward
rojected to get the resulting multiple images, which are then used
o calculate the RMS of the images in the lens plane. A lower RMS
esults in a better fitness (lower fitness value). It should be mentioned
hat the forward projection of the source position is approximated 
y a one-step procedure, where the difference in the source plane is
apped on to a difference in the image plane using the magnification
atrix. See Liesenborgs et al. ( 2020 ) for more details. 
(iii) ‘pointimageo v erlap’: Simply measures how well images of 

 source o v erlap when back projected into the source plane. The
cale on which the o v erlap is measured is set by the region of
ll back-projected images, which guards against o v erfocusing. This 
onsequentially optimizes the source position for each individual 
RALE run. This is described in Zitrin et al. ( 2010 ) in more detail. 
(iv) ‘timedelay’: When time delay information is provided, this 

tness criteria is calculated by measuring how well the model 
econstructed the observed time delays according to equation (18) of 
iesenborgs et al. ( 2020 ). 

In general, regions with large mass density will have a more
efined grid of Plummers than regions of lower density because 
s the genetic algorithm optimizes the Plummer weights o v er man y
enerations, it will subdivide the high-density regions further. For a 
iven GRALE run, the number of subdivisions is steadily increased 
fter the previous grid has been optimized according to the abo v e
tness criteria. The o v erall best inversion model is therefore the
ubdivision grid with the best fitness values. This means that for
 number of GRALE runs the best-fitting mass model can vary in
he number of Plummers, usually of the order of a few thousand.
he final output is a grid of varying size cells each consisting of a
lummer with mass M , determined from the inversion, and width θP ,
roportional to the cell size. We note that we are not limited by the
rid resolution since all the components are analytical functions and 
an be calculated to arbitrary precision at any location in the lens
lane. 
In addition to Plummers, other basis functions can be added to

he initial grid. 2 These are typically simple parametric lens models 3 
MNRAS 527, 2639–2651 (2024) 

s not restricted to this, and can perform an inversion without any Plummers 
f desired. One can use whatever basis functions that GRALE provides. 
 A full list of lens models incorporated into GRALE can be found here at 
ttps:// research.edm.uhasselt.be/ ∼jori/ grale2/ grale lenses.html . 

https://research.edm.uhasselt.be/~jori/grale2/index.html
https://research.edm.uhasselt.be/~jori/grale2/grale_lenses.html
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hat can assist in modelling specific regions of the cluster (e.g.
luster members). If used, these are added to the basis grid and
ptimized alongside the Plummers according to the same procedure
Liesenborgs et al. 2020 ). 

.2 Source position optimization 

fter all individual GRALE runs are completed, we use the best-fitting
odel from each GRALE run and calculate the surface mass density
ith equation ( 1 ) for each Plummer. Similarly, with equation ( 2 ) we

alculate the time delay surface of the lens model: 

( θ ) = 

(1 + z d ) 

c 

D d D s 

D ds 

(
1 

2 
( θ − β) 2 − ψ( θ ) 

)
, (3) 

here β = ( ̃  x s , ̃  y s ) for any given run. Since each individual GRALE

un uses a different random seed, each run produces a different
ens model of varying fitness and with varying source positions. To
ccount for this, it is best to average over a number of runs and use
he mean solution as the best o v erall lens model. Importantly, the
orresponding mean source position β = ( x s , y s ) of the best o v erall
ens model may not be the optimal source position. This best model
ill not back project each image to the exact same position in the

ource plane, this will only be approximately so. In previous papers
sing GRALE , the corresponding mean position of the back-projected
mages is chosen as the true source position, but this may not be
he optimal one. As a consequence, when forward projecting β to
he lens plane, there will be a natural disagreement between the
econstructed image positions ( x ′ i , y 

′ 
i ) and reconstructed QSO time

elays �t ′ iC , and the observations. Therefore, in order to better fit
he observations, we seek to optimize β for the mean model for all
ources. We emphasize that this resulting method (described below)
o find the optimized source positions occurs after averaging over a
umber of GRALE runs, and is independent of the ‘pointimageo v erlap’
ptimization performed during an individual GRALE run. 
To achieve this, after averaging over all the GRALE runs, we use

he Metropolis–Hastings algorithm, an MCMC method that will
radually approach best-fitting solution based on each iteration’s
ayesian posterior. For our purposes, we use the mean source
osition β of the averaged lens model as the initial state of the chain.
t each iteration, a new test source position βn + 1 is drawn from a
aussian centred at the previous source position βn with a standard
eviation of 0.04 arcsec, equivalent to the astrometric accuracy of
ST . From here, we compare the ( n + 1)th source position with

he n th source position in the chain, accepting the ( n + 1)th source
osition if the acceptance ratio A ( βn + 1 , βn ) has increased from the
revious chain. The acceptance ratio is defined as ratio between the
est and previous source position posterior: 

 ( βn + 1 , βn ) = 

P ( βn + 1 ) 

P ( βn ) 
, (4) 

here P ( β) is a Gaussian sample posterior: 

ln ( P ( β) ) = − 1 

2 

∑ 

[ (
x ′ i − x i 

σx 

)2 

+ 

(
y ′ i − y i 

σy 

)2 

+ 

(
�t ′ iC − �t iC 

σ�t 

)2 
] 

, (5) 

here ( x i , y i ) and � t iC are the observed image positions and QSO
ime delays, respectively, and σ x , σ y , and σ� t are the corresponding
bservational uncertainties. We accept βn + 1 as a better fitting source
osition if its forward-projected images and time delays fit the
bservations better than βn . This corresponds to minimizing equation
 5 ). Equation ( 5 ) is valid for only the QSO, as it is the only source with
easured time delays. For all the other sources, we only consider the
NRAS 527, 2639–2651 (2024) 
mage positions for the posterior: 

ln ( P ( β) ) = −1 

2 

∑ 

[ (
x ′ i − x i 

σx 

)2 

+ 

(
y ′ i − y i 

σy 

)2 
] 

. (6) 

Lastly, we impose a flat prior on each sampled β such that ˜ x s ∈
 min ( x s ) , max ( x s ) ] and ˜ y s ∈ [ min ( y s ) , max ( y s ) ] , where ( x s , y s ) is the
ample of all reconstructed source positions from all performed runs.

For this analysis, we perform our Metropolis–Hastings optimiza-
ion for a chain of 1000 samples. We treat the optimized source
ositions from this procedure as a simple perturbation of β in
he o v erall mean τ ( θ ). The result is a largely unchanged τ ( θ )
ith reconstructed image positions and time delays that better
t the observations. Doing this process allows us to make finer

mpro v ements to the source positions and better predict the central
SO time delay. 

.3 Model inputs 

s described in Section 3.1 , GRALE only uses multiple image data as
nput. As a result of this, it is important that the image data are of high
uality. While this is true of the five QSO images and time delays,
t is less certain for the other three sources’ image identifications
see Section 2 ). As a result of the conflicting classifications in the
iterature, we adopt two sets of image identifications to use as input:
1) All images as shown in Table 1 (henceforth referred to as ‘all
m.’) and (2) A revised set of images where we exclude A1 and
3 (henceforth referred to as ‘rev im.’). In the latter case (‘rev

m.’), we justify the validity of this choice because of the alternative
lassification of Group A as a single galaxy source, where we have
dopted A2 as the five multiple images for this case. We should note
hat this is merely a modelling assumption, and there is no guarantee
hat the five images of A2 actually originate from the same knot in
he source. Furthermore, it has been suggested that Group A is in
eality made of extended arcs (Inada et al. 2003 ; For ́es-Toribio et al.
022 ), so our use of just A2 seeks to simplify this problem from
 more complex extended source analysis. We note that comparing
econstructions from GRALE from different subsets of input images
as been performed before (Liesenborgs et al. 2009 ; Ghosh et al.
023 ). 
In addition, because the arri v al time of the central QSO image E

ill be affected by the depth of the gravitational potential of the BCG,
e decide to also explicitly include the BCG in another analysis for

omparison. In this case, we model the BCG as an elliptic Sersic lens
Keeton 2001 ) with mass density: 

 S ( ξ ) = � cen exp 

[ 

−
(

2 n − 1 

3 

)(
ξ

R e 

) 1 
n 

] 

, (7) 

here � cen is the central mass density, n is the Sersic index, and ξ

s the elliptical coordinate position, defined as ξ = 

(
x, 

y 

q 

)
with q

he axial ratio. Since the BCG is an elliptical galaxy, we adopt n =
 for a de Vaucouleurs model. Using the measured ellipticity e =
.30 ± 0.05 (Oguri 2010 ), we fix e = 0.35 for our axial ratio, such
hat q = 1 − e = 0.65. The central density can be solved for: 

 cen = M tot 

( ∫ ∞ 

0 
exp 

[ 

−
(

2 n − 1 

3 

)(
ξ

R e 

) 1 
n 

] 

d ξ

) −1 

, (8) 

here M tot is the total mass in the Sersic lens. We approximate
 tot as the dynamical mass M dyn of the BCG, and find that � cen ≈

.95 × 10 5 M � pc −2 (124.17 g cm 

−2 ). It is worth noting that the input
alue for � cen need not be perfectly representative for the BCG as the
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enetic algorithm will optimize the weight of the Sersic component. 
odelling the BCG as a Sersic with these parameters means that the

utput models from GRALE are now hybrid models instead of purely 
ree-form, as galaxy information has been included. As mentioned 
n Section 3.1 , the inclusion of this Sersic serves as an additional
asis function on top of the grid of Plummers that will be optimized
longside the rest of the grid. 

In summary, we generate a total of four lens models: (1) A free-
orm reconstruction with no Sersic model for the BCG and all images
ncluded (‘no sersic/all im.’), (2) A free-form reconstruction with 
o Sersic model for the BCG and the revised image subset (‘no
ersic/rev. im.’), (3) A hybrid reconstruction with a Sersic model 
or the BCG and all images included (‘w sersic/all im.’), and (4)
 hybrid reconstruction with a Sersic model for the BCG and the

evised image subset (‘w sersic/rev. im.’). We refer to these as our
our models for this paper. 

 RESULTS  

or each of the four lens models in our analysis as described in
ection 3.3 , we perform 40 GRALE runs each with 10–15 subdivi-
ions, and a maximum of 2900 Plummers. The choice of 40 runs is a
esult of limitations from computational resources, and is consistent 
ith previous works using GRALE (Sebesta et al. 2019 ; Williams &
iesenborgs 2019 ; Ghosh, Williams & Liesenborgs 2020 ; Ghosh 
t al. 2021 , 2023 ). The best-fitting subdivisions in each of the 40
uns are averaged to obtain the lens model for each of the four
odels in our analysis. Using these, we perform the source position 

ptimization (see Section 3.2 ) to better match image positions of
ach source and the QSO time delays. These results are analysed 
elow. 

.1 Surface mass density distribution 

ig. 2 shows the surface mass density distributions for all four
f our lens models. Fig. 3 shows the circularly averaged density 
rofiles for each lens model with each one’s best-fitting NFW density 
rofile, written as (Bartelmann 1996 ; Navarro, Frenk & White 1997 ;
right & Brainerd 2000 ): 

 NFW 

( x) = 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

2 R s δc ρc 

x 2 −1 

(
1 − 2 √ 

1 −x 2 
tanh −1 

(√ 

1 −x 
1 + x 

))
for x < 1 

2 R s δc ρc 

3 for x = 1 , 
2 R s δc ρc 

x 2 −1 

(
1 − 2 √ 

x 2 −1 
tan −1 

(√ 

x−1 
1 + x 

))
for x > 1 

(9) 

here c is the concentration parameter, R s is the scale radius,
 is the scaled distance from the NFW centre ( x = r / R s ), δc is
he characteristic o v erdensity, and ρc is the critical density of the
niverse. In fitting the circularly average density profiles to an 
FW, we can estimate the virial radius of the cluster R 200 = R s c
sing the best-fitting c and R s . We note that while interesting to
ee whether a lens model’s mass density profile follows an NFW 

rofile, we recognize that such a fit is not very physically accurate as
he mass density distribution is not circularly symmetric. None the 
ess, the result serves as a useful comparison with Chandra X-ray 
bservations ( R s = 39 + 12 

−9 arcsec, c = 6 . 1 + 1 . 5 
−1 . 2 ; Ota et al. 2006 ), and

arametric models (Oguri 2010 ; For ́es-Toribio et al. 2022 ). Table 2
ummarizes each model’s image reconstruction properties and best- 
tting NFW parameters. Table 4 provides the convergence and shear 
easurements at the location of each QSO image in each model. 
.1.1 Free-form GRALE models 

he top row of Fig. 2 shows our two free-form mass density maps for
no sersic/all im.’ (left) and ‘no sersic/rev im.’ (right). Both models
enerally reconstruct mass features consistent with those found in 
ther reconstructions for this lens, particularly orientation of the 
entral distribution about the BCG and a mass concentration in the
outh-east, at ∼(5 arcsec, −1 arcsec), near A3.1 (e.g. Liesenborgs 
t al. 2009 ; Mohammed, Saha & Liesenborgs 2015 ; For ́es-Toribio
t al. 2022 ; Liu, Oguri & Cao 2023 ), though the shape of this clump
aries between different reconstructions, and often manifests as an 
xtension of mass from the centre of the cluster. For example, in
or ́es-Toribio et al. ( 2022 ) it is represented by the multipole potential

erm which has a mass extension along this polar direction with
espect to the BCG. In our reconstruction, this south-east clump has
 radius of ∼2 arcsec containing ∼3.4 × 10 11 M � (with background
ensity subtracted) and is not closely affiliated with any observed 
luster galaxy members (Oguri 2010 ). Fig. 4 shows a zoomed-
n view of the central region for both free-form models, with the
ritical curves (dashed blue lines) and time delay surface contours 
green solid lines) plotted o v er the mass density maps. As shown
n Fig. 4 , the south-east clump also significantly influences the
ritical curve. Also common to both models is the total mass within
0 kpc (roughly the region bounded by the QSO images), found to be
2.5 × 10 13 M �, which is consistent with past results (Williams &
aha 2004 ). 
The ‘no sersic/all im.’ model has a central peak displaced about

.2 arcsec (1.4 kpc) from the BCG. This very small displacement
rom the BCG indicates that GRALE can localize galaxy centres quite
ccurately if nearby images are present. The central mass density 
eak corresponds to ∼4 × 10 11 M � arcsec −2 , which is about 3 times
ower than when the BCG is explicitly included (see Section 4.1.2 ).
his model reconstructs the QSO image positions to within the HST
ccuracy, with mean image separation from the observed images 
f 〈 � θQSO 〉 = 0 . 0119 arcsec . The circularly averaged density profile
s shown in the top left of Fig. 3 . The best-fitting NFW has R s =
1.85 ± 0.95 arcsec (156.4 ± 7.0 kpc) and c = 7.06 ± 0.19.
his yields a virial radius of 1105 ± 58 kpc. While this c is
onsistent with that found by Ota et al. ( 2006 ), this model’s R s 

s in disagreement. Parametric models find c and R s measurements 
isagree with Ota et al. ( 2006 ). These models e xhibit de generacies of
hese parameters within their lens models, and are in fact consistent
ith Ota et al. ( 2006 ) when considering mass within ∼100 kpc

o break the de generac y (Oguri 2010 ; F or ́es-Toribio et al. 2022 ).
imilarly, for this model, we find ∼4.6 × 10 13 M � within 100 kpc,
onsistent with the mass of 5 . 0 + 1 . 8 

−1 . 1 × 10 13 M � estimated by Ota et al.
 2006 ). 

For Groups A, B, and C, images are reconstructed to better
han 0.13 arcsec, i.e. within the observed positional uncertainty of 
.4 arcsec, as estimated by Oguri ( 2010 ). In general, this model
econstructs image positions well despite also generating extraneous 
mages. As seen in the top left of Fig. 2 , a number of extraneous
mages are produced for Group A. Specifically, each reconstructed 
mage of A1, A2, and A3 lies very near to the critical curve, thus
roducing extraneous images close to the actual positions of each 
mage (also seen in For ́es-Toribio et al. 2022 ; Liu, Oguri & Cao
023 ). In the case of AX.2, AX.3, and AX.4 (X ∈ [1, 3]), these
xtraneous images form in a very similar way to those found in
or ́es-Toribio et al. ( 2022 ), with the critical curves ‘unfolding’ the

ndividual reconstructed image into three. These extraneous images 
orm with similar time delays and magnifications as their observed 
econstructed image, due to the local time delay surface remaining 
MNRAS 527, 2639–2651 (2024) 
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M

Figure 2. The GRALE reconstructed projected surface mass density distributions for SDSS J1004 + 4112 for each of our models (see Section 3.3 ): ‘no sersic/all 
im.’ ( top left ), ‘no sersic/rev im.’ ( top right ), ‘w sersic/all im.’ ( bottom left ), ‘w sersic/rev im.’ ( bottom right ). Images presented are each model’s reconstructed 
multiple images for the four sources in this lens. Labels and colours are the same as those in Fig. 1 . Black dots indicate the observed image positions. Contours 
are spaced logarithmically. For each lens model, 1 arcsec is equi v alent to 7.16 kpc. � crit is measured for the QSO ( z = 1.734) to be 1.17 × 10 11 M � arcsec −2 . 
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elatively smooth. In the case of AX.1 and AX.5 (X ∈ [1, 3]), the
xtraneous images that form can be explained in Fig. 4 by the south-
ast clump forming a critical curve that splits AX.1 and creates a
teeper central mass profile whose critical curve splits AX.5. This
s something present in all four of our models. Harking back to the
mage classification contro v ersy in the literature (see Section 2 ) and
he large uncertainty in Group A’s image positions, the number of
xtraneous images is strongly affected by the chosen input images,
nd we note that the number of extraneous images is significantly
educed when ignoring A1 and A3. In fact, the aforementioned
unfolding’ largely disappears when we use the revised image subset.
nterestingly, the extraneous images of this model roughly reproduce
he observed image positions of AX.4, which form a kink relative
o AX.3 (X ∈ [1, 3]), in the upper right of Fig. 1 . We hypothesize
hat all of this is indicative of the necessity to treat Group A as an
xtended source rather than a series of point sources because the
mage knots that make up Group A might have been misidentified.
or now, though, we can ignore these e xtraneous images as the y
orm very similar time delays and magnifications as their individual
espective reconstructed images. 
NRAS 527, 2639–2651 (2024) 

f  
The ‘no sersic/rev im.’ model has a central peak displaced about
.3 arcsec (1.9 kpc) from the BCG. The central mass density peak
orresponds to ∼3 × 10 11 M � arcsec −2 . Overall, this lens model
as a flatter mass density distribution than the ‘no sersic/all im.’
odel. The best-fitting NFW profile (top right of Fig. 3 ) has c =

.36 ± 0.15 and R s = 32.55 ± 1.57 arcsec (232.5 ± 9.8 kpc), both of
hich are in good agreement with those from NFW fits to the density
rofile derived from Chandra X-ray observations. This yields a virial
adius of 1247 ± 61 kpc. Similar to the ‘no sersic/all im.’ model,
his model reconstructs the QSO image positions very well, with
 � θQSO 〉 = 0 . 0109 arcsec . 

Unique to this model is that all images in Groups A, B, and C
re reconstructed to within HST accuracy. Furthermore, this model
ound the fewest extraneous images, all for Group A. Of the few
xtraneous images, all were formed very close to the critical curve
s before. Notably, A2.3 and A2.4 do not form extraneous images.
rom this result, and the fact that ‘no sersic/rev im.’ model had the
est reconstructed image positions of all our models, we conclude
hat the use of single point images for Group A (in our case
ust A2) reduces the pre v alence of extraneous images in models
or SDSS J1004 + 4112. An extended source analysis for Group A
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Figure 3. Circularly averaged surface density profiles (with respect to the location of the BCG) in blue for each of our models (see Section 3.3 ): ‘no sersic/all 
im.’ ( top left ), ‘no sersic/rev im.’ ( top right ), ‘w sersic/all im.’ ( bottom left ), ‘w sersic/rev im.’ ( bottom right ). The blue shaded regions are the 68 per cent 
confidence level for each reconstructed mass distribution. The dashed red line indicates the best-fitting NFW profile (see equation 9 ). 

Table 4 Convergence and Shear Results 

Lens Model QSO Image κ γ 1 γ 2 

"no sersic / all im." 

A 

B 

C 

D 

E 

0.585 
1.111 
0.615 
0.863 
1.310 

-0.400 
-0.097 
-0.071 
0.005 
0.147 

-0.441 
-0.242 
0.146 
-0.314 
0.309 

"no sersic / rev im." 

A 

B 

C 

D 

E 

0.707 
1.002 
0.556 
0.904 
1.332 

-0.247 
-0.188 
-0.066 
0.018 
0.286 

-0.385 
-0.345 
0.122 
-0.387 
0.437 

"w sersic / all im." 

A 

B 

C 

D 

E 

0.643 
1.474 
0.675 
0.698 
1.117 

-0.421 
-0.323 
-0.079 
0.054 
0.072 

-0.361 
-0.334 
0.154 
-0.486 
0.616 

"w sersic / rev im." 

A 

B 

C 

D 

E 

0.726 
1.256 
0.609 
0.659 
1.170 

-0.334 
-0.431 
-0.064 
0.097 
0.045 

-0.338 
-0.177 
0.158 
-0.557 
0.552 
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Table 2. Lens model image reconstructions and NFW parameters. 

Lens model 〈 � θQSO 〉 (arcsec) 〈 � θA 〉 (arcsec) 〈 � θB 〉 (arcsec) 〈 � θC 〉 (arcsec) c R s (arcsec) R 200 (kpc) 

‘no sersic/all im.’ 0 .0119 0 .1250 0 .0430 0 .0465 7.06 ± 0.19 21.85 ± 0.95 1105 ± 58 
‘no sersic/rev im.’ 0 .0109 0 .0285 0 .0251 0 .0298 5.36 ± 0.15 32.55 ± 1.57 1247 ± 61 
‘w sersic/all im.’ 0 .0139 0 .0932 0 .0527 0 .0506 6.44 ± 0.19 25.97 ± 1.24 1197 ± 69 
‘w sersic/rev im.’ 0 .0109 0 .0491 0 .0495 0 .0672 7.29 ± 0.21 22.37 ± 1.06 1166 ± 61 

Note. The columns list the lens model (see Section 3.3 ), mean reconstructed image separations from observation (not including extraneous images when 
applicable), post-source position optimization for the QSO ( 〈 � θQSO 〉 ), Group A ( 〈 � θA 〉 ), Group B ( 〈 � θB 〉 ), and Group C ( 〈 � θC 〉 ) images, best-fitting 
concentration parameter c , NFW scale radius R s , and virial radius R 200 . 

Figure 4. Zoomed-in view of the central density distribution of ‘no sersic/all 
im.’ ( top ) and ‘w sersic/all im.’ ( bottom ). Lime green dots and purple triangles 
represent the observed and reconstructed image positions, respectively, for 
source C1. Contours represent the time delay surface τ ( θ ), where stationary 
points correspond with reconstructed image positions. Dashed blue lines are 
the critical curves for Group C ( z s = 3.28). The green circle indicates the 
south-east clump, with a radius of 2 arcsec centred on the mass peak of the 
clump. It is noted that the clump is coincident on a critical curve, whose 
presence explains the extraneous images formed in AX.1 and AX.5 (X ∈ [1, 
3]). The main feature of the figure is the steeper mass peak (representing 
the BCG) present in the ‘w sersic/all im.’ model that splits the original ( top ) 
critical curve into three sections, thus forming two extraneous central images. 
While only shown here for source C1, this effect is present in all the hybrid 
model reconstructions for the central images of Groups B and C. 1 arcsec is 
equi v alent to 7.16 kpc, and � crit is measured for the QSO ( z = 1.734) to be 
1.17 × 10 11 M � arcsec −2 . 
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 ould lik ely be the most accurate, because the current identification
f knots as belonging to the same source(s) may be incorrect.
one the less, both the ‘no sersic/rev im.’ model and ‘no sersic/all

m.’ model are able to reconstruct the same main features of the
luster. 

.1.2 Hybrid GRALE models 

he bottom row of Fig. 2 shows our two hybrid mass density
istributions for ‘w sersic/all im.’ (left) and ‘w sersic/rev im.’
right). As with the free-form models, both hybrid models also have
2.5 × 10 13 M � within 60 kpc, indicating that all four of our models

eproduce the central mass distribution consistently with one another.
he hybrid models also reconstruct the same mass features as the

ree-form models. The south-east clump forms in roughly the same
lace, and contains ∼6.0 × 10 11 M � in both hybrid models. The main
ifference between the hybrid models and the free-form models is
hat the hybrid models’ mass distributions are much more strongly
eaked at the location of the BCG, which is a consequence of the
nclusion of a Sersic profile to model the BCG. Naturally, both hybrid
odels have a central peak at the BCG location. Since the mass

istribution is much steeper in the central region, a smaller south-
est mass clump located ∼(9.0 arcsec, 1.5 arcsec) is also visible,

ontaining ∼3.5 × 10 11 M � in both hybrid models. This south-west
ass clump appears to also be present in the free-form models,

ut is less visible in the density profile due to the free-form mass
istribution being much flatter. Notably, unlike the south-east clump,
he south-west clump appears to be consistent with a cluster member
alaxy located at (9.36 arcsec, 2.41 arcsec) (Oguri 2010 ). 

The ‘w sersic/all im.’ model has a central mass density peak
f ∼1.3 × 10 12 M � arcsec −2 . Just as the free-form models, this
odel reconstructs the QSO image positions well, with 〈 � θQSO 〉 =
 . 0139 arcsec . Likewise, the images for Groups A, B, and C are
lso reconstructed to within positional uncertainty, as estimated by
guri ( 2010 ). The bottom left of Fig. 3 shows the best-fitting NFW
rofile with c and R s found to be 6.44 ± 0.19 and 25.97 ± 1.24
rcsec (185.5 ± 9.1), respectively. This yields a virial radius of
197 ± 69 kpc. R s is underestimated in this model compared to
ta et al. ( 2006 ). The mass within 100 kpc is measured to be
4.6 × 10 13 M �, consistent with Chandra X-ray observations. 
Like its free-form counterpart (‘no sersic/all im.’), the ‘w sersic/all

m.’ model finds a number of extraneous images. These are primarily
ormed for Group A in the same way as before. Unique to both
ybrid models is the formation of extraneous images very close to
he central images of Groups B and C (BX.3 and CX.3). This is
aused by the critical curve forming very close to those images in
hese models, likely the result of the much steeper mass distribution
plitting the critical curve at that location, as demonstrated in Fig. 4 .
ndeed the time delay surface near BX.3 and CX.3 is only slightly
erturbed to form the central image very near to the observed BX.3
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nd CX.3 position, with two small ∼1.04 �τ 32 (where τ 32 is the 
ime delay between BX.3/CX.3 and BX.2/CX.2) peaks forming 
emagnified extraneous images. Therefore, it is implied that the 
xtraneous images of Groups B and C can be ignored as they form
ery close to one another and form nearly the same time delays,
imilar to the extraneous Group A images discussed in Section 4.1.1 .
e also hypothesize that these extraneous images could be remo v ed

y including the cluster member galaxy at (9.36 arcsec, 2.41 arcsec) 
s a prior in a future GRALE run, as mass currently concentrated
t the BCG would be spread out, thus smoothing out the mass
istribution and reforming the split critical curve. The result also 
uggests that Groups B and C may also be more accurately described
y an extended source. 
The ‘w sersic/rev im.’ model also has a central mass density peak

f ∼1.3 × 10 12 M � arcsec −2 and mass within 100 kpc measured to
e ∼4.6 × 10 13 M �, consistent with Chandra X-ray observations. 
his model also reconstructs the QSO image positions well, with 
 � θQSO 〉 = 0 . 0109 arcsec . The best-fitting NFW profile (bottom
ight of Fig. 3 ) finds c and R s to be 7.29 ± 0.21 and 22.37 ± 1.06
rcsec (159.8 ± 7.1 kpc), respectively. This yields a virial radius of
166 ± 61 kpc. 
Similar to its free-form counterpart (‘no sersic/rev im.’), the ‘w 

ersic/rev im.’ model reproduces the images of Groups A, B, and 
 better and has fewer extraneous images than in the models that
se all images. This model is unique in that it is the only model to
ot produce extraneous images for A2.2, while A2.1 and A2.5 still
ie very close to the critical curve and produce extraneous images. 
imilarly, BX.3 and CX.3 also form two demagnified extraneous 

mages just as in the ‘w sersic/all im.’ model. Reg ardless, both h ybrid
odels properly reconstruct all the main observational features of 

luster. 

.1.3 The south-east mass clump 

he south-east mass clump’s consistent presence in all four of 
ur lens models, disaffiliation with any cluster galaxy members, 
nd apparent presence in previous lens reconstructions makes it 
n intriguing candidate for possible dark matter substructure. This 
equires strong evidence that the clump is indeed necessary in order 
o reproduce the observable features of the lens. As it stands, there is
ot enough evidence to definitively constrain the south-east clump’s 
ass distribution, largely stemming from the lack of observational 

onstraints available in SDSS J1004 + 4112. The clump’s location 
etween AX.1 and AX.5 subjects it to the monopole de generac y
llowing its mass to be redistributed within that region without 
hanging the image positions or time delays, thus smoothing out the 
ass distribution. This is a fundamental de generac y in gravitational 

ensing and is generally difficult to break without a large number 
f sources and high image density (Liesenborgs et al. 2008 ). Since
DSS J1004 + 4112 lacks both of these prerequisites, it can be argued

hat the south-east clump can simply be redistributed in the region 
etween AX.1 and AX.5. Ho we ver, its location very near to AX.1
imits the scale at which one can apply the monopole de generac y,
aking it likely that the clump may not be fully redistributed. The

outh-east clump ultimately needs further study in order to verify its
xistence. 

As mentioned previously, excess mass in the same vicinity of the 
outh-east clump does seem to be present in previous reconstructions. 
n particular, the multipole perturbation in the model presented in 
or ́es-Toribio et al. ( 2022 ) finds a density peak at ∼230 deg from the
est axis, coincident with the rough location of the south-east clump 

n our model. Likewise, we perform a separate lens reconstruction, 
ot shown in a figure in this article, which includes the nearest cluster
ember galaxy as an additional basis function in the ‘w sersic/all

m.’ model. We find that the south-east clump persists in this case
ith roughly the same mass and size, implying that if it exists it is
ot affiliated with an y galaxy. F or these reasons, there does seem to
e some mass feature in this region of the cluster, although whether
r not the south-east clump is the solution cannot be confirmed. 
Interestingly, there is actually a galaxy visible in the location of

he south-east clump (visible just abo v e AX.1 in Fig. 1 ). This galaxy
s notably bluer than all associated cluster members, thus likely 
endering it not a cluster member galaxy but rather a foreground
alaxy. Depending on the precise redshift of this structure, this 
ould contribute to the lensing signal as a line-of-sight structure, 
uggesting that what was called the ‘dark’ south-east clump perhaps 
lso has a visible component to it. If the galaxy is foreground and
he south-east clump is associated with it, the mass of the clump will
eed to be larger because of the larger � crit for most smaller z d ’s.
o our knowledge, unfortunately no redshift is available for said 
alaxy. 

If we assume the south-east clump is in fact real, then it would
mply that the cluster may not be fully relaxed. Additionally, it can
e used in the future to provide constraints on the nature of dark
atter, such as its interaction cross-section per unit mass, σ / m . This

as been done before with dark matter substructures in cluster lenses
sing sophisticated cosmological and N -body simulations (Peter et al. 
013 ; Harv e y et al. 2019 ; Xu 2023 ) and strong lensing analysis
f existing lenses (Miralda-Escud ́e 2002 ; Markevitch et al. 2004 ;
rada ̌c et al. 2008 ; Andrade et al. 2022 ). While a more complex

ubstructure analysis for SDSS J1004 + 4112 would be the subject of
 future paper, we can perform a back-of-envelope constraint for σ / m
sing the south-east clump, assuming dark matter is self-interacting, 
y following the e x ercise done by Ghosh et al. ( 2023 ). 
First, if we assume that the clump is gravitationally bound and

irialized, we can calculate the typical particle velocity v using the
irial theorem [with M the clump mass and r the radial size of the
lump, assumed to be 2 arcsec (14.3 kpc) for both models]: v ∼
M / r . For free-form and hybrid models, we calculate v as ∼320 and
420 km s −1 , respectively. We note that the clump mass is rather

arge (of the order of 10 11 M �), resulting in a large density ∼10 5 ρc .
his is not surprising as the clump is located in the central region
f the cluster. The relatively large v that we have calculated makes
ense since a large velocity dispersion would be required to hold
he clump up against self-gravity, given its small size. As a self-
onsistency check of this gravitationally bound assumption, and of 
he necessarily large v, we calculate the time to cross the clump’s
iameter at this velocity to be < 9 × 10 7 yr. Because this time-scale
s short on cosmological scales, we conclude that unless we happen
o be observing the lens at a very special time, the clump, if real, is

ost likely gravitationally bound. 
The preceding paragraph makes an implicit assumption that the 

ark matter particles are non-interacting. The apparent longevity of 
he clump allows us to place an upper limit on the self-interaction
ross-section of the dark matter. Using the calculated v, we can
alculate the particle dispersal time τ , which is the time for the
ubstructure to completely disperse due to scattering induced by 
elf-interactions (Miralda-Escud ́e 2002 ; Peter et al. 2013 ), as τ =
 ρ( σ / m ) v] −1 . Here, we assume the clump is spherical in 3D with
ean density ρ. If we assume σ / m = 4.0 cm 

2 g −1 , the dispersal
ime is ∼1.3 × 10 8 and ∼5.8 × 10 7 yr for free-form and hybrid

odels, respectively. Assuming the cluster formed at z = 1, this
epresents ∼8 per cent and ∼4 per cent of the time between 
ormation and observation at z d = 0.68 for free-form and hybrid
MNRAS 527, 2639–2651 (2024) 
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odels, respectively. Since τ is so short, this suggests that σ / m =
.0 cm 

2 g −1 is a rough upper limit as a smaller cross-section would
mply a longer lifespan of the clump. This constraint is consistent
ith those found from the Bullet Cluster (Markevitch et al. 2004 ),

nd MACS J0025 (Brada ̌c et al. 2008 ) using the same method. Using
/ m = 1.0 cm 

2 g −1 , a more restrictive cross-section constraint, we
nd τ ∼5.1 × 10 8 and ∼2.5 × 10 8 yr for free-form and hybrid
odels, respectively, representing ∼32 per cent and ∼16 per cent

f the time between formation and observ ation, respecti vely. While
here is a longer dispersal time in this scenario, τ is still relatively
hort compared to the assumed lifetime of the cluster, so we can
entatively assign an upper limit of σ / m = 1.0 cm 

2 g −1 for the
elf-interacting cross-section of dark matter using just the south-east
lump, assuming it is a real mass structure. A future, more rigorous
nalysis is required to get a more stringent constraint on σ / m . For
ow, this back-of-envelope calculation shows the utility of using
ark matter substructures in clusters to constrain dark matter self-
nteraction properties. 

Recently, wave dark matter (also known as fuzzy dark matter)
as had success in reproducing observed flux ratios in strong lenses
Amruth et al. 2023 ; Powell et al. 2023 ), leading to burgeoning
nterest as a candidate for dark matter. For both self-interacting and
ave dark matter, a more detailed study would produce models using

onstraints given from the macrolens model, such as this work. As
n order-of-magnitude estimate, we can calculate the de Broglie
avelength λ assuming wave dark matter using the scaling relation

rom Schive et al. ( 2014 ): λ ∝ m 

−1 
ψ M 

−1 / 3 , where M is the mass of
he dark matter halo and m ψ is the mass of the wave dark matter
article. In wave dark matter, λ sets the length scale at which the
ensity distribution of dark matter will fluctuate, producing what
re commonly referenced to as granules. These granules’ effect on
ravitational lensing has been well studied both with simulations and
odelling from observations (Dalal et al. 2021 ; Laroche et al. 2022 ;
mruth et al. 2023 ; Diego et al. 2023 ; Powell et al. 2023 ). With the

outh-east clump as a test case, and assuming the typically quoted
 ψ ∼ 10 −22 eV, we estimate λ as ∼0.21 and ∼0.18 kpc for free-form

nd hybrid models, respectively. This scale is too small to be resolved
y HST for SDSS J1004 + 4112. It is none the less consistent with the
xpected range necessary to produce a solitonic core (Amruth et al.
023 ), which is apparently a feature of wave dark matter (Schive et al.
014 ). Like our calculation for self-interacting dark matter, we note
he utility in using substructure in clusters to constrain models of dark

atter, and encourage future detailed studies utilizing substructure
onstraints to formalize properties of dark matter. 

.2 Time delays 

ig. 5 presents histograms of the QSO time delay measurements for
he 40 GRALE runs for each of our four lens models. At this step,
e can see that the measured time delays for the three images with
bserved time delays (QSO images A, B, and D) are reconstructed
ith very small variance. The models using the revised set of images

ignoring A1 and A3) calculate tighter constraints on the time delays
or QSO images A, B, and D. 

As described in Section 4 , we av erage o v er the 40 GRALE runs’ time
elay surfaces and then perform the source position optimization to
btain the final lens models. Source position optimization is treated
s a simple perturbation of β, and this is reflected by the fact that the
ptimized time delays differ from the initial mean time delay of the
0 GRALE runs by ∼1–2 d. The optimized time delays for each of the
our lens models are presented in Table 3 . 
NRAS 527, 2639–2651 (2024) 
The time delays for QSO images A, B, and D are all successfully
econstructed to within the observed uncertainty (Fohlmeister et al.
008 ; Mu ̃ noz et al. 2022 ) in each lens model. The central image, QSO
mage E, does not have an observed time delay � t EC as of this writing.
sing our models, we are able to make four predictions for � t EC .

nterestingly, the free-form and hybrid GRALE models predict differ-
nt � t EC and are broadly in tension with one another. The free-form
odels predict � t EC of 2974.04 ± 242.18 and 2990.79 ± 294.02 d

or ‘no sersic/all im.’ and ‘no sersic/rev im.’, respectively. The
ybrid models predict longer � t EC of 3275.73 ± 223.79 and
282.71 ± 203.68 d for ‘w sersic/all im.’ and ‘w sersic/rev im.’,
espectively. Only the predicted ‘no sersic/rev im.’ � t EC is consistent
ith the hybrid model predictions. In general, the longer time delay
redictions for the hybrid models make sense as the inclusion of the
ersic profile at the location of the BCG means light from the QSO
ource will travel through a deeper potential. 

For the recently measured time delay of QSO image D � t DC (see
able 3 ) (Mu ̃ noz et al. 2022 ), only Mohammed, Saha & Liesenborgs
 2015 ) had a successful prediction, albeit they had a very broad
redible interval between ∼1500 and 2700 d. Both Liesenborgs
t al. ( 2009 ) ( � t DC ≈ 2126 d) and Oguri ( 2010 ) ( � t DC ≈ 2044 d)
nderestimated the observed � t DC , and likewise predict short � t EC 

f ∼2726 and ∼2500 d, respectively. These predictions are mostly
nconsistent with our predictions, with only the ‘no sersic/rev im.’
 t EC measurement consistent with the prediction from Liesenborgs

t al. ( 2009 ). Our results are consistent with the broad prediction
f ∼1900–3200 d from Mohammed, Saha & Liesenborgs ( 2015 ).
ur free-form model predictions are consistent with the prediction
f 2853.90 d from For ́es-Toribio et al. ( 2022 ), who used parametric
odels including the observed � t DC . 

 DI SCUSSI ON  A N D  C O N C L U S I O N S  

e have presented four reconstructions of SDSS J1004 + 4112 using
he free-form genetic algorithm-based method GRALE . Two of these

odels are completely free-form with no inclusion of cluster member
alaxies, while the other two are hybrid models including a Sersic
rofile to model the BCG. In addition, we have studied the effect of
evising the input image data in both mentioned cases to exclude A1
nd A3, moti v ated by a discrepanc y in the literature re garding the
lassification of these images. Our main impro v ement o v er previous
RALE reconstructions for this lens is the inclusion of the recently
easured � t DC , which provides stronger constraints on the mass

istribution and central image time delay � t EC . Our main results are
s follows: 

(i) All four mass distributions (Fig. 2 ) are broadly consistent with
revious studies, using both parametric (Oguri 2010 ; For ́es-Toribio
t al. 2022 ) and free-form (Williams & Saha 2004 ; Liesenborgs et al.
009 ; Mohammed, Saha & Liesenborgs 2015 ) methods. The best-
tting NFW profiles for all four mass distributions find concentration
arameters c in agreement with those derived from Chandra X-ray
bservations (Ota et al. 2006 ). Even though all but one of our models
nd underestimated best-fitting NFW scale radii R s , all of our models
re consistent with the estimated mass within 100 kpc from Ota et al.
 2006 ). Lastly, all input images for each lens model are reconstructed
o within the estimated positional uncertainty as used in Oguri ( 2010 )
see Table 2 ). 

(ii) To our knowledge, our source position optimization (see
ection 3.2 ) has not been used in previous lens modelling algorithms.
ts inclusion in our lens models allows us to better match the



SDSS J1004 + 4112 2649 

Figure 5. Histograms of QSO time delay measurements of the 40 GRALE runs for each of our lens models (see Section 3.3 ): ‘no sersic/all im.’ ( top left ), ‘no 
sersic/rev im.’ ( top right ), ‘w sersic/all im.’ ( bottom left ), ‘w sersic/rev im.’ ( bottom right ). All time delays are measured with respect to QSO image C. Dashed 
grey lines indicate the observed time delay for QSO images B, A, and D, respectively, from left to right. Though not shown in the figure, final time delay 
measurements (see Table 3 ) for each lens model are calculated by averaging the time delay surfaces of the 40 GRALE runs (shown here for each image), then 
performing our source position optimization (see Section 3.2 ). 

Table 3. Time delay results. 

QSO image Observed � t ‘no sersic/all im.’ � t ‘no sersic/rev im.’ � t ‘w sersic/all im.’ � t ‘w sersic/rev im.’ � t 

A 825.99 ± 2.10 824.96 ± 9.05 827.33 ± 3.81 825.09 ± 9.48 826.90 ± 3.95 
B 781.92 ± 2.20 781.31 ± 8.68 783.26 ± 3.69 781.55 ± 9.16 782.36 ± 3.67 
D 2456.99 ± 5.55 2458.19 ± 9.61 2458.17 ± 5.07 2459.03 ± 10.36 2458.39 ± 5.23 
E – 2974.04 ± 242.18 2990.79 ± 294.02 3275.73 ± 223.79 3282.71 ± 203.68 

Note. QSO time delay measurements in days for each lens model. All time delays � t are with respect to QSO image C, the first arriving image, and calculated 
after averaging over 40 independent GRALE runs and performing our source position optimization (see Section 3.2 ). 
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bserved image positions and time delays using the final GRALE

ass distributions. 
(iii) We report two main potential substructures: a larger
2 arcsec south-east clump at ∼(5 arcsec, −1 arcsec) and a smaller

outh-west clump at ∼(9.0 arcsec, 1.5 arcsec). The south-west clump
s consistent with a cluster member galaxy identified by Oguri
 2010 ). The south-east clump is not associated with a cluster member
alaxy. This south-east clump is clearly visible in all four of our
odels (containing ∼3.4 × 10 11 and ∼6.0 × 10 11 M � for free-

orm and hybrid models, respectively) and appears to be present
n some form in previous lens reconstructions (Liesenborgs et al.
009 ; Mohammed, Saha & Liesenborgs 2015 ; For ́es-Toribio et al.
022 ). More data and lens models are needed to constrain its mass
istribution. 
(iv) Using a simplified back-of-envelope exercise, we tentatively

alculate the upper limit of the dark matter self-interaction cross-
ection to be σ / m = 1.0 cm 

2 g −1 with the south-east clump, assuming
t is real, consistent with constraints from other cluster lenses
Markevitch et al. 2004 ; Brada ̌c et al. 2008 ). A more rigorous analysis
f this substructure would be required to confirm whether σ / m is
onsistent with more restrictive constraints from recent analyses
Harv e y et al. 2019 ; Andrade et al. 2022 ). Instead, if we assume
ave dark matter, we calculate its de Broglie wavelength as λ ∼
.2 kpc, consistent with the range capable of producing solitonic
ores (Amruth et al. 2023 ), but also requiring more rigorous analysis.

(v) In comparing our free-form and hybrid models, we find that the
ybrid models produce much steeper mass distributions in the central
egions. This is largely a result of the inclusion of a Sersic profile at
he BCG location. This has the effect of the hybrid models predicting
 longer central image time delay, � t EC ∼ 3280 d, than the free-form
rediction of � t EC ∼ 2980 d. Both of our models predict � t EC 

onsistent with those found by Mohammed, Saha & Liesenborgs
 2015 ), which was the only successful prediction of � t DC . A future
easurement of � t EC will help determine the steepness of the central

ensity profile for this lens. 

As mentioned, a future measurement of � t EC will help constrain
he central density profile as well as provide tighter constraints on all
he measured parameters in our study. For ́es-Toribio et al. ( 2022 ) state
hat this time delay will be too difficult to measure since the central
 image is too faint. It should be noted that this presumption is based
n visible and IR observations of SDSS J1004 + 4112 (Inada et al.
008 ; Mu ̃ noz et al. 2022 ). Recently, Perera, Williams & Scarlata
 2023 ) presented an observing strategy for the central images of
uads using ultraviolet (UV) observations with HST . The QSO source
n SDSS J1004 + 4112 fits the criteria for their strategy, with the
ource (a QSO) spectral energy distribution (SED) peaking in UV
avelengths and the BCG, being an elliptical galaxy, peaking in
isible wavelengths. Since the central image is superimposed by the
CG (Inada et al. 2005 ), a UV measurement should maximize the
ontrast between the two, making the central image easier to detect
nd brighter than that in visible wavelengths. In principle, a light
urve in UV wavelengths including the central image can be used to
otentially measure � t EC , with the advantage being that QSO E is
ore visible in this regime. As a result, we suggest future studies look

or the central image time delay with UV observations (or existing
rchi v al observ ations in UV), following the strategy from Perera,
illiams & Scarlata ( 2023 ). 
Additionally, in order to confirm the reality of the south-east

lump, more observational constraints are required. Ideally, this
ould be the disco v ery of more sources and their respective multiple

mages, but this is not guaranteed. One avenue worth exploring is
NRAS 527, 2639–2651 (2024) 
he treatment of Group A as an extended source, and seeing how this
hanges the mass distribution, the south-east clump, and the notable
resence of extraneous images in this work and in others that use
 t DC (For ́es-Toribio et al. 2022 ; Liu, Oguri & Cao 2023 ). Similarly,

nother worthwhile study would be a line-of-sight analysis of the
earby foreground galaxy to see whether this affects the south-east
lump. Depending on its redshift, the implied mass of the clump may
e even larger than our measured mass. 
In general, our mass distributions reproduce the observed images

nd time delays accurately, and are broadly consistent with previous
econstructions. Furthermore, we find tighter constraints on the
entral QSO image time delay with the inclusion of the newly
easured � t DC . 
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