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A B S T R A C T 

While gravitational lens inversion holds great promise to reveal the structure of the light-deflecting mass distribution, both 

light and dark, the existence of various kinds of degeneracies implies that care must be taken when interpreting the resulting 

lens models. This article illustrates how thinking in terms of the projected potential helps to gain insight into these matters. 
Additionally it is shown explicitly how, when starting from a discretized version of the projected potential of one particular 
lens model, the technique of quadratic programming can be used to create a multitude of equi v alent lens models that preserve 
all or a subset of lens properties. This method is applied to a number of scenarios, showing the lack of grasp on the mass 
outside the strong lensing region, revisiting mass redistribution in between images, and applying this to a recent model of the 
SDSS J1004 + 4112 cluster, as well as illustrating the generalized mass sheet de generac y and source-position transformation. In 

the case of J1004, we show that this mass redistribution did not succeed at completely eliminating a dark mass clump reco v ered 

by GRALE near one of the quasar images. 

Key words: gravitational lensing: strong – gravitational lensing: weak – methods: data analysis – galaxies: clusters: individ- 
ual: SDSS J1004 + 4112. 
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 I N T RO D U C T I O N  

part from causing beautiful observations, the light deflection caused
y the gravitational lens effect holds the promise of providing insight
nto the distribution of the matter responsible for this deflection, as
ell as for probing parameters of the cosmological model. To make

his possible, one typically needs to try to invert the lens effect, e.g.
ry to reconstruct a model for the gravitational lens that is compatible
ith the observations. 
Over the years, several techniques for doing so have been devel-

ped, differing in the kinds of observations they use as input as well as
n how the matter distribution it tries to reconstruct, is modelled. This
anges from statistical analyses of small deformations of background
alaxies, i.e. weak lensing data, to the use of multiple, possibly highly
eformed images, also referred to as a strong lensing scenario. The
ause of the deflection, the matter distribution of the lens itself,
an be modelled by a relatively small number of density profiles,
ypically aligned with the visible matter (e.g. LENSTOOL ; Jullo et al.
007 ), by a large set of basis functions, intended to be capable of
odelling a wide variety of distributions (e.g. PIXELENS ; Saha &
illiams 2004 ; Coles 2008 ), or even by both of these options, in a
ore hybrid approach (e.g. WSLAP + ; Sendra et al. 2014 ). Others still

o not model the mass distribution directly, but instead model the
ens’ gravitational potential (e.g. RELENSING ; Torres-Ballesteros &
asta ̃ neda 2023 ). 
 E-mail: jori.liesenborgs@uhasselt.be 
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Commons Attribution License ( https:// creativecommons.org/ licenses/ by/ 4.0/ ), whi
Irrespective of the procedure and input data that are used, it is
mportant to realize that a solution to the inversion problem is not
niquely determined, that there exist various kinds of degenerate
olutions that are able to explain the observations equally well.
ome of these are exact by nature, others differ in principle but
nly cause changes that still lie within the known observational
ncertainties. Depending on how the mass distribution is modelled,
hese degeneracies can manifest themselves in different ways. It
ay even seem that there are no such degeneracies present, if the

nversion technique used does not provide the freedom needed to
escribe equi v alent solutions. The existence of multiple, equally
ompatible solutions is fundamental ho we ver, so care must be taken
hen interpreting inversion results. 
In this article, we illustrate how thinking about lens inversion

ot on the level of the mass distribution itself, but the potential
ausing it, can help gain additional insight into which properties can
ctually be constrained well. Assuming that one solution to the lens
nversion problem is known, a tool is introduced that uses quadratic
rogramming to search for lens models that are equally compatible
ith the observed data. 
After briefly reiterating the gravitational lensing formalism in

ection 2 , a toy model will be introduced in Section 3 to study
n effect that is often encountered when performing lens inversions
ith our own method GRALE , namely mass density peaks outside
f the region covered by the multiple image systems. The idea
ehind the method and its practical implementation using quadratic
rogramming is explained in Sections 4 and 5 . Application to the
oy model for the outer density peaks, as well as revisiting known
© 2024 The Author(s). 
ty. This is an Open Access article distributed under the terms of the Creative 
ch permits unrestricted reuse, distribution, and reproduction in any medium, 

provided the original work is properly cited. 
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Figure 1. Reproduction of fig. 1 from Ghosh et al. ( 2021 ), illustrating the 
effect that is often encountered when using the free-form GRALE inversion 
method, when the optimization procedure places mass near the boundaries 
where the mass density is not well enough constrained by the more centrally 
located images. 
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egeneracies using this method will be done in Section 6 , ending the
rticle with a final discussion in Section 7 . 

 G R AV I TAT I O NA L  LENSING  FORMALISM  

elow, the formalism to describe gravitational lensing is briefly 
e vie wed – for a complete account the interested reader is referred
o Schneider, Ehlers & Falco ( 1992 ). In the usual approximation,
he mass density of the gravitational lens itself is modelled as being
wo-dimensional, lying in the so-called lens plane. This mass density 

( θ), where θ describes the viewing direction, causes light rays from
ource to observer to become deflected. The lens equation, 

= θ − D ds 

D s 
ˆ α( θ) , (1) 

escribes this mapping: when looking in direction θ , one receives the 
ight that one would receive from direction β if the light deflection 
ould be disabled somehow. The deflection angle ˆ α( θ ) describes the 
ay the light ray changes direction due to the lens effect, and is
etermined by the projected mass density �( θ ) in its entirety. This
eflection angle is rescaled by D ds and D s , the angular diameter
istances from gravitational lens to source and from observer to 
ource, respectively . Similarly , the angular diameter distance from 

bserver to lens will be denoted by D d . To ease notation, one often
ses the rescaled deflection angle α = D ds /D s ˆ α. The equation can
e interpreted as describing how a two-dimensional source shape, 
ying in the so-called source plane and described by the β-space, is
ransformed into possibly multiple images lying in the image plane, 
escribed by the θ -vectors. 
It can be shown that in this thin lens approximation, the deflection

ngle arises from a two-dimensional version of the gravitational 
otential, usually referred to as the lens potential or projected 
otential ψ( θ ): 

( θ ) = ∇ ψ( θ ) . (2) 

This lens potential is also related to a scaled version κ( θ) of the
ass distribution 

( θ) = 

1 

2 
∇ 

2 ψ( θ ) , (3) 

here κ( θ ) = �( θ ) /� crit is also called the convergence, and � crit =
 

2 D s /4 πGD d D ds is known as the critical density. 
If two image positions θ i and θ j correspond to the same source 

osition β, there will be a time delay �t ij = t( θi , β) − t( θ j , β)
etween these images, which may be measurable for a source with 
ntrinsic variability. Here, 

 ( θ, β) = 

1 + z d 

c 

D d D s 

D ds 

(
1 

2 
( θ − β) 2 − ψ ( θ ) 

)
(4) 

n which z d represents the redshift of the lens plane. 
The case where multiple images arise from a same source is called

he strong lensing regime, but even when there is only a single image
his can still be a somewhat deformed one. Further away from the bulk
f the lensing mass, one then encounters the weak lensing regime. 
he deformations are described by the shear components 

1 = 

1 

2 

( 

∂ 2 ψ 

∂θ2 
x 

− ∂ 2 ψ 

∂θ2 
y 

) 

, and γ2 = 

∂ 2 ψ 

∂ θx ∂ θy 

. (5) 

tatistical analyses of deformed background galaxies cannot reveal 
hese values directly unfortunately, only a combination of them with 
he convergence can be estimated at a point. This is then called the
educed shear g i = γ i /(1 − κ). 
For the remainder of the article, the focus will be on the strong
ensing regime; the same ideas and procedures apply to the weak
ensing regime as well. 

 O U T E R  DENSITY  P E A K S  

n our free-form strong lens inversions using the GRALE software 
Liesenborgs, De Rijcke & Dejonghe 2006 ; Liesenborgs et al. 2020 ),
ne has to specify the region where mass is to be recovered. Typically,
his region should not exceed the boundaries set by the multiple
mage systems by too much, but the amount by which this is done
n practice can v ary some what: depending on the complexity of the
ensing scenario one may need to make this region somewhat larger
han a first estimate to be able to obtain a reconstruction that can
xplain the observed images adequately. 

In such cases the underlying optimization technique can place 
xtra mass near the borders of the inversion region, where no
ultiple image systems enclose these structures. For a final solution 

everal tens of optimization results are averaged, which does tend to
moothen, but not remo v e these structures. Fig. 1 shows an e xample
f this effect. It is commonly understood that as such mass density
eatures are not enclosed by strongly lensed images, their precise 
ocation and shape should not carry too much weight. Instead, 
hey can be interpreted as properties of the mass distribution that
he inversion algorithm introduces to mimic external shear, but the 
recise origin of this shear cannot be constrained. 
To illustrate the ill-constrained nature of the outer regions of a

trong lensing scenario, the toy model from Fig. 2 will be used.
he shape of the mass distribution is inspired by the Ares simulated
luster (Meneghetti et al. 2017 ), but has an extra mass peak in the
op-right corner. The lens itself is located at a redshift of z d = 0.5 in
 flat lambda cold dark matter cosmological model with H 0 = 70 km
 

−1 Mpc −1 and �m = 0.3, and causes the four circular sources shown
n the right panel of the figure to be transformed into the images that
an be seen in the centre panel. 
MNRAS 529, 1222–1231 (2024) 
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M

Figure 2. This is the toy model mentioned in Section 3 . The left panel shows a mass distribution consisting of two centrally located NSIE profiles, where a 
mass peak has been added in the top-right corner of the region. The mass density is shown in units of κ = � / � cr for a source at redshift z = 2.0, the contours 
sho w le vels of κ with interv als of 0.2 where the κ = 1 le vel is indicated by a thicker line. The dashed circle marks a rough estimate of the strong lensing region, 
to be used in the procedure that shall attempt to erase the external features, i.e. the peak in the top-right corner. This mass distribution causes the sources at 
redshifts of 1.0 (diamond symbol), 1.5 (circle), 2.0 (square), and 2.5 (pentagon) from the right panel, to be lensed into the images that are shown in the centre 
panel of this figure (the left panel marks these positions with crosses). Also shown in centre and right panels are respectively the critical lines and caustics for a 
source at redshift z = 2.0. 
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 L ENS  POTENTIAL  E X T R A P O L AT I O N  

rom the o v erview of the lensing formalism in Section 2 , one can
ee that all properties can be derived from the lens potential ψ( θ ).

ore precisely, if two models have the same values of the lensing
otential in the regions that contain all the images, from equation ( 2 )
hey will have the same deflection angles at those locations, and
hrough the lens equation ( 1 ) will map to the same positions in the
ource plane. With image locations, source location and lens potential
alues unchanged, equation ( 4 ) implies that the time delays between
mages will be unchanged as well. Being very local properties derived
rom the lens potential, γ i values at the image locations will be the
ame (equation 5 ), as well as the g i = γ i /(1 − κ) values, since the
onvergence κ stays unchanged by equation ( 3 ). 

The central idea to resolve the presence of the mass peak in the toy
odel, is therefore to create a new model that has the same values of

he lens potential within the circular region indicated in the figure.
s both models have the same 1 potential values inside the circular

egion, all lensing properties will be conserved there. Outside the
ircle, the new model will have different values however: we shall
tart from the lens potential values inside the circle, and extrapolate
hese outward. The goal is to do this in such a way that said mass
eak is less prominent or even erased. 

To be able to perform such calculations based on ψ( θ ) numerically,
t will be necessary to approximate this continuous scalar field by a
iscrete grid of values ψ ij . Within the modelling part of the GRALE

oftware, it is possible to specify a lens model based on such a grid.
o calculate values of the first and second order derivatives, not only
t the grid points themselves, but in between these points as well, the
icubic interpolation routines from the GNU Scientific Library 2 are
sed. 
In a first step, an approximation of the toy model is needed based

n a grid of ψ ij values. To be able to calculate derivatives near the
oundaries shown in the figure, a slightly larger region is used for
his grid, in this case a 240 × 240 arcsec 2 one. For a 32 × 32 grid
NRAS 529, 1222–1231 (2024) 

 The models may actually differ by a constant value, which will have no 
bserv able ef fect. 
 https:// www.gnu.org/ software/ gsl/ 
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o v ering this re gion, Fig. 3 shows results for this approximate lens
odel. In this case, differences are still noticeable, but as can also be

een in Table 1 the approximation impro v es quite rapidly for higher
 ψ × N ψ grid resolution. 
In what follows, the model based on 128 × 128 values of ψ ij 

ill be used as the starting point. This represents the true toy model
ith considerable accuracy, while yielding a manageable number of
ariables that will need to be handled in the extrapolation method
escribed below. 

 QUA D R AT I C  P RO G R A M M I N G  SOLUTI ON  

or the simulated lensing scenario under consideration, the approach
ill be to keep the ψ ij values inside the circular region fixed, and to
ptimize for the other lens potential values. It shall turn out that this
ptimization can be formulated as a quadratic programming (QP)
roblem, for which several software packages exist to calculate the
olution very efficiently. 

In this type of problem one looks for a vector x of unknown values
hat minimize the expression 

1 

2 
x T P x + q T x , (6) 

here P and q are a known matrix and v ector, respectiv ely. One is
llowed to formulate linear constraints for these unknowns in x , 

G x ≤ h . (7) 

ere, G and h are again a known matrix and vector, and the inequality
ign is to be interpreted as a component-wise inequality . Similarly ,
ne is allowed to impose a linear equality constraint 

A x = b , (8) 

s well as hard lower and upper bounds for the values in x . 
For simplicity, let us first consider a one-dimensional example.

uppose the lensing potential is defined on a grid of N points, ψ i ,
 = 1, . . . N . Some of these values will be held fixed throughout
he procedure, this will be denoted as ψ i = 

˜ ψ i , while others are the
alues to be retrieved, described by ψ i = x j . There will be M such
nkno wn v alues x j , j = 1, . . . M . 

https://www.gnu.org/software/gsl/
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Figure 3. For the approximation of the lens from Fig. 2 based on lens potential values ψ ij on a 32 × 32 grid, this figure again shows mass density, critical lines, 
and caustics. For comparison, the dashed lines are those from Fig. 2 . Maximum differences in density �κ and deflection angle component � ̂ αi (calculated for 
the 512 × 512 values that are plotted, so also in between the ψ ij grid points), as well as RMS difference in the image plane are also mentioned (the circles show 

the image positions according to this approximation, the crosses are those for the toy model lens itself). As for higher grid resolutions the visual differences 
from Fig. 2 become quickly unnoticeable, Table 1 shows the maximum differences and RMS for these approximations. 

Table 1. This table illustrates the properties mentioned in the caption of 
Fig. 3 for increasing N ψ × N ψ resolutions of the ψ ij grid. The �κ and � ̂ αi 

numbers represent the maximum values of the differences. 

N ψ �κ � ̂ αi (arcsec) Point image RMS (arcsec) 

32 0 .545 1 .65 0.193 
64 0 .126 0 .192 0.0174 
128 0 .0345 0 .0235 0.00116 
256 0 .00879 0 .00195 9.9 × 10 −5 

512 0 .00131 0 .000196 1.4 × 10 −5 
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Leading to a measure of the mass density through equation ( 3 ),
he Laplacian will be of particular interest. For a discretized version 
f the lens potential values, this can be approximated by an R -point
ernel L k , k = 1, . . . R , which through a convolution then yields an
stimate of the local density. As an example, using e.g. the difference
f differences 

( ψ 3 − ψ 2 ) − ( ψ 2 − ψ 1 ) = ψ 1 − 2 ψ 2 + ψ 3 (9) 

o approximate the Laplacian in a one-dimensional scenario, the 
hree-point kernel L = [1 , −2 , 1] could be used. 

Seeking smooth density distributions, it is actually the gradient of 
he density that is part of the minimization process. To optimize for
his gradient in a discrete setting, one would compare such convolu- 
ions around neighbouring points, leading to the minimization of the 
ollowing cost function: 

 i 

(
� 

R 
k= 1 ψ i+ k−1 L k − � 

R 
k= 1 ψ i+ k L k 

)2 
, (10) 

here for simplicity the bounds of the summation o v er i are assumed
o be such that the indices stay valid. One can easily regroup terms
o yield 

 i 

(
� 

R+ 1 
k= 1 ψ i+ k−1 K k 

)2 
, (11) 

or a now slightly larger kernel K . While this deri v ation was inspired
y the gradient of the Laplacian, this general formula can be useful
or man y situations. F or e xample one could also use the Laplacian
ernel directly to minimize for the density, a straightforward kernel 
 − 1, 1] to minimize the gradient of the lens potential, or even use
ultiple kernels with different weights. The latter would merely add 
ore terms to the outer sum, optionally weighting them by a different
actor, but the problem remains the same otherwise. 

This optimization problem is of the quadratic programming kind 
hat was described abo v e. To see this, let us focus on one particular
erm of the outer sum, say i = 7. Assuming some of the ψ values are
xed and some are to be optimized for, this term could look like the
ollowing: 

 ψ 7 K 1 + ψ 8 K 2 + ψ 9 K 3 ) 
2 = ( ˜ ψ 7 K 1 + x 1 K 2 + x 2 K 3 ) 

2 . (12) 

orking out the square and leaving out the constant value that does
ot play a role during the optimization process, this can be written
s 

1 
2 [ x 1 x 2 ] 

[
2 K 

2 
2 2 K 2 K 3 

2 K 2 K 3 2 K 

2 
3 

] [
x 1 
x 2 

]

+ 

[
2 ̃  ψ 7 K 1 K 2 2 ˜ ψ 7 K 1 K 3 

] [x 1 
x 2 

]
. 

or the full number of M unknowns x j , one can easily imagine
he matrices containing the K k factors to be padded with zeros. To
ccount for the outer summation o v er i , the matrices for each of the
erms simply need to be added together. One then ends up with the
ptimization problem as formulated in equation ( 6 ). Note that the
esulting matrix P will be a sparse matrix, in this one-dimensional 
xample a so-called band matrix. 

There is also a constraint that needs to be taken into account: the
ass density that is determined by the reconstructed potential, needs 

o be positive. This means that the convolution with the discrete
aplacian kernel L k should be positive for every grid point 

 k ψ i+ k−1 L k ≥ 0 (14) 

here i is any value that leads to an actual constraint on some x j 
alues (i.e. not all ψ i values are fixed). The set of resulting constraints
an easily be organized into the form of equation ( 7 ). Formulating
dditional constraints this way for the mass density can of course be
one as well: perhaps one would like the mass in certain regions to lie
ithin certain bounds, or even be equal to specific values. Similarly,
ne could add constraints for the gradient of ψ i , i.e. the deflection
ngle, using the [ − 1, 1] kernel. These desired properties would
erely add rows to equations ( 7 ) or ( 8 ). 
MNRAS 529, 1222–1231 (2024) 
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M

Figure 4. Results obtained when trying to remo v e the top right density peak of the toy model, all using the MOSEK solver. The top row shows the mass densities, 
the bottom row the re-calculated images using the adjusted model as well as the critical lines. For reference the original critical lines can be seen as thick dashed 
lines. In the left-hand column, the lens potential values inside the circular region were kept fixed, and allowed to change freely outward. In the centre column, 
the same settings were used, only adding the additional constraint that the lens potential values at the border of the ψ ij grid should be preserved as well. In the 
right-hand column, the border constraint was kept, but the one from the circular region was replaced by the regions of the images themselves. 
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For the two-dimensional case, of course a two-dimensional
onvolution will be needed, and the outer sum will need to be
eplaced by two sums, one for every grid dimension. This means
hat equation ( 11 ) will be modified into the following: 

 i � j 

(
� k � l ψ i+ k−1 ,j+ l−1 K kl 

)2 
. (15) 

hen writing out just a single term that is squared, it will have
 comparable form as equation ( 12 ), implying that a very similar
rganization into a quadratic programming problem can take place.
he structure of the P matrix will no longer be that of a band matrix,
ut since the kernel is typically very small compared to the full grid
ize of the lens potential values, it will still be a sparse matrix. 

When using a kernel with e.g. values such as [ − 1, 1], the result is
nly an estimate of the gradient up to some scale factor, depending on
he grid resolution. Appendix A describes a practical way in which
his scale factor is determined in the code. 

 AP P LIC ATION S  

o numerically solve the quadratic programming problem, we made
se of the PYTHON module QPSOLVERS (Caron et al. 2023 ). This does
ot provide an implementation for the QP optimization by itself, but
nstead standardizes the formulation of the problem and still allows
ne to select one of several supported solver implementations, both
pen source and commercial. The actual solvers that were used in the
xamples below, are the MOSEK (MOSEK ApS 2023 ) software and
NRAS 529, 1222–1231 (2024) 
he Splitting Conic Solver (SCS) (O’Donoghue et al. 2016 , 2022 ;
’Donoghue 2021 ). 
For the convolution kernel that is used as the discretized Laplace

perator, various kernels with different extents can be used. In
ractice, the commonly used 

L = 

⎡ 

⎣ 

0 1 0 
1 −4 1 
0 1 0 

⎤ 

⎦ (16) 

id not work as well as the following 5 × 5 kernel from Burger &
urge ( 2009 ): 

L = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎣ 

0 0 1 0 0 
0 1 2 1 0 
1 2 −16 2 1 
0 1 2 1 0 
0 0 1 0 0 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎦ 

. (17) 

.1 Outside density peak in toy model 

he left and centre columns of Fig. 4 show the results of the QP
ptimization when keeping the projected potential values inside the
ircle fixed to those of the 128 × 128 approximation of the toy
odel lens. For both situations the weights for the different kernel

ontributions were the same, but each has a different boundary
onstraint for the ψ ij grid. In the left situation, there was the
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Figure 5. The upper panel shows the same model as the one in the top 
left part of fig. 2 of Perera et al. ( 2024 ). The feature around (6, −1) arcsec, 
also called the south-east mass clump in the article, was an interesting result 
that was reproduced quite consistently in the inversions. The bottom panel 
sho ws ho w the extrapolation method described here, can cause mass to be 
redistributed thereby making this clump considerably less prominent. The 
optimization was performed with the SCS solver. 
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equirement that the density that is calculated from the potential 
hould equal the original one at the border. In the centre situation the
otential values themselves at the border were fixed in addition to 
hose in the circular region. 

The additional freedom for the situation from the left-hand panel 
llowed the solver ( MOSEK was used here) to erase the upper right
ass peak nearly completely. As the bottom part of the figure shows,

he resulting critical line structure has become somewhat peculiar, 
learly differing from the original one. This is much less the case for
he centre panel situation. The extra constraint on the border values of
he lens potential did prevent the optimization to complete eliminate 
he top right mass peak, although it is clearly reduced significantly. 

Note, that because the lens potential values are unchanged within 
he circular region that contains the images, the image plane RMS
s the same as in Table 1 for the 128 × 128 grid, on which these
ptimizations were based. 

.2 Monopole degeneracy revisited 

hile keeping lens potential values inside the circular region fixed 
ill certainly preserve all properties in this strong lensing region, one 

ould also keep only the potential values at the image locations fixed.
hat too will preserve all properties at those locations, but allows for
hanges in between the images as well. In this sense, it is quite similar
o the monopole de generac y from Liesenborgs et al. ( 2008b ), where
pecific basis functions were used to manipulate the mass density in 
etween the images but without affecting the properties at the image 
ocations themselves. The right-hand column of Fig. 4 shows the 
esults for the toy model, where the settings were the same as in the
entre panel but the constraint of the circular region was replaced 
y constraints at the image locations. As Appendix B shows, for
L0024 + 1654 the result is very similar to that of Liesenborgs et al.
 2008b ). 

It is then interesting to apply this procedure to a mass model for
DSS J1004 + 4112 that was published recently (Perera et al. 2024 ),
howing a peculiar mass concentration. For reference, the model is 
eproduced in the top panel of Fig. 5 , where the mass density feature
an be seen around (6, −1) arcsec. The extrapolation procedure 
escribed abo v e, can then be used to redistribute mass in between
he image locations. Because the projected potential values in a small
rea around each image need to be conserved (to conserve all rele v ant
eri v ati ves), the resolution of the potential grid ψ ij affects how much
reedom remains to redistribute the mass clump in question. Here, 
 very fine grid of 1536 × 1536 points was used, leading to the
qui v alent lens model shown in the bottom part of the figure. The
rocedure clearly was not as successful in erasing the mass clump 
s in the case of CL0024 + 1654, although the feature has become
ess prominent. That it is more difficult to remo v e it altogether could
e expected due to the proximity of the images: since the projected
otential is preserved in a small region around each image, so is
he density and even its gradient. Note that in trying to erase certain
eatures, the application of the procedure has also introduced some 
ess desirable ones: a pinching effect can be seen e.g. around images
8,10) and (7,3). 

.3 Mass sheet degeneracy and source-position transformation 

 relatively straightforward degeneracy is typically referred to as the 
ass-sheet de generac y (MSD; F alco, Gorenstein & Shapiro 1985 ) or

teepness de generac y (Saha & Williams 2006 ). Replacing the density
( θ) of a lens model by 

 

′ ( θ) = λ�( θ) − (1 − λ) � cr , (18) 

ields a new model for which a source plane that is scaled in
ach dimension by the factor λ, corresponds to the same image
lane. Note that this particular construction can be done for only
 single source redshift, as the sheet of mass � cr depends on the
ngular diameter distances to this source. This de generac y does not
reserve all properties though: since it scales the source plane, the
agnifications of the images are changed by a factor of λ2 (note that

he relative magnifications are not affected). It can also be shown
hat the time delays involved are scaled by this factor λ. 
MNRAS 529, 1222–1231 (2024) 
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Figure 6. The left column shows the simulated lensing situation that is used to illustrate how the extrapolation procedure can be used to obtain generalized 
MSD and SPT variations of this lens. The top ro w sho ws the mass densities, where contours are again in units of κ (for a source at z = 1.2), spaced by 0.2, and 
the thick like corresponds to κ = 1. The next row shows the images and critical lines that correspond to the sources and caustics in the bottom row. The source 
and images enclosed by square correspond to a redshift of 1.2, the other source is at a redshift of 1.8. The centre column shows the model, image plane, and 
source plane when a generalized MSD was constructed (see the text). The original source positions are shown as thin lines. Similarly, the right column shows 
these properties for lens that differs by the SPT. 
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One generalization of this de generac y, using the e xtrapolation pro-

edure from before, would be to find an alternative to the sheet itself:
n the regions of the images, one could determine the projected po-
ential values for the mass sheet � cr . Keeping these values fixed, the
ens potential in other regions could be extrapolated, yielding a model
 cr, eq ( θ) that has an equi v alent ef fect as the mass sheet in this particu-

ar case. Using this in a similar way as in equation ( 18 ) again produces
 new � 

′ that has the same effect as the original mass sheet degen-
racy. Since the extrapolation can be done in many ways, even for a
ingle λ value this leads to a multitude of equivalent mass models. 

It has been shown before that this de generac y can be extended
o multiple source redshifts, but with the same scale factor λ
NRAS 529, 1222–1231 (2024) 
Liesenborgs et al. 2008a ), and even that different scale factors can be
sed (Liesenborgs & De Rijcke 2012 ). This more general scenario
an also be inspected using the extrapolation procedure, although
n this case the focus will be more on the constraints than on the
otential values themselves. To illustrate this, consider the situation
n the left-hand column of Fig. 6 , which uses the same settings
s in the example from Liesenborgs & De Rijcke ( 2012 ): a non-
ingular isothermal ellipse (NSIE) mass distribution at a redshift of
.5, transforms the two elliptical sources at redshifts of 1.2 and 1.8
rom the bottom panel into the images of the centre panel. 

Focusing temporarily on the first source only, a new model can be
reated using equation ( 18 ) and factor λ1 that causes a scaled version
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f the source to correspond to the same images. Let us identify the
egions of the images as { θ reg , 1 } , and save the deflections angles for
his new model in these regions, ˆ α′ 

1 ( { θ reg , 1 } ), for later use. Of course,
or the second source the same procedure can be performed, with a
ifferent λ2 , again producing deflection angles ˆ α′ 

2 ( { θ reg , 2 } ), now in
he regions of the other images. 

The goal is now to create a single lens model that has both
ˆ ′ 1 ( { θ reg , 1 } ) and ˆ α′ 

2 ( { θ reg , 2 } ) as deflection angles, and it is this which
he extrapolation method can produce. There will be no 3 values of
he lens potential that are fixed, all will be calculated. Apart from
he constraint that keeps the mass density positive, there are now 

lso constraints for the gradients of the projected potential, as these 
orrespond to the deflection angles ˆ α′ of the new model. For such 
radients the kernel [ − 1, 1] can be used in x - and y -directions,
ielding estimates of ̂  α′ . In principle, equation ( 8 ) could enforce these
alues in the regions of the images to be respectively ˆ α′ 

1 ( { θ reg , 1 } ) and
ˆ ′ 2 ( { θ reg , 2 } ), but we found that this exact constraint does not work

ell in practice. Instead, some small deviations are allowed, which 
an be formulated as inequality constraints using equation ( 7 ). The
entre column of Fig. 6 shows a model that was obtained using this
rocedure, for λ1 = 0.9 and λ2 = 0.8. The sources that were scaled
y these factors are shown in the bottom panel, and cause the same
mages as before to be generated, as can be seen in the centre panel.

The mass-sheet de generac y is a special case of the source-position
ransformation (SPT) described in Schneider & Sluse ( 2014 ). In this

ore general version, the source plane does not undergo a mere 
escaling, but can be transformed in a more general way. In case one
ould scale only the y -dimension of the source plane by a factor λ,
ne can write 

′ 
y = λβy = θy − D ds 

D s 
ˆ α′ 
y , (19) 

here 

ˆ ′ y = 

D s 

D ds 
θy (1 − λ) + λ ˆ αy . (20) 

ased on the original deflection angles in the image regions, this
ay one can calculate the constraints for ˆ α′ 

1 ( { θ reg , 1 } ) and ˆ α′ 
2 ( { θ reg , 2 } ),

hich can subsequently be solved in the same way as before. The
ight-hand column of Fig. 6 shows how the two source shapes that
ere rescaled in the y -direction by a factor λ = 0.85 produce the

ame images again. In practice, obtaining results that correspond to 
his type of SPT turned out to be quite difficult. In particular, when
urther decreasing λ one quickly needed to allow more and more 
eviations in the targeted ˆ α′ values for the QP procedure to still find
 solution. Similar difficulties were also noted in Schneider & Sluse
 2014 ), as more arbitrary changes of the source plane are no longer
uaranteed to be compatible with deflection angles being the gradient 
f the lensing potential. 
As with the MSD itself, while these variations still generate 

nearly) the same images, other properties are no longer preserved. 
he time delays will change in a less predictable way, and magnifi-
ations themselves are changed as well. 

 DISCUSSION  A N D  C O N C L U S I O N  

n this article, we have looked at the problem of lensing degeneracies
rom the perspective of the projected potential. Starting from a 
 Actually, in practice a single value is fixed on the ψ i, j grid, so that the 
rocedure has some value to start from. Since the offset of the lens potential 
s irrele v ant, the precise v alue does not play a role. 

p  

i
o  

p  

i  
orking lens model and keeping the lens potential values fixed 
n the rele v ant re gions, i.e. at least the re gions of the images in
he system, one can obtain a multitude of equi v alent lens models
hat preserve all lensing properties. If one concentrates on only 
etaining the deflection angles, models compatible with the same 
bserved images can still be obtained, ho we ver these will no
onger necessarily preserve other properties. This also illustrates 
he different constraining power of different types of observations. 
ime delay measurements help probe the projected potential directly 
nd are therefore of particular importance. Observed images provide 
nformation about the gradient of the potential, which illustrates 
hy, without fixing the underlying shape of the lens model, many
ultiple images systems are required to build the lens potential from

ts gradients. Weak lensing measurement probe the curvature of the 
otential, providing the least detailed information. 
A method using quadratic programming was described with which 

uch degeneracies can be explored in practice. Different constraints 
r weights of the convolution kernels yield different results, and 
 ven dif ferent solvers with otherwise the same settings typically do
o converge to the exact same solution. All solutions do preserve the
esired lensing properties, further indicating that multiple solutions 
an explain the same observations. 

At least using this particular method, it is not al w ays easy to
liminate the light-free mass features that GRALE reconstructs. They 
an be partially smoothed by redistributing mass o v er the lens plane,
ut they do not necessarily go away completely. The work presented
ere shows that because of lensing degeneracies, one should not take
he specific shapes of such mass features too seriously, but on the
ther hand one should not merely dismiss them as artefacts of a free-
orm reconstruction. This also lends support for the reality of the dark
atter clumps in SDSS J1004 + 4112 as well as in Abell 1689 (Ghosh

t al. 2023 ), which could be similar, but somewhat less massive than
he ones found in the Coma cluster using weak lensing (Okabe,
kura & Futamase 2010 ). 
The left-hand panel of Fig. 4 showed how certain settings could

emo v e the mass peak from the toy model completely. The price
as the rather odd critical line structure, for which a more wide
eld view can be seen in the left panel of Fig. 7 . The area shown
orders the region on which the lens potential is defined, explaining
he behaviour of the lines near the boundaries. The right-hand 
anel of the same figure shows the corresponding caustic structure. 
hile this particular lens model still generates the same images as

he true lens, several extra, smaller images are predicted as well.
nfortunately this is not something that can be prevented directly 
sing the quadratic programming method. These strange critical line 
nd caustic structures identify a possible disadvantage of thinking in 
erms of the lens potential. While this does allow for a large amount
f flexibility, it does not provide an overview of the mass distribution
n its entirety. Similar to the notion of the external shear, it can easily
ncode lensing effects without having to identify any part of the
ass density as the origin of these effects. In this respect, explicitly
odelling the mass density itself has the advantage, as there simply

s no other mass needed that is not part of the model. 
Not al w ays visible in the figures as they are shown here, are some

ather unphysical fluctuations in the density near the images where 
he potential values are retained. Fig. 8 illustrates this effect: for the
mage in the SDSS J1004 + 4112 system that is indicated in the left
anel, the centre panel shows the density according to the model that
s based on the extrapolated lens potential values. The intersections 
f the horizontal and vertical lines identify the grid where these
otential values are defined. To conserve the lens properties near the
mages, some of these values were kept fixed; these result in the
MNRAS 529, 1222–1231 (2024) 
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Figure 7. The left-hand panel is a wider view of the peculiar critical lines that were shown in the left of Fig. 4 , the right-hand panel shows the corresponding 
caustics. Apart from the original multiple image systems, several other, small images are now predicted near the border as well. 

Figure 8. For the SDSS J1004 + 4112 images that are indicated by the arrow in the left panel, the centre panel shows the density in their neighbourhood. The 
locations of the potential grid values are the intersections of horizontal and vertical lines. The right-hand panel shows what the QP procedure calculates for the 
density, based on the convolution of these same potential values with the Laplacian kernel from equation ( 17 ). Comparing the two shows that the small scale 
fluctuations in the centre panel can at least partly be explained by a mismatch between the different ways the density is calculated. 
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ensity region that resembles a rotated rectangle. Adjacent to this
egion, where the extrapolation starts, is where some fluctuations in
he density can be seen. 

This seems to be explainable, at least in part, to a slight mismatch
etween the final model using bicubic interpolation of the grid
alues and the optimization procedure that estimates the density
sing a convolution kernel. The first one is used to have a lens
odel for which all properties can be calculated at any point,

ven between the grid points. The second is needed to be able
o formulate the optimization as a QP problem. The right-hand
anel shows the estimated density from the convolution, implying
hat this is the situation that is considered by the QP procedure.

hile the densities are no longer defined everywhere, but only
n the grid points, the result does seem to suffer much less from
he fluctuations from the centre panel. Even so, the area where the
NRAS 529, 1222–1231 (2024) 

p  
otential values are preserved can still be identified clearly, meaning
hat the extrapolation result is not as good as one would hope. 

It is not yet clear how this effect should best be addressed.
erhaps a convolution kernel that is better suited than the one from
quation ( 17 ) can be found, although initial attempts have not been
uccessful. Another approach could be to no longer use the QP
ormulation of the problem, but another optimization strategy that
oes not require the approximation with the convolution kernel.
ossibly such an alternative optimization procedure could prevent

he prediction of unobserved images as well. 
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PPENDI X  A :  K E R N E L  SCALE  FAC TO R  

A L I B R AT I O N  

o obtain the scale factor to use for a correct estimation of the gradient
f the ψ ij grid, which corresponds to the deflection angles, one can
se the fact that for a singular isothermal sphere (SIS) lens model,
he deflection angle is constant in size 

ˆ = 4 πσ 2 
v /c 

2 , (A1) 

here σ v is the velocity dispersion for the model. Sampling the lens
otential values of this model on a grid with a specific resolution,
onvolving these with the gradient kernel and comparing the result to
he value expected from equation ( A1 ), then yields the scale factor. 

A similar approach can be used to get the required scale factor
hen using the Laplacian kernel, e.g. equation ( 17 ). In this case, a
odel can be constructed that corresponds to a sheet of a specific

onstant density � s . Again, obtaining the projected potential values 
n a grid with a certain resolution, convolving the values with the
aplacian kernel and comparing the result to the desired � s reveals

he required scale factor for the kernel. 

PPENDI X  B:  C O M PA R I S O N  WI TH  

L 0 0 2 4  + 1 6 5 4  RESULTS  

ig. B1 compares the results from Liesenborgs et al. ( 2008b ) to the
nes obtained with the lens potential extrapolation method from this 
rticle. The left-hand panel shows the lens inversion results that were
btained for CL0024 + 1654, where a small peak can be seen around
10, −10) arcsec. As this was relatively far from the image locations,
he monopole de generac y was used to redistribute mass, obtaining
he results from the centre panel. The right-hand panel then shows the
esults with the method from this article, where the MOSEK solver was
sed. The resulting mass map shows an interesting correspondence 
o the results from the centre panel where mass was redistributed
xplicitly. 
MNRAS 529, 1222–1231 (2024) 

s et al. ( 2008b ) (left panel), yields the result shown in the right panel. For 
ed article using the monopole de generac y. 
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